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Abstract—We consider a direct-sequence spread-spectrum multiple-access network. It is widely known that the probability of symbol error in such a network is dependent on the carrier and spreading code chip phases of the interfering terminals with respect to the signal of interest. As a result, for a given total interference power, the performance is worse for the case of one strong interferer when compared to the case of many weak interferers where the Gaussian assumption on the multiple-access interference holds. We assume a random spreading code model and show that if there is an offset on the carrier and spreading code frequencies of the interfering signals relative to the signal of interest, the above difference in performance between the cases of a set of balanced and a set of unbalanced interferers is drastically reduced. The result is that subject to such frequency offsets we may make the Gaussian assumption on the interference power regardless of whether it is composed of one strong interferer or many weak interferers of the same total power. In a network it may be desirable to actually force the offsets by putting a slight offset on the clock oscillators of the various transmitters. The performance parameter is the variation of the noise variance for a given expected value of the total interference power. We show that to achieve a small variation of the noise variance, the spreading code and carrier offset frequencies should be greater than the symbol rate.

I. INTRODUCTION

We consider a direct-sequence spread-spectrum multiple-access system in a ground radio networking environment. A major task in the design and analysis of such a system is the modeling of the system at the various layers. One of the necessary models is that which abstracts the key parameters of the communication process to use at the network level. For the purpose of traffic analysis a characterization of a link is required in terms of the parameters of the system involving the positions of the terminals and their transmission characteristics. It is typically desirable to obtain the probability of packet success given that a packet is transmitted and there is a set of active interfering transmissions of various power levels.

Many analysis of direct-sequence spread-spectrum multiple-access systems have been presented in the literature. In [1]-[3] the probability of symbol error is calculated. The approach in these and other papers has been to be as exact as possible while taking into account carrier phase, chip phase, autocorrelation of sequences, and the relative phase of the symbol transmission clocks of the different transmitters. In these analyses, expressions for the noise variance are given in terms of the cross-correlations of sequences in a sequence set. Numerical results are difficult to compute, especially for the case of interferers with unequal powers. Due to the number of parameters and computation required in many cases, the results are not easily applicable at the network level where it is desirable to characterize the link using a smaller set of parameters. A different approach to multiple-access analysis of direct sequence which is less accurate but relies on a simpler set of parameters is that typified by the analysis in [4]. For example, in [4] the multiple-access interference is treated as having the same effect as white Gaussian noise with a power spectral density that is easily calculated from the powers of the interfering signals and the background thermal noise power. Still in other papers the approach has been to model the multiple-access interference as Gaussian noise and obtain the capacity or cutoff rate of the channel [5].

Our model for multiple-access interference in a DS/BPSK system is now described. First, we realize that cross-correlation functions of spreading codes are too complex to work with for most sets of sequences. Even if we assume-sequence sets with relatively well-known cross-correlation properties such as Gold sequences, the cross-correlations are very difficult to compute if the different transmissions are not symbol synchronized [1]. As a result we adopt the random model for the spreading codes as in [2]. This random sequence model has also been implicitly used in many analysis of CDMA. Based on the random chip model the interference at the detector due to an interferer that is chip synchronized with the signal being received has a binomial type of distribution. For large processing gains (defined as the number of chips per transmitted symbol) this distribution may be approximated by a Gaussian distribution. In the case of no chip level synchronization the interference due to one interferer is equal to a linear combination of two random variables with binomial-like distributions. For a large pro-
cessing gain each component of this sum can again be approximated by a Gaussian random variable, hence the sum can also be approximated by a Gaussian random variable. In either case, the variance of the random variable is dependent on the carrier and chip phases of the interferer relative to those of the signal. In the case of multiple interfering signals the total interference is then a sum of random variables and is also Gaussian distributed with a variance equal to the sum of the individual variances. However, the individual variances are dependent on the carrier and spreading code phases and therefore are also random. For a set of symbols constituting a packet the probability density for the interference at the detector is Gaussian when conditioned on the variance. In [6], we computed the probability distribution function for the conditional variance and expressed the overall probability density function as the following expectation, or compound Gaussian probability density function

\[ f(x) = \int_{0}^{\infty} \frac{1}{(2\pi)^{n/2}} \exp\left(-\frac{1}{2} \|x\|^2\right) f_V(v) \, dv \]  

where \( f_V(\cdot) \) is the probability density for the conditional variance of the compound Gaussian process, and \( n \) is the packet length (see [7], for a discussion of general properties of these processes). In [6], it was shown that the packet error probability is dependent on the density function \( f_V(\cdot) \). For a given expected value \( \nu_0 = E(V) \) the probability of error curve is closest to an ideal Shannon limit error curve for the case that \( f_V(v) = \delta(v - \nu_0) \). Also in [6] we showed that for a given expected value of the total interference power the density function \( f_V(\cdot) \) is dependent on the composition of the total interference power, hence the probability of packet success is also dependent on the composition of the total interference power. For the case of a large number of interferers of roughly equal power (a balanced set of interferers) the probability density approaches a delta function. For the case of an unbalanced power composition, the probability function \( f_V(\cdot) \) will be broader. In other words, the variance of the total interference power at the detector over a set of symbols constituting a packet is a random variable. For a given expected value of this variance the performance is better if the variance has a small "variance." The worst case is that of a single interferer where the probability density function of the noise variance over one symbol is relatively broad as can be seen by examining the corresponding probability distribution function which we show in Fig. 1 along with the probability distribution function for the interference in the case of many weak interferers, or Gaussian noise.

The threshold model of the communication process that is desirable to include in a network model is based on three assumptions: 1) the multiple-access interference can be modeled as a Gaussian variable, i.e., at the detector the noise component is Gaussian; 2) the variance of the multiple-access interference is a simple function of the powers of the interfering signals; and 3) there is a high degree of forward error correction so that a threshold model (predicted by Shannon’s theorem) is applicable. The accuracy of the first assumption is dependent on the processing gain. For large processing gains the assumption can be justified by the Central Limit Theorem in the sense that a binomial distribution can be approximated by a Gaussian distribution. In any case, for a network where there is no synchronization at the symbol level, it is very difficult to use nonstatistical methods to determine the interference. The second assumption is dependent on the spread of the function \( f_V(\cdot) \) being small; ideally the density should be a delta function and the detector noise is Gaussian. A constant detector noise variance for a given total interference power results in independent symbol errors within a packet and, for good codes with appropriate rates, an ideal (Shannon limit) error-performance curve. If the variance is random then the symbol errors within a packet are dependent and the limiting probability of error will not approach the Shannon limit for any coding scheme.

We would like to replace the above compound Gaussian process by a Gaussian process with variance equal to the expected value of the conditional variance. For a set of interferers and indeed for a given total interference power, the variance of the noise affecting the symbols of a packet should be constant from packet to packet and not dependent on the carrier and spreading code phases which are random from packet to packet. In other words, we would like the probability density for \( f_V(\cdot) \) to be a delta function. We will see that the spread in the density \( f_V(\cdot) \) may be decreased if we impose an offset on the carrier and spreading code frequencies of the interfering signals relative to the signal of interest. The result will be that an interference composition consisting of one strong interferer will have approximately the same probability of error characteristics as a composition consisting of many signals of approximately equal powers if the total interference power is the same in both cases. The probability of error curve can then be made as close to ideal as desirable by increasing the complexity of the error correcting code. Since the case of one strong interferer is the case where \( f_V(\cdot) \) has the largest spread, in this paper we assume the case of one interferer and discuss ways to decrease the spread of \( f_V(\cdot) \). If we modify the basic DS/BPSK CDMA scheme to achieve this then we will im-
prove performance in general and at the same time for well-coded systems the threshold model will apply.

From the above and as concluded in [6], the performance of DS/BPSK CDMA is solely dependent on the density function \( f(x) \). The exact form of the dependence will vary according to the coding scheme. We will not be more precise than to say that the performance depends on the "spread" of the density. One measure of the spread is the variance. Another good measure that relies on the density dropping to zero not far from the mean (i.e., no long tails) is the difference between the maximum (max) and minimum (min) values of the random variable where the density is nonzero. We refer to the interval \( (\text{min, max}) \) as the variation of the random variable. Due to computational considerations our performance criterion for an offset scheme that we will introduce is the variation.

II. ONE STRONG INTERFERER WITH FREQUENCY OFFSETS

We consider the case of a receiver that is attempting to receive the signal \( x(t) \) in the presence of the strong interfering signal \( x_2(t) \). Since our results will not depend on the actual power of the interfering signal we assume it to have the same power as the signal. The two signals are then given by

\[
x_1(t) = c_1(t) \cos(\omega_1 t + \theta_1)
\]

and

\[
x_2(t) = c_2(t) - \Delta \cos(\omega_2 t + \theta_2)
\]

where \( c_1(t) \) and \( c_2(t) \) are the spreading codes of the two signals modulated by the data which we assume is done digitally (i.e., data transitions occur at chip transitions), \( \omega_1 \) and \( \omega_2 \) are the carrier frequencies and \( \theta_1 \) and \( \theta_2 \) are the carrier phases, and \( \Delta \) is the chip phase of the interfering signal with respect to that of the signal, as shown in Fig. 2 where we assume \( t_0 = 0 \). We assume that the chip periods of the spreading codes of the two signals have been normalized so that the period is 1 for \( c_1(t) \) and \( 1 + \tau \) for \( c_2(t) \) where \( \tau << 1 \). The difference in carrier frequencies in hertz is denoted as \( \nu = (\omega_2 - \omega_1)/2\pi \). The spreading code is modeled as a Bernoulli process with values equal to \( \pm 1 \). The clock rate of the spreading codes is equal to \( N \) times the data rate. We also introduce the parameters \( \alpha = N\tau \) and \( \gamma = N\nu \). The parameter \( \alpha \) is the total chip phase difference between the two spreading codes accumulated over one data symbol period and can be shown to be approximately equal to the offset clock frequency normalized by the data rate for \( \tau << 1 \). The parameter \( \gamma \) is the total carrier phase difference between the two signals accumulated over one data symbol, and can be shown to be equal to the offset frequency between the two carriers normalized by the data rate.

We assume a conventional correlator receiver. Up to a multiplicative constant the noise at the detector is given by

\[
I = 2 \int_0^N x_1(t)x_2(t) \, dt.
\]

Referring to Fig. 2 we may write the above (after neglecting the integral of the double frequency term) as

\[
I = \sum_{i=0}^{2N-1} \mu_i \int_{\tau_i}^{\tau_i+\tau} \cos(2\pi\nu t + \theta) \, dt
\]

where \( \theta = \theta_2 - \theta_1 \), the \( \tau_i \)'s are the points at which the product of the two spreading codes changes value, and \( \{\mu_i\} = \{c_1, c_2, c_2, c_1, c_2, c_2, c_1, c_2, \ldots\} \). The sequences \( \{c_1,\} \) and \( \{c_2,\} \) are Bernoulli sequences corresponding to the two spreading codes \( c_1(t) \) and \( c_2(t) \). From the above, we note that the \( \mu_i \)'s are uncorrelated (actually also pairwise independent). Due to the small difference in the clock frequencies of the spreading codes the sequence of intervals \( [\tau_i, \tau_{i+1}) \) can be thought of as consisting of two interleaved sequences. The length of the intervals in each sequence changes according to a triangular waveform and the waveforms corresponding to each subsequence are out of phase by half a period of the waveform [see Fig. 3(b)]. The period of the waveform is inversely proportional to \( \nu \).

We are interested in systems with a symbol error probability greater than \( 10^{-3} \). Thus, for moderate to large processing gains, we may assume that the noise at the detector is Gaussian with zero mean (since \( E(I) = 0 \)). Thus, it remains to calculate the variance which we obtain as a normalized value, after dividing by \( N \), and denote by \( V \). Since the variables \( \mu_i \) and \( \theta \) are independent and the terms in the sum of (4) are uncorrelated we have

\[
V = 1 \frac{1}{N} E(I^2) = \frac{1}{N} \sum_{i=0}^{2N-1} E \left( \sum_{k=0}^{\nu_i+1} \cos(2\pi\nu t + \theta) \, dt \right)^2
\]

\[
= \frac{1}{N} \sum_{i=0}^{2N-1} \left( \frac{\sin(2\pi\nu t_{i+1} + \theta) - \sin(2\pi\nu t_i + \theta)}{2\pi\nu} \right)^2.
\]

(5)

For large \( N \) and \( \nu \ll 1 \) the difference of the two sine terms in (5) may be approximated by the product of the derivative of \( \sin(2\pi\nu t + \theta) \) and a time increment to obtain

\[
V \approx \frac{1}{N} \sum_{i=0}^{2N-1} (t_{i+1} - t_i)^2 \cos^2(2\pi\nu, + \theta).
\]

We now use the functions in Fig. 3(a)-(b) to approximate the two subsequences of interval lengths and approximate the above sum with an integral on the interval
[0, 1]. Expressing the dependence of \( V \) on the actual set of parameters we obtain

\[
V(\alpha; \gamma, \Delta, \theta) = \int_0^1 h(t; \alpha, \Delta) \cos^2 (2\pi\gamma t + \theta) \, dt
\]

where

\[
h(t; \alpha, \Delta) = g^2(t; \alpha, \Delta) + \left[1 - g(t; \alpha, \Delta)\right]^2
\]

and \( g(t; \alpha, \Delta) \) is a triangular wave function defined as follows: the range is \([0, 1]\), the period is \(2/\alpha\), \(g(0) = \Delta\), and \(g(t)\) is increasing at \(t = 0\). Two examples of the function \(g(t; \alpha, \Delta)\) are shown in Fig. 3(a)-(b), and an example of the function \(h(t; \alpha, \Delta)\) is shown in Fig. 3(c). The function \(h\) is periodic with period equal to \(1/\alpha\), and phase equal to \(\Delta\). The phase takes values in \([0, 1]\), and zero phase is the phase which makes \(h(t; \alpha, \Delta)\) attain its maximum value at \(t = 0\).

Equation (7) contains four parameters that determine the noise variance: \(\alpha, \gamma, \Delta, \) and \(\theta\). The first two are the normalized spreading code and carrier offset frequencies and the last two are the spreading code chip phase and carrier phase at the start of a symbol transmission interval. We will view the variables \(\alpha\) and \(\gamma\) as deterministic and the variables \(\Delta\) and \(\theta\) as random. Since the last two variables are random, the variance is a random variable. For the case of zero carrier and chip frequency offsets (7) becomes

\[
V = [\Delta^2 + (1 - \Delta)^2] \cos^2 \theta.
\]

In this case the variance of the noise may be anywhere in the range \([0, 1]\). The parameter \(\theta\) determines the quantity of noise on the quadrature carrier; for \(\theta = 0\) all of the noise is in phase with the signal and for \(\theta = \pi/2\) all of the noise is out of phase. Similarly, the parameter \(\Delta\) determines the variance of the correlation noise between the two spreading codes. The best case is that where the spreading code clocks are out of phase by \(1/2\) of a chip where the noise variance is multiplied by the factor \(1/2\). The worst case is that where the two spreading codes are in phase where the factor is 1. Assuming that \(\theta\) is uniformly distributed in \([-\pi, \pi]\), and \(\Delta\) is uniformly distributed in \([0, 1]\) the expected value of \(V\) for the case of zero frequency offsets is the well known result, \(1/3\).

We now consider the case where there is an offset in clock and carrier frequencies. In this case the code and carrier phases vary at a rate proportional to the offset frequencies. The rates are \(\nu\) (carrier) and approximately \(\chi\) (spreading code, \(\tau\) small) per chip time; or \(\gamma\) (carrier) and \(\alpha\) (spreading code) per symbol period. If the offset frequencies are equal to \(1/N\) then the resulting change in the phase over a symbol transmission interval is \(2\pi\) for the carrier and \(1\) for the spreading code. In this case, the variance should be approximately equal to the above expected value or \(1/3\). Such a predictable value for the variance is preferable to the case of a random variance. We can thus conclude that clock and carrier frequency offsets are beneficial in the sense that they reduce the unpredictability of the variance at the detector. An offset in the frequencies of the spreading codes and carriers will result in the noise being due to a sum of correlations over small intervals with all of the possible phases, resulting in a value for the variance equal to the expected value. In a sense we have a situation where time averages equal ensemble averages.

Our task in this paper is to determine the variation in the noise variance, from the maximum variation of \((0 - 1)\) in the case of zero frequency offsets to the case of zero variation where the variance is always equal to its expected value of \(1/3\), as a function of the normalized frequency offsets \(\alpha\) and \(\gamma\). To obtain a constant noise variance we will see that the normalized spreading code offset frequency should be equal to an integer (if the carrier offset frequency is zero), and the normalized carrier offset frequency should be equal to an integer multiple of \(1/2\) (if the spreading code offset frequency is zero). In these cases the phase changes, at a constant rate, by one period (one chip time or half of a carrier cycle time) during a symbol transmission time and the resultant noise is independent of the phases \(\Delta\) and \(\theta\) at the start of symbol transmission. If we have joint frequency offsets in the carrier and spreading code then there is an interaction between the two phases which makes it difficult to obtain a constant variance. The variation can however be made small so that it may be practically considered to be constant and close to \(1/3\) which is the expected value of (8).

If the normalized offset frequencies are much less than unity, then the noise variance at the detection time of a symbol is strongly dependent on the value of the starting phases \(\Delta\) and \(\theta\). On the other hand, if the normalized offsets are not integers but greater than unity, then the variance is dependent on the starting phase to an extent that depends on the offset frequencies. The variance as a function of the offset frequency contains a set of sidelobes resembling a "sinc" function.

III. NUMERICAL RESULTS

To give some examples we compute the noise variance by summing (5) directly. As a consequence of the central limit theorem and also as verified by computation, the
computation of the variance using (5) is not too sensitive to \( N \) for large \( N \) and as a function of \( N \) converges to a constant value. We use the value \( N = 100 \) in computing some examples. Our goal is to study the variation of the noise variance as a function of the frequency offsets. For small frequency offsets the variance depends greatly on the initial phases \( \Delta \) and \( \theta \). As the frequency offsets are increased the dependence of the variance on the starting phase is weakened to the point that the variance is a constant for any starting phases. In Figs. 4–9 we show some three dimensional plots of the noise variance as a function of the starting phases \( \Delta \) and \( \theta \) parameterized by the normalized offset frequencies \( \alpha \) and \( \gamma \). In Fig. 4, we show the case of zero frequency offsets \( \gamma = 0 \) and \( \alpha = 0 \), hence the case of greatest variation. As a result of symmetry it is sufficient to show the variance for the ranges \( 0 \leq \Delta < 1 \) and \( 0 < \theta < \pi/2 \). As shown in the figure we have for the pair \( (\Delta, \theta) \): 0 for \( (\Delta, \pi/2) \), 1 for \( (0, 0) \), and \( 1/2 \) for \( (1/2, 0) \). Fig. 5 shows the case where \( \gamma = 1 \) and \( \alpha = 0 \). Since \( \gamma \) is a multiple of 1/2 and \( \alpha = 0 \) the variance does not depend on the starting phase \( \theta \) and the result corresponds to taking the expectation of (8) over the random variable \( \theta \). Fig. 6 shows the opposite case of \( \alpha = 1 \) and \( \gamma = 0 \). In this case there is no dependence on the starting chip phase \( \Delta \). The result corresponds to taking the expectation over \( \Delta \) in (8). In Fig. 7, we show the case \( \alpha = 1 \) and \( \gamma = 0.5 \) where the variation in the variance is (0.268–0.402). The opposite case \( \alpha = 0.5 \) and \( \gamma = 1 \) also has a similar variation (0.283–0.393) and is shown in Fig. 8. Fig. 9 shows the case \( \alpha = 1 \) and \( \gamma = 1 \). In this case the variation is small and equal to (0.321–0.356).

A. Zero Carrier Frequency Offset

We now look at some special cases of (5). We may obtain a closed-form approximation for the sum in (5) in the case of a zero carrier frequency offset by working with the integral approximation given in (7). In this case since the dependence on \( \theta \) is well understood (i.e., a multiplication by \( \cos^2 \theta \)) we also assume \( \theta = 0 \) in the following. For \( \gamma = 0 \) and \( \theta = 0 \) the normalized variance is

\[
V(\alpha, 0; \Delta, 0) = \int_0^1 h(t; \alpha, \Delta) \, dt. \tag{9}
\]

As an example if \( \Delta = 0 \) and \( \alpha = 1 \) the above integral becomes

\[
V(1, 0; 0, 0) = \int_0^1 [t^2 + (1 - t)^2] \, dt. \tag{10}
\]

This integral has the value \( 2/3 \) which is equal to the expected value of the variance in (8) if we set \( \theta = 0 \).

To give the result for the general case we define the
Fig. 8. Noise variance as a function of the starting spreading code phase \( \Delta \) and the carrier phase \( \theta \) for normalized frequency offsets \( \alpha = 0.5 \), and \( \gamma = 1 \).

Fig. 9. Noise variance as a function of the starting spreading code phase \( \Delta \) and the carrier phase \( \theta \) for normalized frequency offsets \( \alpha = 1 \), and \( \gamma = 1 \).

Following three functions:

\[

\nu_1(\alpha, \Delta) = \frac{[\alpha - \Delta]}{3\alpha} + \frac{1}{\alpha} \left( \Delta - \Delta^2 + \frac{2}{3} \Delta^3 \right) + r(\alpha, \Delta) - r^2(\alpha, \Delta) + \frac{2}{3} r^3(\alpha, \Delta)
\]

(11a)

where \( r(\alpha, \Delta) = (\alpha - \Delta) - \lfloor \alpha - \Delta \rfloor \), and \( \lfloor x \rfloor \) is equal to the greatest integer less than or equal to \( x \).

\[

\nu_{2,1}(\alpha, \Delta) = 1 - \frac{1}{\alpha} \left( \Delta^2 - (\Delta - \alpha)^2 - \frac{2}{3} \Delta^3 \right) + \frac{2}{3} (\Delta - \alpha)^3
\]

(11b)

\[

\nu_{2,2}(\alpha, \Delta) = \frac{1}{\alpha} \left( \alpha - \Delta^2 + \frac{2}{3} \Delta^3 - (\alpha - \Delta)^2 \right) + \frac{2}{3} (\alpha - \Delta)^3
\]

(11c)

We may then write the integral in (9) as

\[

V(\alpha, 0; \Delta, 0)
\]

\[

= \begin{cases} 
\nu_1(\alpha, 1 - \Delta) & \alpha > 1 \\
\nu_{2,1}(\alpha, 1 - \Delta) & \alpha \leq 1, \alpha + \Delta \leq 1 \\
\nu_{2,2}(\alpha, 1 - \Delta) & \alpha \leq 1, \alpha + \Delta > 1 
\end{cases}
\]

(12)

We would like to find the maximum and minimum of the function \( V(\alpha, 0; \Delta, 0) \) over the starting phase \( \Delta \) so that we may obtain the variation as a function of the offset \( \alpha \). To this end we consider the two cases, \( \alpha > 1 \) and \( \alpha \leq 1 \). For \( \alpha > 1 \) we set \( \partial V_1(\alpha, \Delta)/\partial \Delta \) equal to zero and solve numerically for the location of the maximum and minimum values. For \( \alpha < 1 \) we can obtain a solution in closed form. For \( V_{2,1}(\alpha, \Delta) \) the derivative is equal to zero at \( \Delta = (1 - \alpha)/2 \) where a maximum of \( 1/2 + \alpha^2/6 \) is attained. For \( V_{2,2}(\alpha, \Delta) \) the derivative is zero at \( \alpha/2 \) where a maximum of \( 1 - \alpha/2 + \alpha^2/6 \) is attained. We summarized all of these results in Fig. 10 where we have plotted the maximum and minimum values of the variance (in the case that \( \theta = 0 \)) as a function of the normalized offset clock frequency of the two spreading codes. As expected for \( \alpha = 0 \) there is a lot of variation in the noise variance depending on the (static) clock phases that we may hit upon. As the normalized offset clock frequency increases the variation from the maximum to minimum decreases to zero at \( \alpha = 1 \) and as \( \alpha \) increases further some side lobes result with decreasing difference between the maximum and the minimum. For large values of the frequency offset the variance is not dependent on the starting phase. If we take the location of first equality between the maximum and minimum as the point beyond which we have satisfactory variation, then this translates into a required offset frequency between the two spreading code clocks that is greater than the data rate.

B. Zero Spreading Code Frequency Offset

The opposite case to the above is now considered. If we set the spreading code offset equal to zero (\( \alpha = 0 \)) then the variance is dependent on the starting phase \( \Delta \) only through a multiplicative constant. We thus assume that \( \Delta = 0 \) (i.e., the constant equals 1). Performing the simplified integral, we obtain

\[

V(0, \gamma; 0, \theta) = \frac{1}{2} + \frac{1}{8\pi\gamma} (\sin (4\pi\gamma + \theta) - \sin (\theta)).
\]

(13)

We may find the maximum and minimum of (13) over the variable \( \theta \) so that we obtain a variation versus the offset frequency \( \gamma \). The stationary points are obtained by solving the following equation:

\[

\tan (\theta) = \left( \frac{\cos (4\pi\gamma) - 1}{\sin (4\pi\gamma)} \right).
\]

(14)

These values may be substituted back in (13) to obtain the maximum and the minimum as a function of the parameter \( \gamma \). We have plotted the resulting envelopes in Fig. 11. The points of zero variation occur at \( \gamma \) equal to integer multiples of \( 1/2 \). The first point occurs at \( 1/2 \) and the first sidelobe has a variation of approximately \( 0.43-0.57 \). The second sidelobe falls within the range of \( 0.43-0.57 \). The curves converge to \( 1/2 \) as expected, however we must keep in mind that our approximation does not hold for large values of \( \gamma \).

C. Joint Frequency Offsets

Considering \( \Delta \) and \( \theta \) as random variables we would like to obtain envelopes for the maximum and minimum
variance over the set of frequency offset pairs \((\alpha, \gamma)\). Such a result is difficult to obtain in closed form. We have however used (5) in an exhaustive computation which we estimate to be accurate to within 5%. We have shown the plot for the maximum as a three-dimensional plot in Fig. 12. From the figure we can see the previous cross-section behavior where the points of zero variation (the minima in this plot) occur at integer multiples along the \(\alpha\) axis \((\gamma = 0)\) and at half integer multiples along the \(\gamma\) axis \((\alpha = 0)\). However, with joint frequency offsets there are points where the variation is surprisingly large even though the individual variations are zero, e.g. \((\alpha = 2, \gamma = 1)\) where the variation is approximately \((0.28-0.4)\). The worst points occur along the line where \(\alpha = 2\gamma\). If we avoid this region and if the normalized offsets are greater than 1 then the maximum variance can be kept well below the value 0.4. A constraint on the maximum variance to 0.4 represents a reduction on the maximum variance by approximately 4 dB when compared to the case of zero offsets, and we are only 0.79 dB away from the ideal case of 1/3. With some offsets it is possible to constrain the maximum variance to less than 0.35 or 0.21 dB away from the ideal.

We would like to convert the above noise variance measures, such as in Fig. 12, into probability of error. This however requires that the probability density function for the noise variance be obtained, with \(\alpha\) and \(\gamma\) as parameters. Such a task is computationally intensive; however, for the case of symbol error probability we can readily obtain upper bounds. For the case of constant variance the probability of symbol error is \(\frac{1}{2}\text{erfc} \left(\sqrt{\eta}/2\right)\) which is shown as curve 2 in Fig. 13. From the figure we see that at a probability of error of \(10^{-3}\) the difference in performance with frequency offsets is greater than 1 dB. For large average SNR the probability of error is dominated by the maximum noise variance and the difference in performance approaches 4 dB.

**IV. SYSTEM CONSIDERATIONS AND CONCLUSIONS**

As we can see from the above it is beneficial to have frequency offsets between the spreading codes and the carrier frequencies of signals in a multiple-access network utilizing DS/BPSK signaling. A normalized offset equal to or greater than the data rate brings down considerably the variation of the noise variance due to unpredictable starting code and carrier phases. As a result, we propose that in such a network the clocks should be set so that a minimum offset is guaranteed. We do not want to make the offset very large, since for a large number of signals the total frequency band occupied would be considerably larger, hence resulting in loss of bandwidth efficiency. If the network is such that the nodes are stationary then an offset selection scheme, such as those used in channel allocation in a cellular radio network, could be devised to maximize the frequency offset between signals whose.
transmitters are close to each other. It is only for protection against strong signals that the frequency offset scheme is necessary.

The introduction of an offset into the spreading code clock frequency could have the negative effect of making it slightly more difficult to do signal acquisition. If this is the case then the transmitter could be designed so that the spreading code clock rate is set to a common value at the start of packet transmission and then slowly drifts away from the initial value up to a maximum offset. The receiver code tracking circuits could easily track a small spreading code clock drift.

In a real system frequency offsets may be due to clock drifts resulting from nonstable oscillators and inherent offsets in oscillator crystals, i.e., unintentional offsets; or they may be due to offsets in the oscillators that are imposed in the design, i.e., intentional offsets. The amount of offset in the first case is dependent on the absolute carrier and spreading code frequencies. For a given symbol rate the larger the absolute frequencies are the more difficult it is to keep the unintentional normalized offset frequencies small. Thus, since the spreading code rate is much smaller than the carrier frequency, unintentional offsets are much more likely in the carrier frequencies. Carrier frequency offsets are also susceptible to Doppler shifts which may or may not be significant depending on the data rate. Carrier frequencies are typically in the GHz range, spreading code clock rates are typically in the MHz range, and symbol rates are typically in the KHz range. Thus, it is apparent that the spreading code offsets are controllable and may be designed to be close to an integer multiple of the data rate. Depending on the implementation and on the environment, carrier offsets may not be controllable. In this case we can still force a minimum offset between any two carrier frequency oscillators so as to bound the variation of the variance by one of the side lobes of the surface in Fig. 12.

In a conventional direct-sequence multiple-access system the probability of symbol and packet error is dependent on the carrier and spreading code chip phases of the interfering signals relative to those of the signal being received. This dependence causes the probability of error, when expressed as a function of the average signal-to-noise ratio, to be greater than the corresponding probability of error for Gaussian noise if the SNR is not to low. We have shown in this paper that this non-Gaussian behavior, which results in poorer performance, can be changed to a "near" Gaussian behavior by imposing an offset frequency between the carrier and spreading code frequencies of the various signals. In the worst case of no carrier and frequency offset the normalized noise variance may be anywhere in the range (0-1) and has expected value equal to 1. If the ratios of the difference in carrier frequency to the data rate and the difference in spreading code clock rate to the data rate are greater than 1 then the variation in the normalized variance decreases so that the maximum variance is less than 0.4. This represents a reduction on the maximum noise variance by approximately 4 dB. Diminishing improvements in the variation of the noise variance are possible by making the normalized frequency offsets greater.
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