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Abstract

Analog Viterbi Detection for Partial-Response Signaling
Mohammad Hossein Shakiba, Ph.D. Dissertation, 1997

Along with the growth of signal processing capabilities, sequence detection of digital signals transmitted over noisy channels has become the preferred choice in many applications. Consequently, researchers accelerated their efforts toward addressing the implementation issues of such detectors. Naturally, almost all of the solutions were developed in a digital realization environment, mainly because digital signal processing has been shown to be powerful and flexible. At the same time, the idea of analog implementations of sequence detectors was introduced by a small dedicated minority in the hope of finding areas where digital solutions fail to fulfil some of the system requirements. This hope became a reality when analog Viterbi decoders outperformed their digital counterparts in the exceptionally demanding saturated magnetic storage application. The challenge was to realize the Viterbi algorithm such that the ever increasing requirements of small size, low power, and high speed are satisfied.

Described in this thesis, is another attempt for realizing the Viterbi algorithm in the analog domain. Partial-response sequence detectors with application to magnetic recording and data transmission over cables are of special interest, however, other subjects are also addressed. Although the essence of an analog realization is to eliminate the power-hungry analog-to-digital converter, here it is shown that additional savings may also be accomplished if the algorithm is carefully examined from an analog implementation perspective. In particular, in this thesis, an analog architecture for realizing a class-IV partial-response Viterbi decoder is introduced, integrated circuit implementation of this decoder is described, and experimental results are presented. The operating speed and savings in the silicon and power consumption are well beyond the reach of any reported digital decoder, even in more advanced technologies in many cases. Furthermore, and supported by experiments, it is shown that more complicated signaling schemes can also benefit from an analog implementation. The idea was to alleviate the transistor-level obstacles and encourage analog designers to explore new territories for analog sequence detectors. Finally, some implementation issues of reduced-state sequence decoders are addressed and analog solutions are introduced.
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Chapter 1

Introduction

The traditional approach in detecting a digital signal transmitted over a noisy channel is the well-known symbol-by-symbol detection technique. In addition to the simplicity of implementation, in many cases this scheme results in optimum performance. However, if each received symbol contains some information about others, a symbol-by-symbol approach will no-longer lead to the optimum detector. The optimum detector must consider the entire segment of the sequence which conveys helpful information, in detecting each individual symbol. The drawbacks are, however, increased complexity and delay in the detection process.

Digital communication systems employing error-correction coding are examples of systems in which the optimum decoders are sequence detectors. These sequence detectors are usually implemented by realizing different variations of the Viterbi algorithm. The Viterbi algorithm is a special application of dynamic programming to communication theory. The idea is to determine the most-likely transmitted sequence having the minimum distance from the received signal, as compared to
all other possibly-transmitted sequences. The objective function to be minimized depends on the error criterion and is commonly the squared-Euclidean distance.

The Viterbi algorithm was first proposed for decoding convolutional codes. Later on, it was extended to the detection of signals transmitted over linear inter-symbol interference channels. Consequently, partial-response systems, being interference signaling schemes in nature, received renewed attention. A partial-response system is a signaling system in which the signal undergoes some known inter-symbol interference before being transmitted. The idea is to shape the spectrum of the signal by relaxing the highly-demanding zero-interference condition. Spectrally shaping makes better use of the available bandwidth possible, since the transmitted energy can be more concentrated around the frequency bands in which the channel has better characteristics.

One illustrative example of a partial-response system is a system which pushes the energy of the signal away from DC, where many channels fail to establish a reliable link. A single spectral null at DC can be realized by differentiating the signal prior to transmission. In the discrete-time domain, this corresponds to subtracting each symbol from its previous one. The resulting system is called a *dicode* in the literature. If, in addition, high-frequency concentration of the dicode system is not desirable, a complementary low-pass block can be employed as well. A first order realization of this block, namely *duobinary*, is obtained by adding two successive input symbols. The overall signaling scheme is classified as *class-IV* in classification of the partial-response systems. One can take advantage of the high-frequency null to maximize the symbol rate in the given bandwidth in practice. Due to the aforementioned advantages, the class-IV system has been one of the most-widely-used partial-response signaling schemes so far.

Partial-response systems are multi-level communication systems, in the sense that they increase the number of levels at their outputs. This increase was the reason for the initial reputation of their poorer noise performance compared to Nyquist systems. Later on, it was shown that this poorer performance is not an inherent drawback, but, is due to the non-optimality of symbol-by-symbol detection. In fact, if the coding property of these signaling schemes is exploited by the detector, the loss in the signal-to-noise ratio can be combatted.

Not as obvious as their spectrally-shaping behavior, is the coding nature of the partial-response systems. Availability of more levels at the output, without an increase in the symbol rate, is equivalent to having some redundant levels. Utilizing this redundancy can significantly improve the performance. This improvement is maximized by employing a sequence detector. The price paid, however, is mainly more complexity in the receiver. The decoding delay associated with
sequence detection can be tolerated in many applications.

Partial-response signaling applied to magnetic recording has drawn a lot of attention nowadays. Traditionally, the written information was retrieved by detecting the peaks of the read signal. To keep the error rate below a certain level, the adjacent symbols had to be far enough apart not to interact significantly. This restriction had imposed a limit on the density of the storage system. Viewing the read signal as a partial-response signal allows much more interference between the adjacent transitions. Moreover, if the coding nature of the read signal is exploited, a much better noise performance can be achieved. The better performance can be translated to the capability of increasing the density, since more interference is tolerated. Employing partial-response sequence detection techniques in the new generation of hard disks is one reason for the drastic increase observed in the amount of memory offered by these devices.

Magnetic recording is not the only promising application of partial-response systems with sequence detection these days. High-rate data transmission over band-limited channels is considered as well. Apart from achieving the Nyquist rate (which is not practically feasible in Nyquist systems), more increase in the symbol-rate is still possible by using \textit{M}-ary partial response schemes. Here, again, a sequence detector substantially improves the performance of the communication system compared to that of systems with conventional symbol-by-symbol detectors.

The above arguments have motivated researchers to search for simple implementations of the Viterbi algorithm in general, and for partial-response systems in particular. These efforts have led to several implementation techniques. Coincidence of these efforts with the growing digital signal processing methods directed almost every effort toward a digital solution. However, for applications demanding high speed, low power, and small size, and not requiring a high degree of accuracy, the possibility of implementing the algorithm in the analog domain has also been investigated. Analog Viterbi detectors are extremely suitable if the signal processing prior to the Viterbi detection is relatively simple and could be done in the analog domain as well. In these cases, the savings become significant, as there would be no need for an analog-to-digital converter in the detector. Magnetic recording and high-rate data transmission over unshielded twisted-pair cables are two such examples. Recently, the magnetic-recording industry has shown a lot of interest in pursuing this viable alternative and many state-of-the-art computer disk drives now employ analog Viterbi detectors in their read channels\textsuperscript{1}. Utilizing an analog Viterbi decoder has also been

\textsuperscript{1} The first commercial implementation of an analog Viterbi detector within a magnetic channel was reported during the course of this thesis work.
considered for small size, low-power, low-cost, and high-rate transceivers for transmitting data over 100\textit{m} of unshielded twisted-pair cables. These communication links are proposed to distribute information in a fiber-distributed data interface system.

The present work is a continuation of the attempts made for realizing the Viterbi algorithm in the analog domain. Since analog implementations seem to benefit today's most important partial-response applications, special attention has been directed toward these systems. However, other systems have not been forgotten. This thesis is organized as follows:

In the next chapter, the general idea behind partial-response signaling and its differences with the more-familiar Nyquist systems are described. The system model used throughout this thesis is introduced and some practically-important partial-response schemes are explained. Detection techniques for decoding partial-response signals are discussed with more emphasis on the decision-feedback equalization, leaving the sequence detection for a separate chapter. A decision-feedback equalizer is categorized as a symbol-by-symbol detector and its performance is frequently compared with that of the sequence detector. An expression for the symbol-error rate in a first-order system\textsuperscript{1} is derived which includes the effect of the error propagation associated with the feedback. Being a good candidate for the magnetic-recording read channels and possessing a sequence detector well-suited for an analog implementation, a class-IV scheme is emphasized throughout the chapter. At the end of the chapter, two important applications of partial-response signaling, namely magnetic recording and high-rate data transmission, are explained.

Chapter 3 describes the maximum-likelihood sequence detection technique realized by the Viterbi algorithm. It then considers the detection problem in a two-state Viterbi decoder and introduces a general difference-metric approach. The approach is applied to the detection of a first-order partial-response signal. A special version of this latter algorithm and its digital realizations have already been known for decoding a dicode signal. Our approach, however, is different in the sense that an analog implementation has been desired from the first steps of derivations. From the analog-implementation stand-point, the dicode difference-metric algorithm is further developed and a new derivation is obtained. The proposed algorithm is referred to as the "input-interleaved algorithm", as it results in an input-interleaved structure when implemented in the analog domain. The implementation issues will be explained later in the next chapter. Also, as will be shown in the next chapter, the input-interleaved decoder results in a high-speed realization. Chapter 3 proceeds with explaining a useful approach to determine the conditions under which partial-response codes

\textsuperscript{1} A first order partial-response system is a system which involves only one inter-symbol interference term.
satisfy the full recovery of the associated losses in the signal-to-noise ratios. These are named “maximal-distance codes” in this thesis. Although not all of the maximal-distance codes are useful in practice, the concept is used to show that partial-response systems do not inherently perform worse than the uncoded systems. The idea also helps us to illustrate why not all of the codes proposed to be used in the magnetic-recording systems seem helpful in practice. The chapter ends with discussing some of the important practical issues a Viterbi decoder faces. The specific analog imperfections are left to the next chapter, where the analog realization is exclusively targeted.

Chapter 4 is one of the main contributions of the thesis. In this chapter, the issue of an analog implementation of a class-IV Viterbi decoder is discussed. Similar to digital realizations, the decoder can be realized by time-interleaving two dicode decoders. Since only 6-bit accuracy is required, simple and fast analog circuits can be employed. The difference-metric and the input-interleaved algorithms can be used to implement each dicode decoder. It is shown that the difference-metric algorithm results in a structure very similar to the threshold device. The differences are adaptive adjustment of the threshold levels and existence of the path memory in the sequence detector. Due to this similarity, the detector is called an “adaptive-threshold detector”. Consequently, it is shown that the complexity of the decoder is much less than that of the analog-to-digital converter, by itself, in a digital realization. The structure is fast and can be realized in small silicon area. Also, it is shown that the input-interleaved algorithm, proposed in the previous chapter, can increase the speed while keeping the size and power consumption of the decoder almost unchanged. The new Viterbi decoder is named an “input-interleaved decoder” and is the basis for our integrated-circuit class-IV decoder. It is known that an analog design can be adversely affected by offsets, mismatches and charge injections. The performances of both of the aforementioned structures in the presence of these imperfections are evaluated and their robustness is illustrated. To show the feasibility of the proposed analog realizations, two Viterbi decoders were implemented. The adaptive-threshold detector was first implemented by constructing a discrete prototype. In the second step, an integrated version was designed based on the input-interleaved structure. The design was fabricated in a 0.8μm BiCMOS process. Both of these decoders were tested and the results, reflected in the chapter, confirm the validity of the approaches in practice. The integrated decoder occupies only 0.5mm² of area and consumes 30mW from a single 3.3V power supply while operating at 200Mb/s.

To extend the advantages of an analog realization to any kind of Viterbi decoder (including other partial-response decoders), a general implementation technique was required. The goal was to derive a generic approach which can be applied to various applications. Simplicity was a basic
requirement, since speed, size, and power consumption were the major concerns. Chapter 5 starts with explaining the proposed technique followed by describing the required building blocks. Circuit-realization issues and design methodologies are described next. The implementation method was applied to two different decoders. Despite being an inefficient method for decoding a simple dicode signal, a two-state dicode decoder was chosen to prove the concept. Also, a more complicated partial-response decoder, with eight states, was designed to illustrate the extendibility of the approach. The latter scheme is called EPR4 and is predicted to very soon find its first application in the disk-drive industry. The decoders were implemented on a common silicon core and the chip was fabricated in a 0.8μm BiCMOS process. To save design time, digital path memories were not included on the chip. By the time of writing, the dicode decoder has undergone experimental tests up to 80Mb/s. However, with an on-chip path memory, simulations indicate that speeds in the order of a few hundreds of megahertz can be achieved. The power consumption of the decoder is estimated to be about 15mW/state drawn from a 5V single power supply. It should be emphasized here that the approach proposed in this chapter is not restricted to partial-response systems and can be used in other systems such as digital communication employing error-correction codes. Also, the technique can be used to implement programmable (adaptive) sequence detectors.

Implementation issues related to reduced-state sequence detection is the subject of chapter 6. This detection approach has been suggested to reduce the complexity of a partial-response decoder at the expense of some degradation in the performance. The idea is to combine the symbol-by-symbol decision-feedback detector with the sequence detector to trade off some of the complexity of the sequence detector with the simplicity of the symbol-by-symbol detector. A circuit realization most benefits this complexity reduction if the link between the reduced-state detector and the decision-feedback equalizer is fully exploited. This is represented through two illustrative examples at the beginning of the chapter. Recently, the detection method applied to quaternary class-IV has drawn some attention since this signaling scheme has been proposed for transmitting 125Mb/s in a bandwidth of about 30MHz over a piece of unshielded twisted-pair cable. The major portion of chapter 6 is devoted to developing the Viterbi algorithm in the presence of the complexity reduction resulted from the decision-feedback mechanism for this application. It is shown that the detector can be implemented in the analog domain by employing a programmable version of either one of the adaptive-threshold or the input-interleaved detectors introduced in chapter 4. As well, it is predicted that the proposed algorithm results in some reduction in the complexity even in a digital realization.

The thesis concludes with a final chapter on general conclusions of the present work and sug-
gested directions for future research in this exciting area. These future works cover a variety of system-level and circuit-level aspects such as CMOS implementations, circuit realization of the decoders which were addressed without actual realizations, automatic-layout generation of analog Viterbi decoders, soft-output Viterbi decoders, combined equalization and sequence detection, and adaptive Viterbi decoders.
Partial-response signaling (PRS) [1], also known as correlative level-coding, is a signaling scheme first proposed for data communications [2, 3]. In contrast to a conventional pulse-amplitude modulation system, in which no inter-symbol interference (ISI) is allowed, a PRS system introduces a controlled amount of ISI to the signal. This ISI is known and can be removed at the receiver. By relaxing the condition of zero ISI, certain beneficial effects can be attained through convenient spectrally shaping. Two examples of these effects are providing more similarity between the spectrum of the transmitted signal and the frequency response of the channel and realizing minimum-bandwidth transmission systems in practice.

The operation of a PRS system can be understood by the model shown in figure 2.1. In this model, an FIR filter is employed to introduce the ISI, whereas a low-pass filter band-limits the resulting signal. To have the ISI exclusively controlled by the FIR filter, the low-pass filter, $H(\omega)$, should be designed such that it preserves the relative sample values.
Figure 2.1: A partial-response encoder model.

Note that in figure 2.1, the operator $D$ reflects a time-step delay of $T = 1/f_s$, where $f_s$ is the sampling frequency. Using this notation, the resulting transfer function of the FIR filter becomes a polynomial of $D$

$$F(D) = 1 + \sum_{i=1}^{N} f_i D^i = 1 + F_1(D)$$  \hspace{1cm} (2.1)

where $f_N \neq 0$ is assumed. We shall refer to the above polynomial as the "coding polynomial" of the PRS system.

From (2.1) it is clear that a PRS system results in an increase in the number of output levels. In addition to a drop in the power of the signal, the implementation complexity will increase as the number of these levels increases. As a result, this number should be kept to a minimum. Without any loss of generality, we shall normalize the peak values of the multi-level partial-response (PR) signal to $\pm 1$ by considering a low-frequency gain equal to

$$h = \frac{1}{1 + \sum_{i=1}^{N} |f_i|}$$  \hspace{1cm} (2.2)

for the low-pass filter $H(\omega)$ in figure 2.1.

### 2.1. Minimum-Bandwidth Communication Systems

Efficient use of the available bandwidth has always been one of the most important goals in designing a communication system. However, achieving this goal requires a compromise which may not necessarily be in favor of a minimum-bandwidth solution. Other usual components are feasibility of the system in practice and its complexity. In sections below, the role of PRS systems in this compromise will be briefly explained.

#### 2.1.1. Nyquist Criterion for Zero ISI

The basic principle underlying a Nyquist system [4] is that the received sample values should
be functions of their corresponding data values, and not the adjacent symbols. In other words, the whole communication system (including transmitter, channel, and receiver) should behave like a memoryless channel. This zero-ISI condition, known as the Nyquist criterion, necessitates that the sampled values of the impulse response of the system be zero at the non-corresponding data instants. This criterion, expressed in the frequency domain, results in a constant value if the frequency response of the system is repeated with a period equal to the sampling frequency [5]. Figure 2.2 illustrates the above criterion in the time and frequency domains.

![Figure 2.2: Nyquist zero-ISI criterion.](image)

### 2.1.2. Nyquist Systems

To maximize the symbol rate in a given bandwidth, and eliminate the ISI, one is interested in the minimum-bandwidth solution to the Nyquist system described above. From figure 2.2 it is clear that such a solution exists, is unique, and equals an ideal low-pass filter with a brick-wall cut-off frequency of $f_c/2$. In the time domain, this corresponds to a sinc impulse response, as shown in figure 2.3.

![Figure 2.3: The minimum-bandwidth Nyquist system.](image)

Unfortunately, this system is not feasible in practice. The problem arises from the slowly-decaying tails of the impulse response which cause excessive ISI if any timing perturbation occurs. It has been shown that the impulse response decays asymptotically as $1/|t|^{K+1}$ if the frequency response and its first $K-1$ derivatives are continuous and the $K$'th derivative is not [6]. The above problem can be overcome by relaxing the minimum-bandwidth constraint and using some
excess bandwidth to achieve filters with smoother transition edges. Raised-cosine filters have been the most popular filters used in practice [5].

2.1.3. Minimum-Bandwidth PRS Systems

The question of the feasibility of a minimum-bandwidth communication system was not answered until the duobinary signalling scheme was introduced [2]. The basic idea is to relax the zero-ISI constraint by violating the Nyquist criterion. By controlling the ISI, the discontinuities in the frequency response of the system (and its derivatives) can be avoided, leading to perturbation-tolerant filters in practice. The duobinary technique is described by \( F(D) = 1 + D \) and has one null at \( f_s/2 \). The impulse response of such a system decays as \( 1/|t|^2 \), resulting in a bounded (and reasonably low) unwanted ISI if any timing jitter occurs. The frequency response and the impulse response of the duobinary signaling scheme are illustrated in figure 2.4. Note the fast decay of the impulse response compared to that of the minimum-bandwidth Nyquist system shown in figure 2.3.

![Impulse Response](image)

**Figure 2.4:** The duobinary PRS system.

The communication system can be made more jitter-tolerant by widening the null around \( f_s/2 \). In general, it can be shown that the first \( K - 1 \) derivatives of the frequency response are continuous iff \( F(D) \) has a factor of \( (1 + D)^K \) [1].

2.2. DC Nulls

A DC null, often desirable in a communication system, can be easily accomplished in a PRS system. Such a null is created by including at least one \( 1 - D \) factor in the coding polynomial of the system. Although multiple zeros at DC widen the null and cause a more gradual roll-off in the low-frequency content of the signal, a single zero is sufficient in many cases. A single zero at DC is generated by the coding polynomial \( 1 - D \), known as *dicode*. Figure 2.5 shows the frequency

---

1. This concept was then generalized [3], leading to the signalling technique named partial-response.
response and the impulse response of the dicode PRS system.

![Impulse Response and Frequency Response](image)

Figure 2.5: The dicode PRS system.

As the above figure shows, the ISI is introduced by subtracting the adjacent symbol from the main symbol. This corresponds to differentiating the sampled-value signal.

## 2.3. Class-IV PRS Scheme

Both of the aforementioned advantages of the duobinary and dicode systems, namely the feasibility of implementing a minimum-bandwidth system and the DC null required in many applications, can be achieved by using the system described by the following coding polynomial

\[ F(D) = 1 - D^2 \]  \hspace{1cm} (2.3)

Beside the communication applications, the above system, known as class-IV (also PR4), can be used to resemble the signal spectrum at the output of a read head in a magnetic recording media\(^1\). We will address this issue in some detail later on. Here, note that the ISI is intentionally introduced by subtracting symbols two bit-intervals apart. The impulse response and the frequency response of the class-IV system are depicted in figure 2.6.

In addition to the usefulness of the spectrally shaping attained from this signaling scheme, it is also attractive from an implementation point-of-view. A class-IV system results from time-interleaving two independent dicodes. This is simply based on the fact that the coding polynomial given by (2.3) is exclusively a function of \(D^2\), which results in a time-interleaved structure without any cross-coupled branches [7]. Figure 2.7 illustrates the idea.

Note that while the original class-IV system must be clocked at \(f_s\), each dicode in the time-

---

\(^1\) Throughout this thesis, always saturated magnetic-recording systems are considered.
interleaved structure will be clocked at \( f_c/2 \). This decrease in the internal operating rate will be more appreciated if one considers the relatively sophisticated signal processing needed in the sequence detector. Sequence detection of PRS schemes will be considered in detail throughout this thesis.

Finally, the above approach clearly reveals that in a class-IV system the increase in the number of levels is equal to that in a single dicode and is minimum among all the first order PRS schemes.

### 2.4. Detection of Partial-Response Signals

The problem of detecting a PR signal is equivalent to removing the introduced ISI from the signal. It is well known that either a linear filter or a decision-feedback equalizer (DFE)\(^1\) can be utilized to do the job [8]. However, to achieve better noise performance, one might decide to choose a more complicated detection technique. The decision mainly depends on the trade-off between the complexity of the receiver and its performance. In what follows, we shall briefly elaborate on the detection problem of a PR signal contaminated by additive white Gaussian noise (AWGN).

---

1. This DFE should not be confused with the adaptive DFE usually used in a communication system to equalize the channel. Although, they may be combined.
2.4.1. Symbol-by-Symbol Detection

Traditionally, a symbol-by-symbol PRS detector employs a DFE to remove the ISI from the received signal. In this approach, the noise-enhancement of a linear filter is avoided by using estimates of the data in the feedback path of the equalizer. Also, pre-coding can be used to overcome the error propagation associated with the DFE [8]. With the coding polynomial given by (2.1), the symbol-by-symbol detector shown in figure 2.8 results. Note that with an $M$-ary original data, the slicer shown in this figure outputs one of the $M$ possible levels at each symbol time.

![Symbol-by-symbol PRS detector based on a DFE.](image)

The noise performance of the above symbol-by-symbol detector can be evaluated by considering the model shown in figure 2.9. In this figure, the AWGN represented by $n$ is the channel noise and $h$ is given by (2.2).

![PRS-system model for noise-performance analysis.](image)

Appendix A contains a brief review of the error analysis when the error-propagation noise is neglected. To include the effect of error propagation, the probability density function (pdf) of the contributed noise should be derived. This noise is a discrete random variable and can take up to $(2M - 1)^N$ distinct values. This makes an analytic solution rather unwieldy for large $M$ and $N$. In what follows, we consider PRS schemes with only one ISI term, however, with arbitrary number of input levels¹. The coding polynomial of these systems is given by

$$F(D) = 1 + f_N D^N$$  \hspace{1cm} (2.4)

For the above systems, error-propagation noise given by (A.2) reduces to

¹. This category includes multi-level duobinary, dicode, and class-IV schemes which are frequently addressed in this thesis.
\[ e(k) = f_N(x(k-N) - \hat{x}(k-N)) \] (2.5)

which will take \(2M-1\) values of

\[ 2f_N(1 - \frac{i}{M-1}) \quad , \quad i = 0, \ldots, 2(M-1) \] (2.6)

From the above values, the first and the last \(M-2\) are very unlikely, since the probability of their occurrence is the same as the probability of shifting more than two levels at the output of the slicer. Also, note that the most-probable value, the median, has a probability of happening equal to the probability of making no error in detecting \(x(k)\). As a result, the pdf of the error-propagation noise can be approximated by

\[
f_{e(e)}(u) = \frac{SER}{2} \delta(u + \frac{2f_N}{M-1}) + (1 - SER) \delta(u) + \frac{SER}{2} \delta(u - \frac{2f_N}{M-1})
\] (2.7)

where \(\delta(\ldots)\) is the unit impulse function.

Expanding (A.3) based on the total probability relationship [9] and using the above pdf yields

\[ SER = \frac{Q\left(\frac{h\Delta}{2\sigma}\right)}{1 - \frac{M}{2(M-1)} - \frac{1}{2} Q\left(\frac{h\Delta}{2\sigma}\right) - \frac{1}{2} Q\left(\frac{h\Delta}{2\sigma}(1 - 2f_N)\right) - \frac{1}{2} Q\left(\frac{h\Delta}{2\sigma}(1 + 2f_N)\right)} \] (2.8)

which is a general expression for symbol-error rate (SER) in \(M\)-ary PRS schemes of the type given by (2.4). Note that for binary signals, (2.7) is exact and there will be no approximation in deriving (2.8). Also, comparing (2.8) with (A.5) shows an increase by at most a factor of \(M\) in the SER due to error propagation. This is in agreement with [1].

It is useful to express SER as a function of signal-to-noise ratio (SNR) at the input of the detector. It can be shown that the power of the original signal consisting of \(M\) equi-probable equally-spaced symbols within the interval \([-1, 1]\) is equal to

\[ S_x = \frac{1}{3} \frac{M+1}{M-1} \] (2.9)

and that it results in a PR signal transmitted through the channel with a power of

\[ S_y = \frac{1}{3} \frac{M+1}{M-1} h^2 \left(1 + \sum_{i=1}^{N} f_i^2\right) \] (2.10)

This expression can be used to calculate the SNR of the PR signal.
To examine the validity of our approach, the dicode PRS system was simulated\(^1\). Figure 2.10 illustrates the SER performance as a function of SNR at the input of the DFE detector. Both the binary and quaternary schemes were considered. These plots show that the theoretical predictions, based on (A.5) and (2.8), are in very good agreements with the simulation results. Note that these results are directly applicable to class-IV schemes as well.

![Figure 2.10: Noise performances of binary and quaternary dicode PRS schemes with DFE detectors.](image)

In addition to the conventional decision-feedback equalization, the noise enhancement of a linear filter can be overcome if the symbol-by-symbol detector is preceded by a slicer. This quantization does not degrade the performance if the threshold levels are optimally spaced between the noiseless levels of the PR signal. As an example, with equi-probable equally-spaced symbols and \(L\) levels for the PR signal, the slicer consists of \(L - 1\) threshold levels equally spaced in the interval \([-1, 1]\). This symbol-by-symbol detector is depicted in figure 2.11. Note that the limiter in the feed-forward path of the filter can be absorbed in the summer.

![Figure 2.11: An alternative to the conventional DFE-based symbol-by-symbol PRS detector.](image)

The advantage of the above structure is that it relaxes the design constraints on the summer, since both of its inputs can take only some discrete values. Compared to the conventional DFE, the overall complexity of the detector may show a reduction, especially if \(L\) is not much larger than \(M\).

---

1. For the system-level simulations throughout this thesis, C-code behavioral models were used.
2.4.2. Sequence Detection

It is known that because of the increased number of levels in a PRS system, a traditional PRS detector requires a higher SNR to perform as well as the conventional pulse-amplitude-modulation system [10]. However, it has been shown that this poorer performance is due to non-optimality of the detection technique and is not an inherent drawback of the PRS system. In fact, almost all the SNR loss can be recovered if the more complicated detection scheme known as maximum-likelihood sequence detection is employed [11, 12]. As an example, the 3dB loss in the power of a binary dicode PR signal (equation (2.10)) can be totally recovered by a sequence detector. Sequence detectors and their realizations will be investigated in detail throughout this thesis.

2.5. Magnetic Recording

Mass storage of information has been dominated by magnetic-recording systems mainly due to providing high capacity at a much lower cost than that of semiconductor memories. In a rotating magnetic-storage device, such as a computer hard disk, the areal density is the product of linear density and track density. While both of these densities have been increasing by improvements in the design of heads and disks, the linear density has been showing a substantial growth since the communication theory was practically applied to magnetic-recording systems. As a result, the storage capacity has continued to double every two or three years for the past thirty years [13].

Being one of the most promising applications of PRS, magnetic-recording systems will be explained in some detail in this section.

2.5.1. System Model

A typical data-storage system, shown in figure 2.12, can be considered as a data-transmission system. The goal, however, is to reliably store as much information as possible in a given area. In analogy to a communication system, this model consists of three basic parts: transmitter (write channel), receiver (read channel), and communication channel (magnetic media). The communication channel, like any other transmission media, has its own pulse-shaping behavior and adds some noise to the signal.

![Figure 2.12: A typical magnetic data-storage system.](image)
In the write channel, coding operations such as error-correction coding and run-length-limited coding are usually performed on the input data to achieve high immunity against noise, reliable timing extraction, and reduction in ISI. However, some other coding schemes may be applied as well [14]. Prior to applying to the write head, the encoded data may undergo a pre-compensation operation to immunize the signal against shifting in the position of the peaks [15].

In the read channel, after filtering and amplification, the signal is equalized before detection. The goal of equalization is to combat the ISI introduced by the media by forcing it either to zero or to a known value, depending on the detection scheme. The output data is finally obtained by decoding the detected signal. The decoder may be combined with the detector in some cases [16].

In addition to thermal noise, in a magnetic recording media other sources of interference are present. Interferences from adjacent tracks (off-track noise) and previously-written information (overwrite noise) are two components of the overall noise which are usually considered to be random signals [17, 18]. The combination of thermal with interference noise results in typical channel SNR values around 17dB. The desired BER is typically $10^{-7}$ without any higher-layer error-correction coding.

### 2.5.2. Lorentzian Model of the Magnetic-Recording Channel

The magnetic media tends to introduce significant amount of ISI to the signal. This will be illustrated by approximating the step response of the channel by the following Lorentzian characteristic

$$s(t) = \frac{1}{1 + \left(\frac{2t}{PW_{50}}\right)^2}$$  \hspace{1cm} (2.11)

in which $PW_{50}$ is the width of the step response between its two 50% of the peak value. Figure 2.13 shows the Lorentzian pulse.

![Lorentzian pulse](image.png)

**Figure 2.13:** The Lorentzian pulse.
At low densities, where the adjacent pulses are far enough apart, there will be no noticeable interference between them and the channel is almost independently responding to the transitions of the write signal. However, as the density increases the tails of these pulses interfere, resulting in a potentially significant amount of ISI. Figure 2.14 illustrates a typical write current and its corresponding read signal for two cases of very-low and relatively-high densities.

![Figure 2.14: Typical write and read signals for low and high densities.](image)

In general, interfering the adjacent transitions causes a reduction in the amplitude of the signal and deviates its samples from their nominal values. This can be translated in a drop in SNR.

It is also interesting to look at the above phenomenon in the frequency domain. Using the Lorentzian model, and after some manipulations, one can show that at a clock rate of $1/T$ the pulse-response spectrum of the magnetic media can be given by

$$S(\omega) = 2 \frac{P W_{S0}}{2T} \frac{\sin(\frac{\omega}{2}) \cosh \left( \frac{P W_{S0}}{2T} (\omega - \pi) \right)}{\sinh \left( \frac{\pi}{2T} \right)}, \quad 0 \leq \omega \leq \pi$$

(2.12)

which is plotted in figure 2.15 for different values of $P W_{S0}/T$.

### 2.5.3. Detection Techniques

It has been a common practice to employ peak detectors to retrieve the recorded information in a magnetic-recording system [15]. These peak detectors suffer from ISI at increased densities and are usually accompanied by high-frequency boost stages (also known as pulse slimmers) to compensate for the low-pass effect shown in figure 2.15 [19]. DFE-based detectors are shown to outperform peak detectors by avoiding the noise enhancement caused by pulse slimming [20]. After introducing the application of partial-response signaling to magnetic recording [21], different PR
detection techniques were considered as well [22-25]. Among different detection techniques [26-29], sequence detection based on partial-response interpretation of the media has drawn a lot of attention nowadays. Giga-bit density magnetic-recording systems with partial-response maximum-likelihood (PRML) read channels have recently been reported [30, 31].

2.5.4. Partial-Response Read Channel

Despite the fact that at low densities there would be no considerable interference between adjacent transitions, the magnetic media can still be considered as an ISI channel. Comparing the input and output signals of the channel in figure 2.14 reveals that at very low densities the media can be modeled as a dicode PRS system. At higher densities, other PRS models with higher-order polynomials can be used. In fact, a class-IV system was the first PRS system proposed to approximate the spectrum of the read signal in a magnetic media [21]. Recently, a more general category has been considered to model the magnetic channel at different densities [32]. These schemes, known as extended partial-response (EPR) in the magnetic-recording literature [33], are characterized by

\[ F(D) = (1 - D) (1 + D)^n \quad , \quad n = 0, 1, \ldots \quad (2.13) \]

and result in signal spectra shown in figure 2.16. Note that \( n = 0 \) and \( n = 1 \) correspond to dicode and class-IV systems, respectively. For \( n \geq 2 \), we shall follow the notation in [33] (i.e. the system corresponding to \( n = 2 \) will be called "EPR4", since four symbols are involved.).

Comparing figure 2.16 with figure 2.15 shows that EPR schemes indeed resemble the magnetic-media in a wide range of densities. These short-memory approximations result in significant reductions in the amount of equalizations needed and hence their noise contributions [33-35].
However, it should be mentioned that at extremely high densities the nonlinearity of the media becomes severe and the Lorentzian model starts to collapse. This, in conjunction with the complexity of the pre-compensation circuit and the unrecoverable SNR loss during detection, imposes an upper bound on $n$ in (2.13) in practice. We elaborate more on this issue in the next chapter.

Recent developments in the signal-processing techniques (analog and digital) have convinced the disk-drive industry to seriously look at partial-response read channels with sequence detectors as the best alternative in their high-density products [36].

2.6. **Data Transmission over Band-Limited Channels**

As it was mentioned earlier, data transmission has always been one of the major applications of PRS. In addition to the capability of increasing the baud rate to near the Nyquist rate, a further increase in bit rate is possible by employing an $M$-ary signaling scheme. In fact, a quaternary class-IV system was recently proposed for high-rate data transmission over unshielded twisted-pair (UTP) cables [37].

Since this work has been partly motivated by the above application, it will be briefly explained in the following section.

2.6.1. **UTP Cables in High-Rate Data Transmission Systems**

The cost of coaxial cables and optical transmission links and their installation have motivated researchers to look for low-cost alternatives to the distributing cables in fiber-distributed data interface systems [38] and local area networks. Consequently, UTP copper cables are receiving renewed attention to provide the required connections [37, 39-44]. The transceivers should com-
municate at rates of over 100\textit{Mbits/s}, however, to achieve compliance with federal communications commission (FCC) radiation limits, spectral components of the transmitted signal should be well suppressed above 30\textit{MHz} [45].

In a promising proposal, the use of a quaternary class-IV PRS (QPRIV) scheme has been suggested to achieve a data rate of 125\textit{Mbits/s} [37, 39]. At this rate, the spectrum of a QPRIV signal is limited to 31.25\textit{MHz}, which facilitates satisfying the aforementioned FCC requirement. Both voice-grade and data-grade cables can be utilized to carry the required baud rate. The data-grade cable eliminates the need for a near-end cross-talk (NEXT) cancellation at the expense of a higher cable price (Provided that good terminations are also available.).

2.7. Summary

In a partial-response signaling system, a controlled amount of inter-symbol interference is intentionally introduced to spectrally shape the signal. Transmitting over AC-coupled channels and achieving minimum-bandwidth communication are possible by inserting spectral nulls at DC and the Nyquist frequency. The resulting signaling schemes, known as dicode and duobinary, can be combined leading to the class-IV system which is one of the most widely used partial-response signaling schemes.

The problem of extracting the original data from a partial-response signal is equivalent to removing the introduced inter-symbol interference. This interference is known and can be removed by a decision-feedback equalizer with fixed coefficients, in a symbol-by-symbol detection fashion. However, the noise performance of the detector can be substantially improved if the more complicated maximum-likelihood sequence detection scheme is employed. In fact, this detection technique combats the signal loss resulted from increasing the number of transmitted levels, compared to uncoded systems. For a symbol-by-symbol detector, an expression for symbol-error rate in a category of partial-response systems including dicode, duobinary, and class-IV is derived. The detailed description and analysis of the sequence detector is postponed to the next chapter, where it will be shown that it outperforms the symbol-by-symbol detector by 3\textit{dB} for the aforementioned signaling schemes. This amount is equal to the loss in the power of the encoded signal. The above subjects comprise the bulk of the present chapter, however, some other implementation issues were addressed as well.

The chapter was concluded with describing two important applications of partial-response signaling, namely magnetic recording and data transmission. Not being as obvious as data transmis-
sion, partial-response signaling applied to magnetic recording has been considered in some detail. The basic idea is to approximate the read signal of a magnetic-recording system with a partial-response signal. The traditional peak detector can then be replaced with a sequence detector to improve the performance. This improvement can be translated to an increase in the recording density. The increase is significant and has motivated researchers to look for low-complexity realizations of sequence detectors for partial-response read channel applications.
Chapter 3

Maximum-Likelihood Sequence Detection

In detecting a digital sequence, it is well known that if one received symbol contains some information about other symbols, symbol-by-symbol detection will no-longer lead to an optimum detector [8]. The degradation arises when the symbol-by-symbol detector removes the effects of the other symbols in the detection process, hence, ignoring some useful information. The detection scheme in which the detector takes full advantage of the above information in estimating the transmitted sequence is called maximum-likelihood sequence detection (MLSD).

As a good example, one can consider transmitting a sequence over an ISI channel, which causes a time dispersion of the signal energy. Since the interference contains some information about the transmitted symbols, for optimum performance, the whole received sequence should be used to detect any symbol or group of symbols. Partial-response signaling schemes fall in this category. Sequence detection of PR signals will receive most of our attention in this chapter.
In the MLSD approach, the detector determines the most-likely transmitted sequence having the minimum distance from the received signal, as compared to all other possibly-transmitted sequences. The objective function to be minimized depends on the error criterion and is the squared-Euclidean distance in the case of additive-Gaussian noise.

Although some early work had been done on optimum sequential detection [46], it was not adopted in practice due to its computational complexity. The number of computations required in a brute-force approach grows exponentially with the length of the sequence. Furthermore, computations cannot begin until the entire sequence has been received. Both of these obstacles have been removed in an algorithmic implementation of the MLSD, known as the Viterbi algorithm (VA). We start with a brief explanation of the algorithm and will focus on its application to PRS systems. Some practical issues in implementing an MLSD decoder, based on the VA, will be addressed as well.

3.1. The Viterbi Algorithm

The Viterbi algorithm was first proposed for decoding convolutional codes [47] (also see [48]). Later, it was shown that this algorithm is indeed a special application of dynamic programming [49] to digital communications [50]. The significance of dynamic programming is that the number of computations grows linearly with the length of the transmitted signal [51]. Also, the algorithmic nature of the approach enables the detector to start the computations as soon as the first sample is received. Although, ideally, no effective decision is made until the whole sequence is received.

The Viterbi algorithm was extended to the detection of signals transmitted over linear ISI channels [11, 12]. Since then, PRS systems have received more attention due to the recovery of the SNR loss, associated with this signaling scheme, by the MLSD detector. In fact, it was shown that MLSD is the optimum detection technique for decoding a PR signal.

The basic idea behind Viterbi detection is to consider the received sequence as a finite-state discrete-time Markov process contaminated by memoryless noise. A trellis diagram is conceptually constructed by unwrapping the state diagram in time. The detector assigns a metric to each branch of the trellis, proportional to the error signal between the received value and the ideal signal resulting from that transition. The maximum-likelihood (ML) sequence is the one which results in the minimum accumulated error throughout the trellis. This approach is algorithmic in the sense that at each time step, for each one of the states of the trellis, the accumulated error signal (also known as state metric) is calculated using the previous state metrics and the branch metrics at that
time step.

In addition to state metrics, enough knowledge regarding the paths along which these optimum metrics have been obtained should also be saved. A block of memory, used with different managements [52], can be utilized to save the required information. This information, stored in the form of digital sequences and updated at the end of each iteration, enables the decoder to track back the optimum paths ending to each state. Following the literature, we shall refer to this memory as path memory and its contents as survivor sequences.

Assuming an $M$-ary input signal and a memory size of $N$ for the channel (or the PRS encoder), the trellis diagram could have up to $L = M^N$ different states, with a maximum of $M$ transitions initiating from and/or ending to each state. Figure 3.1 illustrates a two-state trellis diagram for an unconstrained binary signal, starting from a known initial state. Some sample branch metrics are chosen and the state metrics in subsequent iterations of the algorithm are shown. At each time step, the state metric of each state is calculated by adding the previous values to the branch metrics, comparing the resulting accumulated errors, and assigning the minimum error to that state as its new metric value.

![Figure 3.1: A two-state trellis diagram.](image)

In figure 3.1, the minimum-error path corresponding to the ML sequence is shown in bold line, the paths which have been discarded in the competitions at each time step are shown in dotted lines and those which were candidates but have been discarded in next iterations are shown in solid lines. Note that the minimum-error paths of different states merge into a single path backward in time at some point. Up to this time, the decoded sequence will not be affected by future decisions.

From the above arguments it can be seen that the arithmetic involved in the VA is of the form of add-compare-select (ACS). These operations can be formulated as

\[
m_i(k) = \min_j \left\{ m_j(k-1) + b_{ji}(k) \right\} \quad i = 0, 1, \ldots, L-1
\]

\[
j = 0, 1, \ldots, L-1
\]  

(3.1)
where $m_i(k)$ denotes the metric of state $i$ at time step $k$ and $b_{ji}(k)$ is the metric of the branch connecting state $j$ at time step $k-1$ to state $i$ at time step $k$. Note that for those values of $i$ and $j$ for which there does not exist a transition between states, branch metrics equal to infinity should be considered. This does not increase the implementation complexity and has been assumed for the generalization of the above mathematical expression.

The inputs to the algorithm are the branch metrics, which should be calculated based on the error criterion. Commonly, minimizing the square-Euclidean distance is the objective. In this case, branch metrics are of the quadratic form, but, can be reduced to linear combinations of the received sample and some constant values. The idea is to expand the quadratic terms and cancel out the common terms. Also, a fixed gain might be considered for all of the branches in the trellis.

### 3.2. Difference-Metric Algorithm in a Two-State Trellis

The ACS operations given by (3.1) applied to a two-state trellis result in direct calculation of the two state metrics

$$
\begin{align*}
    m_0(k) &= \min \{ m_0(k-1) + b_{00}(k), m_1(k-1) + b_{10}(k) \} \\
    m_1(k) &= \min \{ m_0(k-1) + b_{01}(k), m_1(k-1) + b_{11}(k) \}
\end{align*}
$$

However, by defining the difference between these state metrics as

$$\Delta m(k) = m_0(k) - m_1(k)\quad (3.3)$$

one can conclude that the difference signal can be updated equivalently. To show this, we subtract $m_1(k-1)$ from all of the four terms involved in (3.2). This subtraction does not affect the outcomes of the algorithm, however, the new state metrics are now expressed in terms of $\Delta m(k-1)$. Since the individual state metrics are no-longer required, there is no need to update them. The new value of the difference signal, $\Delta m(k)$, can be directly calculated by subtracting the expression for $m_1(k)$ from that for $m_0(k)$ in (3.2). This leads us to four possible update equations and survivor extensions given below

$$\Delta m(k) = \begin{cases} 
    b_{00}(k) - b_{01}(k) & \text{if } \Delta m(k-1) < b_{00}(k) - b_{01}(k) \\
    b_{00}(k) - b_{11}(k) + \Delta m(k-1) & \text{if } \Delta m(k-1) < b_{00}(k) - b_{10}(k) \\
    b_{10}(k) - b_{00}(k) - \Delta m(k-1) & \text{if } \Delta m(k-1) < b_{10}(k) - b_{00}(k) \\
    b_{10}(k) - b_{11}(k) & \text{if } \Delta m(k-1) < b_{10}(k) - b_{11}(k) 
\end{cases}\quad (3.4)$$
From the two middle decision regions specified in (3.4), one never occurs. This impossible region is determined by the relative values of \( b_{10}(k) - b_{00}(k) \) and \( b_{11}(k) - b_{01}(k) \). Once the impossible region is determined, it can be discarded. As a result, the decision regions and the path-memory extension alternatives will be reduced to three. We shall refer to this simplified algorithm as the “difference-metric algorithm”.

### 3.2.1. PRS Schemes and the Difference-Metric Algorithm

A two-state trellis diagram results if a binary signal is applied to the PRS encoder described by (2.4). Without any loss in generality, we only consider the system

\[
F(D) = 1 + f_1 D 
\]  

(3.5)

The other systems result by time interleaving \( N \) independent systems given by (3.5).

After normalizing the peaks of the uncoded and encoded signals to \( \pm 1 \), the trellis shown in figure 3.2 results. The normalizing gain, \( h \), is given by (2.2) and is equal to \( 1 / (1 + |f_1|) \).

![Trellis diagram of the system characterized by (3.5). Each branch is labeled with its corresponding pair of uncoded: encoded signals.](image)

Denoting the input sample at time step \( k \) by \( y(k) \), the branch metrics in the above trellis diagram will be equal to

\[
b_{ji}(k) = (y(k) - h \left[ (2i - 1) + f_1 (2j - 1) \right])^2 \\
\text{for } j = 0, 1, \quad i = 0, 1 
\]  

(3.6)

which after cancelling the common term and applying a gain of \( 1/2 \), reduces to

---

1. The difference-metric algorithm described here can be considered as a generalization to the algorithm developed in [53] for decoding a class-IV PR signal.
2. We also restrict ourselves to \( |f_1| \leq 1 \). For \( |f_1| > 1 \), the coding polynomial can be written as \( f_1 D (1 + (1/f_1) D^{-1}) \), and the PRS system can be treated as a noncausal version of the system considered here.
Application of (3.7) to (3.4), results in the following difference-metric Viterbi algorithm for decoding a two-state PR signal

\[ b_{ji}(k) = -h \left[ (2i - 1) + f_i (2j - 1) \right] (y(k) - \frac{h}{2} [ (2i - 1) + f_i (2j - 1) ] \right) \quad j = 0, 1 \]

Application of (3.7) to (3.4), results in the following difference-metric Viterbi algorithm for decoding a two-state PR signal

\[ \Delta m(k) = \begin{cases} 
2h (y(k) + f_i h) & \Delta m(k) < -2f_i h (y(k) - h) \\
2h (1 + f_i) y(k) + \Delta m(k - 1) & -2f_i h (y(k) - h) < \Delta m(k - 1) < -2f_i h (y(k) + h) \\
2h (y(k) - f_i h) & -2f_i h (y(k) + h) < \Delta m(k - 1) 
\end{cases} \quad \text{for} \quad f_i < 0 \]

\[ \Delta m(k) = \begin{cases} 
2h (y(k) + f_i h) & \Delta m(k) < -2f_i h (y(k) - h) \\
2h (1 - f_i) y(k) - \Delta m(k - 1) & -2f_i h (y(k) - h) < \Delta m(k - 1) < -2f_i h (y(k) - h) \\
2h (y(k) - f_i h) & -2f_i h (y(k) - h) < \Delta m(k - 1) 
\end{cases} \quad \text{for} \quad f_i > 0 \]

It is interesting to note that for \( f_i < 0 \), regardless of \( y(k) \), \( b_{10}(k) - b_{00}(k) \) is always larger than \( b_{11}(k) - b_{01}(k) \), and hence, the third decision region of (3.4) never occurs. In the case of \( f_i > 0 \), it is the second region which does not occur. This fact reduces the number of decision regions, update mechanisms, and path-memory extension alternatives to three in both cases.

Note that in the difference-metric approach, there is only one quantity propagating during the iterations. In addition to simplicity, propagating only one differential signal offers other advantages, in general, and in an analog implementation, in particular. Avoiding the algorithmic growth of the state metrics and the accumulative error in calculating these values, are two of the most important advantages. We shall elaborate on these issues later.

### 3.2.2. Statistics of the Difference-Metric Signal

In realizing the VA, knowing the upper and lower bounds of the signals is necessary to determine the dynamic range of the circuits, in an analog realization, and the length of the registers and arithmetic units, in a digital realization [54]. Beside the received signal, which its statistics depend on the statistics of the transmitted signal and the channel noise, \( \Delta m(k) \) is the only signal required to be calculated and stored in the difference-metric algorithm. In a noiseless situation, the survivor sequences always merge. Equation (3.8) and the branch labels shown in figure 3.2 can then be invoked to show that the difference metric signal will always be equal to

\[ \Delta m(k) = \pm 2h^2 \] (3.9)

In the presence of noise, we prefer to distinguish two mechanisms by which the above signal

1. In general, it can be shown that the minimum number of propagating quantities is equal to the number of states minus one.
will be deviated from its nominal values based on the survivor extensions shown by (3.8). If at the end of the iteration two survivor sequences merge, the difference signal will be updated to $2h \left( y(k) \pm f_1 h \right)$. One can show that these values are, in fact, values given by (3.9), contaminated by noise components with deviations equal to $2h$ times the deviation of the channel noise. On the other hand, if survivor sequences do not merge, the updated signal will be equal to $2h \left( 1 - \left| f_1 \right| \right) y(k) - (f_1 / |f_1|) \Delta m(k-1)$, which can be easily shown to be bounded to (and at moderate-to-high SNR approximately equal to) $2h \left( y(k) \pm f_1 h \right)$. As a result, the pdf of the difference signal can be approximated by

$$f_{\Delta m(k)}(u) = \frac{1}{4h} \left[ f_n(k) \left( \frac{u - 2h^2}{2h} \right) + f_n(k) \left( \frac{u + 2h^2}{2h} \right) \right]$$

where $f_n(k)(\cdots)$ is the pdf of the channel noise. This expression shows that the difference signal has a zero mean and, although unbounded, can be effectively bounded in an actual realization.

Figure 3.3 illustrates distributions of the received and difference-metric signals for two cases of $f_1 = -1$ and $f_1 = 0.25$, obtained by simulations. The channel noise is considered to be an AWGN with a standard deviation of $\sigma = 0.1$, corresponding to SNR of 17 and 18.3 dB respectively. Note that the deviation of the difference-metric signal around its nominal values is $2h$ times $\sigma$, while that of the received signal is equal to $\sigma$.

![Graphs showing the pdf of the received and difference-metric signals](image)

Figure 3.3: pdf's of the received and difference-metric signals obtained by simulations.

### 3.3. The Input-Interleaved Algorithm

Among the PRS schemes described by (3.5), we are most interested in the dicode system\(^1\).

---

1. Refer to chapter 2.
Setting $f_1 = -1$ in (3.8), results in the following algorithm

\[
\Delta m(k) = \begin{cases} 
    y(k) - 0.5 & \text{if } \Delta m(k-1) < y(k) - 0.5 \\
    y(k) + 0.5 & \text{if } y(k) - 0.5 < \Delta m(k-1) < y(k) + 0.5 \\
    y(k) & \text{if } y(k) + 0.5 < \Delta m(k-1)
\end{cases}
\] (3.11)

which is similar to the algorithm derived in [23].

Although an efficient analog realization based on (3.11) was recently proposed [55], a more interesting analog detector is obtained if the algorithm is further examined from an analog implementation perspective [56]. A closer look at the recursion given by (3.11) reveals that $\Delta m(k-1)$ is equal to either a positive or a negative DC-shifted version of a previously-sampled input signal. Specifically, if the previous sample is denoted by $y(j)$ then

\[
\Delta m(k-1) = y(j) \pm 0.5
\] (3.12)

which, combined with (3.11), leads us to two possible update equations given below

\[
\Delta m(k) = \begin{cases} 
    y(k) - 0.5 & \text{if } y(j) + 1 < y(k) \\
    y(k) + 0.5 & \text{if } y(j) < y(k) < y(j) + 1 \\
    y(k) & \text{if } y(k) < y(j)
\end{cases}
\] . \Delta m(k-1) = y(j) + 0.5

\[
\Delta m(k) = \begin{cases} 
    y(k) - 0.5 & \text{if } y(j) < y(k) \\
    y(k) + 0.5 & \text{if } y(j) - 1 < y(k) < y(j)
\end{cases}
\] . \Delta m(k-1) = y(j) - 0.5

(3.13)

By defining $u$ as a DC offset which can take one of the two values of 1 and 0 (corresponding to two possible alternatives), the two above expressions can be combined. Also, note that as long as $y(j)$ and $u$ are known, there is no need to calculate the difference signal. These two quantities can be propagated instead. As a result, the iterations can equivalently proceed as follows

\[
\begin{cases} 
    y(j) = y(k), u = 0 & \text{if } y(j) + u < y(k) \\
    y(j) = y(j), u = u & \text{if } y(j) + u - 1 < y(k) < y(j) + u \\
    y(j) = y(k), u = 1 & \text{if } y(k) < y(j) + u - 1
\end{cases}
\] (3.14)

Expression (3.14) simply states that whenever $y(k)$ is in between the threshold levels, no update is required. However, if $y(k)$ falls outside this region the previously-sampled input signal should be updated to the current input, and the DC offset should be set either to 0 or 1, depending on $y(k)$ being more than the upper or less than the lower threshold level respectively.

We shall refer to the above algorithm as the "input-interleaved algorithm," for, as will be

---

1. These implementations will be described in detail in the next chapter.
2. Note that one of these quantities is only a single bit digital signal.
shown later, it can be realized in the analog domain by an input-interleaved architecture. The most important advantages of the input-interleaved architecture are its inherent high speed of operation and circuit simplicity. These implementation issues will be addressed in the next chapter. The input-interleaved algorithm seems to be a good alternative for a digital realization as well.

3.4. Probability of Error

Because we often refer to the noise performance of Viterbi detectors, a brief overview of the error analysis is given in the appendix. The analysis is based on the approach presented in [12]. Here, as an example, consider the binary PRS schemes given by (3.5)\(^1\) and \( f_1 = \pm 1 \), with normalized input and encoded signal peaks. The minimum-distance error events are illustrated in figure 3.4\(^2\).

![Minimum-distance error events in the Viterbi detection of two binary PRS schemes.](image)

Using the branch labels in figure 3.2, one can show that the Euclidean distances of the error events shown in the above figure are equal to \( \sqrt{2} \). Equation (B.2) can then be invoked to calculate the probability of symbol error. The result is\(^3\)

\[
\text{SER} = 4Q\left( \frac{1}{\sqrt{2} \sigma} \right) = 4Q\left( \frac{\text{SNR}}{20} \right)
\]

(3.15)

Comparing (3.15) with (2.8) (which for the PRS schemes considered here reduces to \( 2Q\left( 1/(2\sigma) \right) = 2Q\left( (1/\sqrt{2}) \times 10^{\text{SNR}/20} \right) \) at high SNR) and with SER in an uncoded system (which is simply equal to \( Q\left( 1/\sigma \right) = Q\left( 10^{\text{SNR}/20} \right) \)) reveals that the noise performance of the MLSD decoder asymptotically outperforms that of the DFE by 3dB and is the same as the performance of the ISI-free uncoded system. Figure 3.5 illustrates SER for the above three systems.

\[\text{1. The results are directly applicable to the systems described by (2.4) and } f_\nu = \pm 1.\]

\[\text{2. Note that when } f_1 \neq \pm 1, \text{ the minimum-distance error events have lengths of 2, however, as } f_1 \to \pm 1 \text{ the Euclidean distances of some other error events approach } d_{\text{min}} \text{ and the error events look more like those shown in figure 3.4.}\]

\[\text{3. Note that when } f_1 \neq \pm 1, \text{ the leading coefficient in the expression for } \text{SER} \text{ is different from that in (3.15), however, as } f_1 \to \pm 1, \text{ some of the other error events, which had been ignored, should be considered as well, and there would be no inconsistency between the results obtained from both approaches.}\]
3.5. Maximal-Distance Codes

In section B of the appendix it was shown that at high SNR, the SER of a PR-MLSD decoder can be expressed as

\[ \text{SER} = KQ \left( \frac{d_{\text{min}}}{2\sigma} \right) \]  

(3.16)

where \( K \) is a constant, \( \sigma^2 \) is the variance of the noise, and \( d_{\text{min}} \) is the minimum distance of the PR code, which depends on the coefficients of the coding polynomial. Let's consider the codes for which there exist minimum-distance error events that have the minimum length\(^1\) (i.e. \( N_e = N + 1 \)). Figure 3.6 illustrates the minimum-length error event for an \( M \)-ary PRS scheme. The PRS system is characterized by (2.1) and \( \Delta \) is given by (A.4). The transmitted PR signals are also shown to facilitate the calculation of \( d_{\text{min}} \).

---

\[ h(-1) - \sum_{n=1}^{\infty} (f) \]

\[ h(-1) - \sum_{n=1}^{\infty} (f) \]

\[ h(-1 + \Delta - \sum_{n=1}^{\infty} (f)) \]

\[ h(-1 + \Delta - \sum_{n=1}^{\infty} (f)) \]

---

1. Note that the reverse statement may not be true.
Combining (3.17) with (3.16) and expressing the result as a function of SNR, through (2.10), results in

\[ SER = K Q\left(\sqrt{\frac{3}{M^2 - 1}} 10^{\frac{SNR}{20}}\right) \] (3.18)

SER in an uncoded system is equal to that of a DFE in a PRS system with \( F(D) = 1 \). This probability can be calculated by inserting \( h = 1 \) in (A.5) and the result can be expressed in terms of SNR by employing (2.9)

\[ SER = 2\frac{M-1}{M} Q\left(\sqrt{\frac{3}{M^2 - 1}} 10^{\frac{SNR}{20}}\right) \] (3.19)

Comparing (3.18) with (3.19) depicts that the performance of the PR codes considered here is asymptotically equal to the performance of the uncoded systems. We shall refer to the PR codes which satisfy (3.17) as "maximal-distance codes". For these codes, the SNR loss resulted from increasing the number of levels can be almost totally recovered if an MLSD approach is taken.

### 3.5.1. First-Order Codes

A first-order coding polynomial results in an \( M \)-state trellis diagram, shown in figure 3.7.

Figure 3.7: Trellis diagram of an \( M \)-ary first-order PRS scheme.

For the coding polynomial \( 1 + f_i D \), the encoded signal associated with the transition from state "\(-1 + i\Delta\)" to state "\(-1 + j\Delta\)" is equal to \( h(-1 + j\Delta + f_i (-1 + i\Delta)) \), where \( i, j \) can take any integer values from 0 to \( M - 1 \). The trellis shown in figure 3.7 clearly shows that the minimum distance of the code is always equal to \( h\Delta\sqrt{1 + f_i^2} \). In other words, the first-order code is a maxi-
mal-distance code regardless of \( f_i \). This result is confirmed by figure 3.8, obtained from simulations. This figure illustrates that the noise performance of the first-order system relative to that of the uncoded system remains bounded with increasing SNR. As \( f_1 \to \pm 1 \), more shaping in the spectrum of the signal takes place, and the role of the MLSD detector in exploiting the redundancy introduced by coding becomes more critical.

![Figure 3.8: SER of different first-order PRS-MLSD systems relative to that of the ISI-free system.](image)

3.5.2. Second-Order Codes

To further verify the validity of the concept presented here and also show how the maximal-distance codes can be derived, the second-order PRS system is considered as another example. The trellis diagram in this case is much more complicated than the one shown in figure 3.7. However, it is not difficult to recognize that the minimum distance of the code can only be equal to either one of the distances of the error events shown in figure 3.9, whichever is less.

![Figure 3.9: Different error events in a second order PRS-MLSD detector for calculating \( d_{min} \).](image)

Calculation of the distances of the error events shown in the above figure is straightforward. Ignoring the details, the result is \( d_a = h\Delta_s \sqrt{1 + f_1^2 + f_2^2} \), \( d_b = h\Delta_s \sqrt{1 + (1 + f_1)^2 + (f_1 + f_2)^2 + f_2^2} \), and \( d_c = h\Delta_s \sqrt{1 + (1 - f_1)^2 + (f_1 - f_2)^2 + f_2^2} \) for the events of a, b, and c, respectively. Based on the different values of \( f_1 \) and \( f_2 \), one of these three expressions will be minimum. The region in the
$f_1 - f_2$ plane in which $d_a$ is minimum and the PR code is a maximal-distance code is plotted in figure 3.10. Here, we have restricted ourselves to $|f_2| \leq 1$, based on a similar argument we made in section 3.2.

![Figure 3.10: The region in the $f_1 - f_2$ plane in which the PR code is a maximal-distance code (unshaded area).](image)

Simulation results of a second order MLSD-PRS scheme, with different values of $f_1$ and $f_2$, show that for the coefficient values outside the shaded region in figure 3.10, the SER performance relative to the performance of an uncoded system converges towards a constant value. Whereas for all the values inside this region, the relative performance diverges. Figure 3.11 illustrates some of the results.

![Figure 3.11: Noise performance of the binary second-order PRS-MLSD relative to that of the uncoded ISI-free system.](image)

Also, note that for the codes which are not maximal distance, there will be an unrecoverable SNR loss of $\min (d_b, d_c) / (h \Delta \sqrt{1 + f_1^2 + f_2^2})$, even when an MLSD technique is employed.
3.5.3. EPR Codes

In addition to the dicode PRS, of our special interest are the EPR codes given by (2.13). Apart from codes for \( n = 0, 1 \), shown to be maximal distance, \( n = 2 \) results in a trellis diagram which can also be shown to satisfy (3.17). This may not be true for other values of \( n \). For example, \( n = 3, 4, \) and 5 lead to codes for which not all of the SNR loss can be recovered. There would be a loss of 2.2 dB, 3.7 dB, and 4.5 dB for each of these cases, respectively [32]. This is one of the reasons the widely accepted EPR codes for use in the magnetic read channels have been limited to \( n \leq 3 \) [57].

3.6. Practical Non-Idealities

It is often desired to trade the complexity of the MLSD decoder for some degradation in its performance. Finite precision in the digital calculations or of the analog circuitry, limiting the signal, and truncating the length of the path memory are of important related issues. Also, some other impairments in the receiver implementation, such as timing jitter, adversely affect the performance. These subjects are briefly explained in this section. The effects of other analog imperfections will be discussed later.

3.6.1. Path-Memory Truncation

It was mentioned earlier that MLSD, employing the VA, can be started as soon as the first transmitted symbol is received, however, it can not be completed until the whole sequence is available to the receiver. Apparently, in cases where the length of the transmitted sequence is too long, the decoding delay may not be tolerated. In this case, one might prefer to start detecting without receiving every transmitted symbol, at the expense of some degradation in the performance. The amount of degradation depends on the tolerable decoding delay and can be made as small as required by increasing the depth of the path memory. Usually, the path memory is truncated such that the additional probability of error is negligible compared to the MLSD error probability. Although some criteria such as truncating to 4-6 times the constraint length\(^1\) has been suggested in some cases [58, 59], the actual length of the path memory depends on the minimum desirable error probability and varies from one application to another.

In PRS systems, the sensitivity of the MLSD performance to path-memory truncation depends
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1. Constraint length is defined as the size of the encoder memory plus one and is the length of the input data which affects the encoded symbol at each time.
on the interaction between the involved input symbols in the ISI mechanism. For the systems considered here \((1 + f_1 D)\), this interaction is maximized if \(f_1 = \pm 1\). As \(|f_1| \to 0\), the PRS system moves towards an ISI-free system. Consequently, we expect that for the same amount of degradation, the \(1 \pm D\) systems require deeper path memories. Figure 3.12 illustrates performance degradation of the decoder due to truncating the path memory for different values of \(f_1\), obtained from simulations.

![Figure 3.12: Performance degradation of a 1 + f_1 D PRS system due to path-memory truncation, at SNR = 12dB.](image)

The above plots confirm our intuitive conclusion that as the interaction between the input symbols in generating the PR signal increases, and the spectrum of the signal undergoes more shaping, the decoder needs a deeper path memory to better construct the original sequence.

A related issue to the path-memory truncation, is the method by which the memory is tracked back. In some practical situations, to decrease the amount of signal processing in the decoder, it might be preferred to choose any arbitrary state and track its state-transition back. In general, this local-optimum track back results in a detected sequence which is different from that corresponding to a global-optimum track back. Toward the start, the local-optimum and global-optimum sequences are most likely the same, because of the merging which takes place in the histories of different state-transitions. However, toward the end of the sequences the depth of the path memory decreases and the probability of diverging increases. Even with complete merging, the last \(n\) bits in a \(2^n\)-state decoder do not agree. As a result, if the path memory is deep enough, the local-optimum and global-optimum track backs yield the same detected bits. Figure 3.13 depicts typical SER performances of a binary dicode Viterbi decoder in two cases where the global and local optimum sequences have been tracked back.

As can be seen from this figure, the degradation associated with the local-optimum track back
can be compensated by an increase in the length of the path memory. In cases where the increase in the decoding delay is not a critical issue, the local-optimum track back might be preferable, since increasing the length of the path memory is straight-forward.

3.6.2. Level Limiting

In an actual realization, because of the limited dynamic range of the circuits, limiting the amplitude of the signals is unavoidable. Depending on the distribution of these signals, limiting levels should be set such that any degradation becomes negligible. In this section, we elaborate on the sensitivity of the VA to input-level limiting, in a binary dicode signaling scheme.

With the amplitude of the received signal, \( y(k) \), limited to \( \pm L \), (3.11) can be invoked to evaluate the performance of the decoder for different values of \( L \). Without limiting, \( y(k) \) would be concentrated around 0 and \( \pm 1 \). So, one would expect a negligible degradation as long as \( L \geq 1 \). From the other side, (3.11) shows that if \( L < 0.5 \), there would be no updates during the iterations, and two survivors never merge. This corresponds to detecting either an all “0” or an all “1” digital sequence, which increases the SER to its maximum value of 0.5. As soon as \( L \) becomes slightly larger than 0.5, the update mechanism activates and the decoder starts to detect the signal. The number of errors suddenly drops and the error performance approaches its minimum value as \( L \) approaches infinity. In practice, values of \( L \) greater than 1 have negligible effect. The simulated performance of the decoder and its sensitivity to input-level limiting is plotted in figure 3.14.

It is also useful to look at the statistics of the difference signal in this case. With no updates for \( L < 0.5 \), \( \Delta m(k) \) would always remain equal to zero. As \( L \) is increased beyond 0.5 up to 1, the dif-
Figure 3.14: SER performance of the difference-metric dicode decoder with level-limited input signal.

Differential signal will mostly take one of the values of ±(L - 0.5), however, with some one-sided deviations due to the effect of the level-limited noisy input signal. For L ≥ 1, where the nominal values of the signal is not affected by the limiter, Δm(k) would be concentrated around ±0.5 with a one-sided deviation limited to ±(L - 0.5). As a result, limiting the levels of the received signal to ±L always limits the difference signal of a dicode Viterbi decoder to ±(L - 0.5). Figure 3.15 shows some typical distributions of the limited input signal and the difference signal developed by the VA.

Figure 3.15: Distributions of the input and difference signals in a dicode difference-metric decoder with input-level limiting at SNR = 12dB.

3.6.3. Quantization

In a digital realization of the decoder, the limited number of bits used in binary representation of the signals adds another source of imperfection. The effect of this quantization is often considered as an independent additive white noise uniformly distributed over an interval equal to the
minimum resolution of the digitized signal [60]. Assuming that the amplitude of the input signal is limited to ±1, based on the above model the power of the quantization noise injected by a $q$-bit quantizer will be equal to

$$Q = \frac{1}{3(2^q - 1)^2} \quad (3.20)$$

Depending on the relative power of this noise to the channel noise, and sensitivity of the noise performance of the decoder to an increment in SNR, the minimum-required number of bits is determined. The simulated SER degradation of the dicode difference-metric decoder, with an input signal quantized to $q$ bits, is plotted in figure 3.16. The results are also shown for the case where the signal was not quantized and the quantization noise was taken into account as an additional independent noise component in the overall noise, with the power given by (3.20). Good agreement between two cases shows that the above approach in modeling the effect of quantization is applicable here, as well. Apparently, the model becomes more accurate as $q$ increases. Also, it can be concluded that a minimum number of 6 bits is required at moderate-to-relatively-high SNR.

![Figure 3.16: Noise performance of a dicode Viterbi decoder when the input signal is quantized.](image)

The required number of bits in the binary representation of the signal, in a digital decoder, can be translated to the accuracy needed in the circuits of its analog counterpart. We shall elaborate more on this when we exclusively focus on the analog decoder.

### 3.6.4. Timing Jitter

It was mentioned in chapter 2 that any timing perturbation in sampling the signal in the receiver results in an excess ISI. The amount of this ISI depends on the transmitted sequence and the impulse response of the system. For a class-IV system this response is plotted in figure 2.6. From this figure, it can be observed that in a binary scheme, an alternating sequence maximizes the
unwanted ISI. Also, it can be verified that in this situation, as an example, a timing phase error of 10° results in an error in the sampled value by about 10%. This corresponds to a maximum achievable SNR of 20dB. This limit increases to 40dB, 34dB, and 26dB for the more realistic timing errors of 1°, 2°, and 5°, respectively. In addition to demonstrating the sensitivity of the performance of the PRS system to a timing jitter, the results can be used to determine the required jitter performance of the sampler which enables the receiver to operate below the desired error rate.

3.7. Summary

Maximum-likelihood sequence detection of digital sequences has been shown to considerably outperform the traditional symbol-by-symbol detection technique. The difficulty is, however, the significantly higher volume of computations or, equivalently, the complexity of the detector circuits. Sequence detection, based on the Viterbi algorithm, has been applied to cases where the digital information experiences some inter-symbol interference during the transmission. Applying the Viterbi algorithm to a two-state trellis diagram, resulted from a first-order partial-response signaling scheme with binary input, reduced to a difference-metric algorithm. The significance of this algorithm was that it resulted in propagating only one signal, which could be easily updated. In addition to the simplicity of implementation by itself, the difference-metric algorithm applied to a dicode partial-response signal was further simplified. It will be shown later that the resulting algorithm, called the input-interleaved algorithm, realized in an analog fashion, outperforms any other detector reported so far.

Also, it was shown that almost all of the loss in the performance of the symbol-by-symbol partial-response detector, compared to the uncoded communication system, can be recovered by a sequence detector, if a maximal-distance code is used. Although all of the maximal-distance codes are not necessarily important in practice, the concept was used to prove that partial-response systems do not inherently perform worse than uncoded systems.

Finally, some practical issues in implementing a dicode sequence detector were investigated. As a result, some parameters, which are important in practice such as limiting levels of the circuits and minimum required number of bits (or needed accuracy) in representing the signals, were derived.
Analog Viterbi decoders have recently been shown to be viable alternatives to their traditional digital counterparts. Analog detectors offer the advantages of reduced power and size primarily due to the elimination of the analog-to-digital converter (A/D). For the applications considered here, the saving is significant. For example, the 6-bit A/D required in a fast and small digital PRML disk drive is likely to dissipate more power than the entire read-channel power budget. Also, since in this application high accuracy is not needed, simple analog circuits can be employed to realize the VA. Using simple circuitry often translates to analog implementations which operate faster and lead to further savings in power and area in implementing the decoder itself. For example, 36 gates are required to perform a 4-bit digital summation, whereas two simple current sources perform the same function in the analog domain.

The above advantages of analog implementations have been investigated and demonstrated [55, 56, 61-71] and a commercial realization for magnetic read channels is currently available
Higher-rate analog products will likely appear in near future [72]. Although digital signal processing has been considered for, and employed in, most of the advanced read-channel chips (even with analog front-ends) [73-88], an industry-based survey indicates that analog realizations operate at considerably higher speeds and lower power consumptions when fabricated in similar processes [16]. Table 4.1 summarizes some of the results. Straight-forward design procedure and less dependency of the design to process parameters are the reasons most of the companies have pursued digital approaches so far. However, the fact that the required equalization and timing recovery can be also performed in the analog domain [66, 70, 79, 83, 89] and increasing demands on the size, power consumption, and speed seems to force most of the companies toward analog realizations [90].

Table 4.1: Summary of the advanced read-channel chips.

<table>
<thead>
<tr>
<th>Published in</th>
<th>IBM</th>
<th>Crystal Semiconductor/Cirrus Logic</th>
<th>Silicon Systems</th>
<th>TI/Quantum</th>
<th>IBM</th>
<th>ATT</th>
<th>IBM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Channel</td>
<td>PR4</td>
<td>EPR4/EP6</td>
<td>PR4</td>
<td>PR4</td>
<td>PR4</td>
<td>PR4</td>
<td>PR4</td>
</tr>
<tr>
<td>Process (µ)</td>
<td>1.2 BiCMOS</td>
<td>0.8 CMOS</td>
<td>1 BiCMOS</td>
<td>0.8 BiCMOS/0.8 CMOS</td>
<td>1 BiCMOS</td>
<td>0.6 CMOS</td>
<td>0.5 BiCMOS</td>
</tr>
<tr>
<td>Chip Area (mm²)</td>
<td>30</td>
<td>51</td>
<td>24</td>
<td>？2 Chips</td>
<td>56</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>Power (W)/Rate (MS/s)</td>
<td>1/27</td>
<td>0.69/36</td>
<td>0.78/112</td>
<td>1.85/72</td>
<td>1.75/65</td>
<td>0.75/82</td>
<td>1.25/128</td>
</tr>
</tbody>
</table>

This chapter describes a high-speed low-power analog Viterbi decoder for class-IV PR signals. A new architecture based on input interleaving is introduced that substantially increases the speed of the analog circuitry. The decoder was fabricated in a 0.8µm BiCMOS process, consumes 30mW power from a 3.3V single supply while operating at 200MS/s. The chip contains two time-interleaved dicodes each consisting of a fully differential analog processing core and a digital path memory. The total core area is only 0.5mm².

The chapter starts with deriving the analog algorithm and describes the designed decoder in detail from a top level down to layout. Experimental results of a discrete prototype and an integrated-circuit (IC) implementation of two different decoders are also given.
4.1. Analog Detector: An Adaptive Threshold Device

It was mentioned in chapter 3 that a class-IV decoder can be realized by time interleaving two independent dicode decoders. In addition to the benefit of operating each dicode at half the symbol rate, in an MLSD decoder this decomposition is helpful in that it reduces the 4-state Viterbi decoder to two 2-state decoders. Furthermore, the difference-metric algorithm described in section 3.2.1 can be invoked to decode each dicode signal. This is particularly important in an analog implementation, since, as will be shown shortly, the difference metric algorithm (and our new derivation, the input-interleaved algorithm) can be efficiently realized in the analog domain.

The difference-metric algorithm applied to a dicode scheme results by inserting \( f_1 = -1 \) in (3.8). This yields

\[
\Delta m(k) = \begin{cases} 
  y(k) - 0.5 & \text{if } \Delta m(k-1) < y(k) - 0.5 \\
  \Delta m(k-1) & \text{if } y(k) - 0.5 < \Delta m(k-1) < y(k) + 0.5 \\
  y(k) + 0.5 & \text{if } y(k) + 0.5 < \Delta m(k-1)
\end{cases}
\]

(4.1)

Alternatively, the decision regions can be described by slicing the input signal to the decoder, \( y(k) \). The result is

\[
\Delta m(k) = \begin{cases} 
  y(k) - 0.5 & \text{if } y(k) > \Delta m(k-1) + 0.5 \\
  \Delta m(k-1) & \text{if } \Delta m(k-1) + 0.5 > y(k) > \Delta m(k-1) - 0.5 \\
  y(k) + 0.5 & \text{if } \Delta m(k-1) - 0.5 > y(k)
\end{cases}
\]

(4.2)

The latter representation is interesting in that it interprets the Viterbi detector as an "adaptive-threshold device" [55], and makes the comparison between the traditional symbol-by-symbol detector and the sequence detector more interesting from an implementation point-of-view. The symbol-by-symbol detector shown in figure 2.11 employs a threshold device with threshold levels at \( \pm 0.5 \), for a ternary dicode signal. Comparing this detector with that described by (4.2), shows that the difference-metric Viterbi detector can be viewed as a threshold device which adaptively biases its threshold levels using \( \Delta m(k-1) \). Figure 4.1 illustrates the decision regions used by these detectors.

One direct conclusion of the above comparison is that the amount of signal processing required in the Viterbi detector is not much more than that of the symbol-by-symbol detector. A sequence detector should be considered even when implementation complexity is an issue. Also, note that the path memory required by the Viterbi detector consists of a small number of simple

---

1. The "adaptive threshold" referred to here, should not be confused with the "dynamic threshold" described in [91].
digital blocks.

4.2. The Adaptive-Threshold Architecture

The update mechanism given by (4.1) states that the new value of the difference metric signal is a hard-limited version of the previous value to the limiting levels \( y(k) \pm 0.5 \). Figure 4.2 depicts this relationship.

In addition to updating the difference signal, hard information regarding the decision region in which the previous difference signal falls in, is also required. This information updates the contents of the path memory based on the survivor extensions shown in (4.1). The two aforementioned goals can be achieved by the simple block diagram shown in figure 4.3. In this block diagram, two DC-shifted versions of the input signal are generated and compared with the previous value of the difference signal stored by an intermediate multiplexing sample and hold (S/H). In the comparison phase, the outputs of the latched comparators are held at ground and both of the switches of the intermediate S/H are open, retaining the previously-stored voltage. Based on the comparison results, and during the latch phase, the stored value is either updated to one of the generated signals or is not updated at all. Note that the multiplexing S/H may track only one of its inputs at each time.
step, as two comparators cannot output a "1" at the same time.

![Diagram](image.png)

Figure 4.3: Block-diagram realization of the adaptive-threshold Viterbi detector for decoding a dicode signal (the adaptive-threshold architecture).

The precision of the analog circuits is modest, since typically only six bit accuracy is needed in this type of decoder\(^1\). Also, as seen in figure 4.3, the complexity of the decoder is estimated to be near to that of a 2-bit A/D. Comparing to a 6-bit A/D used in a digital realization, speed and power benefits are expected to be gained through this analog implementation.

In addition to updating the difference signal by properly controlling the multiplexing S/H, the outputs of the comparators are also used to update the path memory. For best performance, the final decision must be made only after all the paths in the path memory have merged. In practice, however, truncation is used to reduce the decoding delay and size of the required memory. The truncation length is determined such that the excess SER is negligible\(^2\). The register-exchange method is a commonly used technique for storage of the survivor sequences in Viterbi decoders with low number of states [52]. In this method, one shift register with a length equal to the truncated length of the path memory is used for each state. The different shift registers are then interconnected according to the trellis diagram such that the optimum paths throughout the trellis are directly mapped into digital sequences stored by these shift registers. Applying this method to the dicode decoder results in two inter-connected serial/parallel in/out shift registers shown in figure 4.4. The serial/parallel loadings are controlled by the comparator outputs at the end of each iteration.

The adaptive-threshold architecture shown in figure 4.3 was the fastest architecture at the time it was proposed [55]. The key point was it avoids using any analog signal in the feedback path of
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1. See section 3.6.3.
2. See section 3.6.1.
the decoder. In addition to reducing the sensitivity of the structure to analog imperfections (to be discussed later), absence of analog signals in the feedback path eliminates the need for a delay in the analog signal and increases the speed. The delay is necessary to prevent a destructive feedback and was implemented by using a master/slave S/H in [69]. Eliminating this S/H greatly improves the speed, as the S/H plays a major role in this regard [67]. Other minor advantages are also present, as the front-end circuit in the presented structure is as simple as a DC-level shifter. All these improvements have been achieved by fully exploiting the difference-metric algorithm in the proposed analog implementation.

### 4.3. The Input-Interleaved Architecture

Although the adaptive-threshold architecture can lead to a fast analog decoder, higher speeds can be obtained by modifying the Viterbi algorithm into what we refer to as the “input-interleaved algorithm”. The basic idea is to eliminate the intermediate S/H in figure 4.3 to avoid latency due to its settling. This elimination is possible, as the value sampled by this S/H is a function of an already-sampled signal.

Recall from section 3.3 that the input-interleaved algorithm proceeds by updating two quantities $y(j)$ and $u$ according to the iterations given by (3.14). This expression is repeated here for convenience

\[
\begin{align*}
    y(j) &= y(k), u = 0, & y(j) + u < y(k) \\
    y(j) &= y(j), u = u, & y(j) + u - 1 < y(k) < y(j) + u \\
    y(j) &= y(k), u = 1, & y(k) < y(j) + u - 1
\end{align*}
\]

(4.3)

Figure 4.5 depicts a graphical sketch of the input-interleaved algorithm. If $u = 1$, the decoder sets its threshold levels to $y(j)$ and $y(j) + 1$. The previously-sampled input signal will be retained only if the input signal lies between two threshold levels, and will be updated to the current input if it falls outside these two levels. At the same time, the DC offset will not be changed if
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1. In fact, (4.1) and (4.2) were derived from scratch in the search for a suitable analog realization.
the input is less than \( y(j) + 1 \) and will be switched to 0 if it is more than \( y(j) + 1 \). The decoder uses the new values of \( y(j) \) and \( u \) in the next iteration, however, if the DC offset is switched to 0, the new threshold levels will be \( y(j) - 1 \) and \( y(j) \). The situation for \( u = 0 \) is similar, and is shown in figure 4.5.b.

![Graphical illustration of the input-interleaved algorithm.](image)

The above algorithm can be implemented by the block diagram shown in figure 4.6. The frontend consists of two S/Hs. While the input signal is sampled and stored by one of the S/Hs, the previous input sample is held by the other S/H. The connections between these S/Hs resemble an interleaved structure, giving rise to the name "input-interleaved" for the algorithm and the architecture that realizes it.

![Block-diagram realization of the input-interleaved Viterbi detector.](image)

In figure 4.6, constructing the threshold levels and comparing them with the input signal are accomplished by properly combining the current input, the previously-sampled input, and the DC offset, and checking the polarities of the resulting combinations. The two input signals are combined together in two separate branches, with the DC offset introduced to only one of them. The branch to which the offset is added, is determined from the results of the previous iteration. Thus, adding the offset to the upper branch corresponds to having \( u = 1 \) in (4.3) and figure 4.5, whereas adding it to the lower branch corresponds to \( u = 0 \). The comparator outputs are utilized to generate the required switching signal, \( S \) (to switch the DC offset between two branches), and the tog-
gling signal, \( T \) (to toggle the input S/Hs if an update in \( y(j) \) is needed), as well as to update the contents of the path memory.

The update mechanisms illustrated in figure 4.5 clearly determine the rule for generating the signals \( S \) and \( T \). The input S/Hs should toggle whenever an update in \( y(j) \) is required (i.e. when the input signal exceeds the region between two threshold levels.). In figure 4.6, it can be easily verified that if the input signal lies in between these levels, none of the comparator outputs will be \( 1 \), and if \( y(k) \) exceeds this region, then one (and only one) of the comparators will result in a \( 1 \). Consequently, a toggling should occur if either one of the outputs is \( 1 \). This is accomplished by employing a T flip-flop toggled by both of the comparators. If the DC offset is already added to the upper branch, it should be switched to the lower branch only if \( y(k) \) is above the upper threshold, that is, if the output of the upper comparator is \( 1 \) (Note that the lower comparator outputs a \( 0 \)). The offset should only be switched back to the upper branch if \( y(k) \) falls below the lower threshold level. In this case, the lower comparator will have a \( 1 \) at the output and the upper comparator outputs a \( 0 \). As a result, an SR flip-flop can be employed to switch the DC offset signal back and forth between two branches. This flip-flop should be set by the upper comparator and reset by the lower comparator. When \( y(k) \) lies in the middle decision region, none of the comparators output a \( 1 \), and the SR flip-flop retains its state.

Note that in figure 4.6, in combining the sampled-input signals, a sign change results whenever a toggling occurs. These sign changes are compensated by utilizing polarity switches which are controlled by the toggling flip-flop.

Finally, it should be mentioned that the path memory of the input-interleaved decoder is identical to that of the adaptive-threshold decoder. This memory structure is illustrated in figure 4.4.

### 4.4. Imperfections

Analog implementations usually suffer from DC offsets, mismatches, and charge injections. Other imperfections such as finite precision in processing, truncating the path memory, limiting the input signal, and timing jitter in the sampling instances affect both digital and analog realizations. These effects were investigated in chapter 3. To examine the sensitivity of the proposed structures to analog imperfections, the derived algorithms were simulated in the presence of these impairments. In what follows, major sources of errors are considered and performance degradations of the adaptive-threshold and input-interleaved decoders are evaluated. It will be shown that these decoders show low sensitivities to these impairments.
Note that in our evaluations, the amounts of the impairments have been often exaggerated. This is to illustrate the robustness of the decoders against imperfections. This robustness makes the presented structures suitable for analog implementation. Finally, it should be mentioned that these non-ideal effects are expressed in percentage of the PR-signal peak-value.

### 4.4.1. Comparator Offset

Due to the fact that comparators are one of the most important sources of DC offsets in analog designs, this offset and its effects on the performances of the analog decoders are considered here in more detail. In addition, it will be shown that some other impairments can be modeled by equivalent comparator offsets, and the results presented here can be directly applied. In our analog decoders, an offset introduced by one of the comparators can be translated to a shift in the threshold level realized by that comparator. Figure 4.7 illustrates the concept when offsets equal to \( V_{osu} \) and \( V_{osl} \) are considered for the upper and lower comparators in figures 4.3 and 4.6 respectively.

![Figure 4.7: Effects of comparator offsets on the threshold levels of the decoders (Figures 4.1.a and 4.5).](image)

As can be seen from the above figure, the offsets do not affect the performance if the input signal does not lie in the regions between the original threshold levels and the shifted levels. Otherwise, an error equal to either \( V_{osu} \) or \( V_{osl} \) will occur in updating the threshold levels. Although the effect can be modeled as a noise added to the input signal, the fact that this additional noise is neither Gaussian nor uncorrelated makes simulations more appealing. The bit-error rate (BER) performances are plotted in figure 4.8. The Viterbi bound plotted in this figure is given by (3.15) at high SNR and obtained by simulations at low SNR. The threshold-device performance was evaluated in section 2.4.1 and is included here for comparison purposes.

Alternatively, the degradation can be expressed in the form of the loss in the coding gain. Figure 4.9 is a sample plot which illustrates the achievable coding gain as a function of the comparator offsets at a BER of \( 10^{-6} \).
Figure 4.8: Performance degradation of the analog decoders due to the comparator offsets.

Figure 4.9: Performance degradation of the adaptive-threshold and input-interleaved decoders due to the comparator offsets at $BER = 10^{-6}$. The degradation is expressed in terms of the achievable coding gain.

These results show that the adaptive-threshold and the input-interleaved decoders are tolerant against comparator offsets and with a careful design (and for reasonable signal amplitudes) simple comparators without offset cancelation techniques can be employed.

### 4.4.2. Combiner Offset

Offsets produced at the outputs of the combiners in figures 4.3 and 4.6 also affect performance. For the input-interleaved decoder, it can be easily seen that these offsets are equivalent to offsets in the corresponding comparators. However, for the adaptive-threshold decoder, the situation is different. Figure 4.10 illustrates this decoder when offsets equal to $V_{os1}$ and $V_{os2}$ are present at the output of the combiners. These offsets can be represented by equivalent voltage sources shown in figure 4.10.b. If the last-closed switch is the upper switch, $V_{os1}$ has been sampled and stored by the multiplexing S/H. This means that the output of the upper comparator will not be affected by the offset, but, the lower comparator, in conjunction with the equivalent sources,
can be modeled by a comparator with an offset equal to \( V_{os1} - V_{os2} \). However, if the lower switch is the last-closed switch, \( V_{os2} \) has been stored, the upper comparator models a comparator with offset \( V_{os1} - V_{os2} \), and the lower comparator behaves offset-free.

![Figure 4.10](image.jpg)

**Figure 4.10:** Offsets at the output of combiners (a) and their equivalent representation (b).

The above argument shows that a differential offset has the same effect on the performance as an equal offset introduced by only one of the comparators does. In addition, the adaptive-threshold decoder is insensitive to any common-mode offset. This insensitivity can be also explained by the common-mode rejection property of the structure, since any common-mode signal will be sampled by the multiplexing S/H and cancelled in the next iteration.

### 4.4.3. **Gain Mismatches**

Gain mismatches result if the relative weights associated with the inputs to the combiners deviate from their nominal values. In the input-interleaved decoder, however, there is less requirement on the gain matching. Two sets of weights, associated with two combiners, can be scaled independently without affecting the performance. The effect of gain mismatches can be quantified by considering gain deviation factors shown in figure 4.11.

![Figure 4.11](image2.jpg)

**Figure 4.11:** Gain deviation factors used to quantify mismatches in two types of analog decoders.

Due to the symmetry in the input-interleaved decoder, shown in figure 4.11.b, this structure
exhibits identical sensitivities to all of the gain deviation factors. However, this is only true for deviation factors $g_1$ and $g_2$ in the adaptive-threshold decoder, in figure 4.11.a. Figure 4.12 depicts these sensitivities to different gain mismatches. Note that both of these decoders exhibit low sensitivities to each one of the gain mismatches.

![Figure 4.12: Effects of different gain mismatches on the performance of the decoders.](image)

In figure 4.13, the overall effects of gain mismatches are shown when all of these deviations are present. From the different possible combinations, the worst case has been shown.

### 4.4.4. Sensitivity to the Reference Voltage

In an actual circuit, a reference voltage realizes the constant values used in the decoder block diagrams. Recall that these values were obtained from normalizing peaks of the PR signal, and based on other requirements (such as supply voltage) the scaling factor is determined.

Although it might not be clear from their block diagrams, the adaptive-threshold and the input-interleaved structures show identical sensitivities to changes in the reference voltage. A change in the reference voltage is equivalent to having a differential offset at the combiner outputs in the adaptive-threshold structure. In section 4.4.2 it was shown that the impact of such an offset is, in
Figure 4.13: Worst-case performance degradation when all of the mismatches are present.

turn, equivalent to that caused by the same amount of offset introduced by either one of the comparators. If the input-interleaved decoder is examined from this point-of-view, the equivalency between a change in the reference voltage and the same amount of offset introduced by one of the comparators becomes evident. Every time the DC voltage is added to one branch, the impact is identical to that of an equal offset in the corresponding comparator.

Note that the above sensitivities are also applicable to the cases where the input signal undergoes either an unwanted attenuation or amplification. This is based on the fact that these decoders are only sensitive to the relative amplitudes of the input signal and the reference voltage. This also explains why the decoders have identical sensitivities to changes in the reference voltage.

4.4.5. Charge Injection and Clock Feedthrough

As any other S/H, the S/Hs used in the analog decoders contribute to the errors by partly injecting their channel charges and clock signals to the stored values. The change in the voltage value is a function of the input signal. However, if the input signal fluctuation is small, the input dependency of the injected voltage can be neglected. This is the case in the decoders described here, where the peak-to-peak of the input signal is only a fraction of a volt. Ignoring the signal-dependent part of the injected value, one can conclude that the input-interleaved structure is insensitive to charge injection, since two injected signals cancel each other in the combiner. In the adaptive-threshold structure, two sources of charge injection are present. The charge injected by the input S/H does not have any effect as it appears as a common-mode signal. In contrast to this, the charge injected by the intermediate S/H degrades the performance of the decoder and can be considered as equivalent offsets for the comparators. It should be emphasized here that the signal-independent charge injection and clock feedthrough will be further reduced in a fully-differential
4.5. Integrated-Circuit Implementation

The adaptive-threshold structure was evaluated in practice by testing a discrete prototype. However, since achieving high speeds was the primary goal, the input-interleaved decoder was chosen for an IC realization. Note that the complexity of this decoder is only slightly more than that of the difference metric decoder, since the overhead circuitry is very simple and may be absorbed in the adjacent blocks as will be described later in this section.

A possible circuit implementation of the input-interleaved structure is illustrated in figure 4.14. All signals are differential to combat destructive effects such as common-mode noise and charge injection.

Figure 4.14: Circuit realization of the input-interleaved Viterbi detector.
In figure 4.14, the input S/Hs, consisting of a differential dual switch connected to holding capacitors, store the present and the previous input signals. These signals are converted to currents and combined with appropriate polarities by passing the currents through resistors via cascode transistors. The role of the cascode stages is to maximize the bandwidth when the voltage-to-current converters are connected to the load resistors. These stages are more helpful if a large gain is required and are not critical in our design. As shown in the block diagram in figure 4.6, a DC signal should be added to either one of the above combinations. A DC voltage obtained from an off-chip differential reference is also converted to current, appropriately switched, and added to one of the parallel branches. The series resistances connected to the signal and DC input terminals are small and are used as current-limit protections. Each holding capacitor is divided into two parallel capacitors to help achieving symmetry in the layout.

The resulting differential voltages are applied to two latched comparators which decide on the polarity of these signals. Comparison results are used to update the path memory, and also to generate the toggling signal, T, and the switching signal, S. These signals are fed back to possibly update the previously-sampled input signal, by toggling the input S/H, and the DC offset signal, by switching it from one branch to the other.

Φ₁ to Φ₃, shown in figure 4.14, are different phases of a clock signal. These phases are obtained from a master clock by a simple circuit which will be discussed later.

Based on the realizations shown in figures 4.4 and 4.14, an analog Viterbi decoder chip was designed and fabricated in a BiCMOS process. The chip contains two input-interleaved dicode decoders which were internally time interleaved to decode a class-IV PR signal. In what follows, the design issues of the different building blocks will be addressed and the circuits will be explained in detail. All the BJTs shown in the circuits have the minimum size and the gates of the MOSFETs have the minimum length of 0.8µm unless it is specified. Widths of the MOS devices (in µm) and specifications of other components are given in each figure.

4.5.1. Differential Dual Switch

A differential dual switch was used in a variety of locations. This switch consists of four NMOS transistors, connected as shown in figure 4.15, and has one differential input and two differential outputs. Two complementary digital signals determine which output the input signal should be directed to.

The above switch was utilized to implement the input S/H, to switch the offset signal back and
forth between two branches, and to serve as a polarity switch for the reference voltage, all in a differential manner. Also, this switch was employed to perform the AND functions shown in figure 4.14, as will be described later.

Only NMOS transistors are used, since the voltage levels of the signals handled by the switches are considerably lower than the supply voltage minus the transistor threshold voltage.

4.5.2. Voltage-to-Current Converter

A BJT differential pair, linearized by emitter degeneration, was used to realize the voltage-to-current converter (V/I). Source follower input stages provide the required high input impedances as well as the necessary level shifts. As a result of these level shifts, the on-resistances of the input switches are minimized by reducing the input common-mode to near ground. The V/I circuit is depicted in figure 4.16.

As shown in figure 4.14, the resulting currents, after combining, are converted back to voltage by resistors. The voltage gain is dominantly set by the ratio of the load resistors to the degeneration resistor in the V/I circuit. Good matching between poly resistors used in the IC implementation results in having very low gain mismatches and DC offsets when combining the signals. Note that mismatches between biasing current sources also contribute to generating the offset. By employing
BJTs and careful layout design, these mismatches can be kept very low as well.

4.5.3. **Latched Comparator**

In designing comparators, the use of a BiCMOS process aids a circuit designer. The resolution of a comparator is often limited by its offset voltage and becomes more severe if the input dynamic range is small. Offset analysis shows that, in general, CMOS latches exhibit much more offsets compared to bipolar latches [92]. This offset can be partly overcome by utilizing a high-gain preamplifier before the latch. Offset of this preamplifier should be kept small, as, in turn, it contributes to the overall input-referred offset voltage of the comparator. In a CMOS realization, large size transistors and/or offset cancelation techniques can help in reducing the offset, however, the speed of operation will be reduced. On the other hand, a bipolar latch has a lower offset and permits a smaller gain in the preamplifier, resulting in a correspondingly faster response. However, bipolar comparators do not have rail-to-rail output swings, required in many applications. All of the above advantages can be attained in a BiCMOS process, where both of these devices are available. The basic idea is to obtain a low input-referred offset voltage by amplifying the signal with a high-gain wide-band low-offset bipolar preamplifier prior to applying it to a CMOS latch [93]. The availability of bipolar transistors can further be appreciated if a bipolar latch is interposed between the preamplifier and the CMOS output latch [92]. This relaxes the constraints on the preamplifier and is particularly helpful in high-speed low-power designs. In fact, it has been concluded that to minimize the power-delay product, the amplification required in a comparator is best obtained by means of regeneration [94].

In the design presented here, as shown in figure 4.17, the differential signal is first amplified with a gain of less than 10, by activating one of the differential pairs of $Q_1$ and $Q_2$ or $Q_3$ and $Q_4$. Rather, the amplification is mostly done by incorporating $Q_5$ and $Q_6$ in a positive feedback configuration. Regeneration initiates at the beginning of the latch phase, $L$. Slightly after this positive feedback is started and a large-enough signal is developed, a CMOS latch is activated to produce a rail-to-rail swing output signal. The output CMOS latch is controlled by a delayed version of the latch signal, $L$. Both of the regenerative stages will be reset during the next amplifying phase.

Two cross-coupled differential pairs in the preamplifier provide the capability of reversing the polarity of the signal. This capability allows us to compensate for the sign change, which results each time a toggling between the input S/Hs occurs, by biasing one of the differential pairs at a time. Note that this polarity change is in conjunction with a change in the polarity of the DC signal, as shown in figure 4.14.
4.5.4. **Multiplexed-Input D Flip-Flop**

As shown in figure 4.4, the path memory of the decoder is composed of two interconnected strings of D flip-flops. Each flip-flop should be able to accept either a serial or a parallel input. This capability can be provided by using a regular latch with a 2-to-1 multiplexer at its input. Figure 4.18 depicts a typical circuit realization of the multiplexed-input D flip-flop.

![Multiplexed-Input D Flip-Flop](image)

Figure 4.18: Multiplexed-input D flip-flop used to implement the path memory. Two small feedback inverters are shown inside the feed-forward inverters.

As the above figure shows, a dynamic latch is used to construct the flip-flop, however, this latch has been converted to a static latch by means of small feedback inverters [95]. These inverters are used to help the circuit to maintain its internal states, until a new load takes place, and should not have large driving capabilities. A large driving capability will prevent the new data from overwriting the old data once a loading command is issued. This can be achieved by employing small transistors in the inverter circuit.

Note that in the above realization, only one of the serial and parallel control signals, $S$ and $P$, should become high at a time. The selected input will be transferred to the output at the positive edge of $C$. As will be seen shortly, the above flip-flop functions as a master-slave flip-flop in the...
4.5.5. Path Memory

The path memory consists of 2-by-12 multiplexed-input D flip-flops utilized in the structure illustrated in figure 4.4. Figure 4.19 depicts the result.

In this figure, \( A_0, \overline{A_0}, B_0, \overline{B_0}, A_1, \overline{A_1}, B_1, \) and \( \overline{B_1} \) are outputs of the latched comparators, and their complements, shown in figure 4.14. These signals control the serial and parallel loadings of the shift registers. Based on the decision regions sliced by the comparators (illustrated in figure 4.5 in conjunction with (4.3)), either a serial/parallel, a serial/serial, or a parallel/serial loading should occur in the contents of the upper/lower (corresponding to states "0/1") shift registers, in figure 4.19. From both of the outputs of each one of the comparators, which are initially pulled down to ground by transistors \( M_1 \) and \( M_2 \) in figure 4.17, one and only one will be pulled up during the latch phase. These positive transitions can be used to perform the required loadings. Table 4.2 summarizes the loading rules. This table demonstrates that the serial loading of shift register "0" should be controlled by complementary signals \( B_0 \) and \( \overline{B_0} \), the serial loading of shift register "1" by \( B_1 \) and \( \overline{B_1} \), the parallel loading of shift register "0" by \( A_0 \) and \( \overline{A_0} \), and the parallel loading of shift register "1" by \( A_1 \) and \( \overline{A_1} \).

<table>
<thead>
<tr>
<th>( A_1 )</th>
<th>( \overline{A_1} )</th>
<th>( B_1 )</th>
<th>( \overline{B_1} )</th>
<th>( A_0 )</th>
<th>( \overline{A_0} )</th>
<th>( B_0 )</th>
<th>( \overline{B_0} )</th>
<th>Upper (&quot;0&quot;) Shift Register</th>
<th>Lower (&quot;1&quot;) Shift Register</th>
</tr>
</thead>
<tbody>
<tr>
<td>Serial</td>
<td>Parallel</td>
<td>Serial</td>
<td>Serial</td>
<td>Parallel</td>
<td>Serial</td>
<td>Parallel</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Serial</td>
<td>Serial</td>
<td>Parallel</td>
<td>Serial</td>
<td>Parallel</td>
<td>Serial</td>
<td>Parallel</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parallel</td>
<td>Serial</td>
<td>Parallel</td>
<td>Serial</td>
<td>Parallel</td>
<td>Serial</td>
<td>Parallel</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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At each positive transition, one of the input sets of the corresponding shift register is transferred into its internal nodes by overwriting the first latch stages of the D flip-flops. The serial or parallel loading becomes complete at phase $\Phi_4$, when the second latches of the flip-flops are forced to follow the internal contents of the shift register. The last D flip-flops in two chains output the decisions made by the detector. The final decision is the one which corresponds to the optimum path. However, if the path memory is deep enough, two survivor sequences will merge at some point and both of the shift registers output identical decisions. This implies that, one of the outputs can be arbitrarily selected as the final decision of the decoder, with negligible degradation.

### 4.5.6. SR and T Flip-Flops

In section 4.3, it was stated that an SR flip-flop is required to switch the DC-offset signal between the upper and lower branches of the decoder. As shown in figure 4.14, two cross-coupled NAND gates are employed to function as an SR flip-flop with $\bar{S}$ and $\bar{R}$ inputs connected to $\bar{A}_1$ and $\bar{A}_0$, respectively. This results in setting the flip-flop by the upper comparator and resetting it by the lower comparator, as expected.

A T flip-flop, also shown in figure 4.14, generates the toggling signal to control the input S/Hs. This flip-flop can be constructed from the D latch, depicted in figure 4.18, by inverting its output and feeding it back to both of the serial and parallel inputs. The serial and parallel loading controls can then be utilized to implement the required OR function, also shown in figure 4.14, without any need to further circuitry. The final signals used to toggle the S/Hs, are derived by use of two AND gates. Fast AND gates can be implemented by adding only two transistors to the switch shown in figure 4.15. Figure 4.20 illustrates the final circuit which generates the toggling signals.

![Circuit implementation of the T flip-flop and required gates shown in figure 4.14.](image)

### 4.5.7. Clock Generator

The different clock phases were obtained by the clock generator circuit shown in figure 4.21. This circuit accepts a single-phase clock at its input and generates the appropriate phases $\Phi_1$ to $\Phi_5$ addressed in figures 4.14, 4.19, and 4.20.
In the above circuit, the required delays are obtained through the use of inverters. Figure 4.22 illustrates a sample timing diagram.

4.5.8. Biasing Circuit

The analog circuits described so far are biased by an adjustable current generated off chip. On chip, this current is mirrored to generate the required biasing currents by NPN transistors. NPN transistors are preferred to NMOS devices to achieve better matching. However, to bias the source followers in figure 4.16 PMOS transistors are used due to non-availability of PNP transistors. These devices are employed in a cascode configuration with an improved swing capability [60]. Figure 4.23 illustrates the biasing circuitry. Note that a single input current generates all the biasing voltages for the NPN and cascode PMOS current sources. This current can be provided by either an off-chip current source or an off-chip resistor. The nominal bias current is considered to be 100μA.

Figure 4.21: The clock generator circuit.

Figure 4.22: Timing diagram of the clock generator circuit.

Figure 4.23: The biasing circuit.
4.5.9. Interleaving and De-interleaving

Time interleaving at the input was accomplished by applying the class-IV signal to both of the diode decoders and using complementary phases for the second diode. The complementary phases were obtained by a clock generator similar to figure 4.21 with the input inverter replaced with an RC low-pass circuit. The RC time-constant was chosen to accommodate the delay of the eliminated inverter to a first-order approximation.

De-interleaving the outputs was done by two 2-to-1 multiplexers. Each multiplexer accepts two corresponding outputs from each one of the path memories and combines them into one bit stream. A single address line, externally available, controls the multiplexers. If this line is clocked by the master clock of the decoder, two outputs of the path memories are de-interleaved, resulting in a full-rate class-IV decoded output with a decoding delay of 24 bits. However, by connecting the address line to either low or high, each individual diode outputs its own decoded signal, which runs at half the rate with an effective decoding delay of 12. This capability was extensively used in testing the decoder in practice.

Figure 4.24 depicts the output multiplexers constructed from transmission gates and controlled by a common single-bit address line.

4.5.10. Output Buffers

To be able to drive the pads and external loads, output buffers are necessary. These buffers can be very simple since linearity is not a requirement. Open-collector differential pairs were chosen, due to the high-current capability of bipolar transistors. To provide the required base currents, BiCMOS inverters were used. Open collectors can then be connected to the power supply by arbitrary off-chip pull-up resistors. This gives the opportunity of having either a 50Ω or a 75Ω output impedance, if a coaxial cable connection is required, and at the same time setting the output swing to any desired value by adjusting the biasing currents of the output buffers. As well, the output
swing can be increased without increasing the current by choosing larger resistors if low output impedances are not needed. Figure 4.25 shows the circuit.

![Open-collector output buffer](image)

**Figure 4.25:** Open-collector output buffer.

Note that the biasing current can be adjusted independently from the decoder biasing current through use of separate current mirrors. By adjusting this current in conjunction with the pull-up resistors, any desired voltage swing (for example ECL compatible swing) can be obtained.

Also, it was decided to make the outputs of the comparators in figure 4.14 available for testing purposes. BiCMOS inverters, similar to those used in the output buffer, were utilized to provide enough driving capability to drive the pads. Figure 4.26 depicts the inverter.

![BiCMOS inverter](image)

**Figure 4.26:** BiCMOS inverter capable of driving the output transistors of the buffer circuit as well as the pad.

### 4.5.11. Input Protections

It is common to limit the voltage levels at the gates of MOSFETs which are directly connected to the input pads to protect the gate oxide from damages caused by electrostatic charges [95]. Reverse-biased diodes, formed from bipolar transistors, were employed to clamp the input voltages to one-diode drop below ground and above supply voltage. Small series resistors were also used to limit the currents through the diodes.

Also, small resistors (150 – 200Ω) were inserted in series with input ports which connect the off-chip sources to the front-end circuits. These include the differential input signal and the DC reference signal. On-chip current-limiting series resistors are included in figure 4.14.
4.5.12. CMOS Gates

CMOS inverters, NAND gates, and transmission gates are the only basic digital building blocks used in the IC implementation of the decoder. Circuit schematics of these gates are illustrated in figure 4.27. Transistor sizes of the small inverters used in the feedback paths of the D flip-flop in figure 4.18 are given in brackets.

![Circuit schematics of CMOS gates](image_url)

Figure 4.27: CMOS gates used in the decoder. The values inside brackets show the transistor sizes of the small feedback inverters in figure 4.18.

4.6. Experimental Results

This section contains the experimental results obtained from two decoders. The adaptive-threshold decoder was first prototyped using off-the-shelf components. No attempt was made to interleave two of these decoders, rather, a single dicode was built to illustrate the validity of the approach and its robustness against impairments present in practice. In the next phase, the input-interleaved decoder was chosen for an IC implementation. The chip is a full class-IV decoder containing two time-interleaved decoders and the interleaving and de-interleaving circuitry.

4.6.1. Discrete-Prototype

A discrete prototype was designed and built based on the block diagrams shown in figures 4.3 and 4.4. Figure 4.28 illustrates the measured BER performance of the decoder.

The measured BER shows good agreement with the Viterbi bound (also shown in the figure) and confirms the validity of the proposed approach in implementing the decoder in the analog domain. It is expected that the slight deviation seen is mostly related to the different sources of noise, which are present in a discrete prototype, particularly since the circuit is not differential. This degradation was greatly reduced in the IC implementation. The length of the path memory in the discrete prototype was chosen to be 16, which is deep enough not to affect the performance in the SNR range of measurement.
4.6.2. Integrated Circuit

The decoder described in section 4.5 was fabricated and its BER performance was measured as a function of the input SNR. The class-IV decoder was tested at up to 100MS/s. However, since each individual diode was also tested at this speed, the class-IV decoder should be capable of operating at 200MS/s. Direct experiments at this speed were not possible due to the test equipment limitations which limited the rate of the PR signal to a maximum of 100MS/s. The BER performance of the class-IV decoder was very similar to that of each individual diode, as expected. Figure 4.29 depicts the measurement results at two different speeds. BER was measured by counting the number of errors in a fixed period of time. Due to the high-speed operation of the circuit, thousands of errors could be counted in only few minutes even at the lowest BER. Such a large error count implies a high degree of confidence in the BER measurement results.

The results follow the Viterbi bound, with some expected degradation at high SNR. From chapter 3, recall that not all of this degradation is specific to the present analog realization. Also, it
is believed that a part of the degradation at high speeds is due to the input test signal which could not be generated as reliably as it could be generated at low speeds. Figure 4.29 shows that at an effective rate of 200Mb/s and at a BER of 10^{-6}, a coding gain of 1.7dB is achievable out of its 2.7dB upper bound. This increases to 2.4dB at 100Mb/s.

Figure 4.30 illustrates the experimental setup. In this setup, a pseudo-random generator generates a binary sequence which is later encoded by the PR encoder. A controlled amount of white Gaussian noise is then added to the PR signal. The power of the generated noise could be accurately controlled in steps of 0.1dB and the amplitude of the PR signal could be precisely adjusted. These capabilities allowed a fine control on the input SNR. The output of the chip, after level adjustment, is compared against the original sequence and the number of mismatches are counted by an error counter. Before comparing, a delay equal to the total decoding delay of the decoder was introduced to the generated sequence to align the input and output signals in time. This delay was introduced by a chain of D flip-flops. To minimize the effect of timing errors on the performance, a global clock was used to drive both the encoder and the decoder. However, a relative phase adjustment on the clock signals is necessary to provide the required static phase difference between the encoder and decoder clock signals. In this setup, the phase of the decoder clock was manually adjusted for a minimum BER. All the off-chip logic was implemented by ECL devices.

![Figure 4.30: The experimental setup used to measure the BER of the decoder. The decoder is shown as the device under test (DUT).](image)

In the present implementation, the path memory is truncated to a length of 12 bits. The excess BER due to truncating the path memory is not negligible compared to the decoder BER at the high end of the SNR range of measurement. Tracking back a local-optimum sequence extends this SNR range toward lower values. Thus, any direct measurement would have been affected by the excess
BER. To highlight the extremely low BER performance of the decoder, a different measurement technique was applied at high SNRs. The local track back was performed on both states of the dicode decoder. From the resulting local optimum sequences two bits were detected. The detected bits were compared against the corresponding original bit and an error was flagged only when both of the detected bits were not correct. Having two opposite detected bits is an indication that two survivor sequences have not yet merged. These sequences could have merged if a deeper path memory had been used. Note that even if these sequences had merged, still an error could have occurred with a probability equal to the BER of the decoder. Ignoring these errors results in setting a BER target that is, in general, below the BER of the Viterbi decoder. Any measurement now, should be compared to this fictitious target. However, simulations indicate that in the SNR and BER ranges of figure 4.29, and for the memory length of 12 bits, this target is hardly distinguishable from the Viterbi bound and the above technique can be used for low-BER measurements.

Figure 4.31 shows a typical pseudo-random binary signal (uncoded) and the decoded output at 100Mb/s for one dicode. The decoded output shows a delay slightly more than the expected 13 bits (12 bits due to the length of the path memory plus one bit processing time). This extra delay is because of the latency introduced by the propagation time and was not observed at low speeds.

Table 4.3 summarizes the specifications of the chip as well as some of the experimental results.

4.7. Layout and Related Issues

Figure 4.32 shows the layout of the chip, fabricated in a 0.8μm BiCMOS process. It contains

1. Alternatively, straight measurements could have been compared to the performance of a Viterbi decoder with a truncated path memory. However, the above approach seems to better illustrate the functionality of the decoder at very low BER.

2. The Northern Telecom (NT) BATMOS process, available through Canadian Microelectronics Corporation (CMC).
Table 4.3: A summary of the chip specifications and test results.

<table>
<thead>
<tr>
<th>Chip</th>
<th>Analog Viterbi Decoder</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coding Scheme</td>
<td>Class-IV Partial Response</td>
</tr>
<tr>
<td>Process</td>
<td>0.8μm BiCMOS</td>
</tr>
<tr>
<td>Data Rate</td>
<td>200MS/s</td>
</tr>
<tr>
<td>Power Consumption</td>
<td>30mW at 200MS/s, 26mW at 100MS/s</td>
</tr>
<tr>
<td>Power Supply</td>
<td>3.3V</td>
</tr>
<tr>
<td>Size</td>
<td>0.5mm²</td>
</tr>
<tr>
<td>Coding Gain (BER = 10⁻⁶)</td>
<td>1.7dB at 200MS/s, 2.4dB at 100MS/s</td>
</tr>
</tbody>
</table>

two dicode decoders operating in a time-interleaved fashion. Each dicode consists of an analog core, a digital path memory, and a control-signal generator. Note that the analog signal processor is very small (smaller than the path memory), demonstrating the efficiency of the proposed analog realization.

The analog and digital parts are separated by an N-well connected to the power supply via deep contacts. This barrier reduces digital noise, generated by the CMOS digital circuitry, from being injected into the analog part of the decoder. Also, separate supply and ground lines are used for analog and digital circuits. Isolating analog circuitry from its digital surroundings is crucial in mixed-mode processor designs [96]. Besides the common-mode rejection property of the fully-differential implementation of the structure, in transferring digital signals from one point of the layout to the other, complementary signals are also transferred. This approach cancels any feedthrough from digital lines to analog circuitry to a first-order approximation. Furthermore, an attempt was made to maintain symmetry to exploit the differential nature of the circuits in the layout level. To further reduce the noise injected to the analog signals, double-poly S/H capacitors and critical poly resistors were put inside reverse-biased N-wells. Also, poly capacitors were employed to bypass the power and bias lines in unused areas throughout the layout. In addition, MOS capacitors were used to bypass the power lines by putting MOS devices underneath these lines. This increases the bypass capacitance without occupying additional space.

4.8. Summary

Analog Viterbi decoders result in significant savings in power and size, while operating at higher speeds compared to their digital counterparts. These advantages are mostly achieved by
eliminating the analog-to-digital converter. The problem of realizing a class-IV partial-response Viterbi decoder in the analog domain was addressed in this chapter. It was shown that such a decoder can be efficiently realized using a few simple building blocks. This goal was achieved by examining the difference-metric algorithm from an analog implementation point-of-view. The outcome was a new structure derived by exploiting the similarity between a traditional symbol-by-symbol threshold device and the difference-metric Viterbi detector. The analog decoder, named...
adaptive-threshold decoder was shown to be structure-wise faster than other reported decoders.

Since the speed of operation was our main concern, an attempt was made to further increase the speed before the analog decoder undergoes an integrated circuit fabrication process. However, to verify the validity of the proposed approach and its robustness in practice, a discrete circuit was prototyped. Experimental results were encouraging and an integrated version was constructed to demonstrate its high-speed operation. A substantial increase in the speed of the analog structure was made possible by developing a version of the difference-metric algorithm which eliminates the need of sampling and holding any intermediate signal. The new algorithm led to an input interleaved structure for which an integrated circuit was designed. The design was fabricated in a 0.8μm BiCMOS process, was tested, and achieved a speed of 100MS/s per dicode, corresponding to 200MS/s for the class-IV operation. Direct experiments on the class-IV decoder were limited to 100MS/s due to the test equipment limitations. The power consumption of the chip was 30mW from a 3.3V single power supply. The core area is 0.5mm², from which only 25% is dedicated to the analog circuitry.

Also, it was shown that the proposed structures are robust against imperfections that an analog design faces in practice. The proven advantages make the analog detector an extremely attractive alternative in commercial products for high-speed, low-power and small-size applications such as magnetic disk-drive storage.
In the previous chapter, it was mentioned that analog Viterbi decoders have the potential of being small, fast, and power efficient. An analog class-IV partial-response Viterbi decoder was addressed in detail, experimental results from an IC implementation were presented, and it was shown that the decoder indeed achieves the aforementioned advantages. However, the analog class-IV decoder was made possible because of two simplifications: The simplified (difference-metric or input-interleaved) algorithm and time interleaving. These sort of simplifications can not be done in general, nevertheless, the benefits gained through analog implementations can still be maintained. To extend the idea of analog realizations to general Viterbi decoders, a new approach should be taken. It is predicted that very soon this approach will find its first application in the disk-drive industry, where an ever-increasing demand in the storage density calls for more sophisticated signal processing, and consequently sequence detection techniques with increased number of states. The ExtendedPRS Viterbi decoders are good examples of sequence detectors for which
the aforementioned simplifications no-longer exist. Simplifications are possible, however, at the expense of a penalty in the performance [97].

Implementing Viterbi detectors in the analog domain has already been suggested [61-71]. The technique proposed in [63] is also applicable to decoding trellis codes [98]. However, in both cases the realization is practically limited to a hard decision detection. An attempt to extend this technique to a soft decision detection leads to a large number of diodes connected in series and requires an unreasonably high-voltage supply. Furthermore, it does not eliminate the need for an A/D, which is a basic motivation for an analog implementation.

The present chapter describes the attempts made towards exploiting the ability of simple analog circuitry in performing the required functions in the Viterbi decoder. Simplicity was a basic requirement since speed, size, and power consumption were the major concerns. The chapter starts with a general overview of the approach, followed by details of its circuit-level implementation. The IC implementation of two decoders will be explained and experimental results for one decoder will be given as a proof-of-concept. The decoders were implemented on a common silicon core and the chip was fabricated in a 0.8μm BiCMOS process. To save design time, digital path memories were not included on chip. As a result, experiments were carried up to 80Mb/s. However, simulations indicate that speeds on the order of a few hundred megahertz can be achieved. The power consumption of the decoder is estimated to be about 15mW/state drawn from a 5V single power supply.

It should be pointed out here that the implementation approach is general and can be used in error-correction coding systems (including convolutional codes), M-ary communications, and irregular trellises. For example, application of the technique to a quaternary dicode Viterbi decoder appears to be a likely candidate. The quaternary dicode scheme will be considered in detail in the next chapter, where the issue of an analog realization for a near-to-optimum decoder for a quaternary class-IV system is addressed.

The technique can be also used to realize a programmable Viterbi decoder. In the magnetic-recording application, the decoder can be programmed to detect signals having more spectral similarities to the spectrum of the actual read signal. As a result, less equalization would be required. The overall performance of the read channel improves, as noise enhancement of the equalizer is minimized. As well, the decoder can be incorporated in a feedback loop resulting in an adaptive-sequence detector. This is similar to having an adaptive equalizer followed by a fixed sequence detector, however, with less noise enhancement. Although the idea of adaptive equalization does
not seem to have met the industry requirements yet (most disk-drive companies presently make use of programmable equalizers), the idea is likely to be followed in future.

Finally, the implementation approach is extremely suitable for automated design of analog Viterbi decoders. The analog automation tool can extend down to a layout level and enables the analog design to be easily transferred from one technology to another [99].

5.1. General Overview

In an algorithmic realization of MLSD, the metric assigned to each state of the trellis is updated using the previous state metrics and the branch metrics. Each branch in the trellis corresponds to a transition between two states with its metric representing the distance of the received symbol from the noiseless signal resulting from that transition. In the case of additive white Gaussian noise, the error (distance) criterion is based on minimizing the squared Euclidean distance. The update mechanism takes place such that the accumulated error of the estimated sequence for each state is minimized. In a trellis with \( L = M^N \) states, there are \( M \) transitions initiating from or ending to each state, where \( M \) is the size of the alphabet and \( N \) is the memory size of the encoder.\(^1\)

As an example, figure 5.1 shows the trellis diagram for \( N = 2 \) and \( M = 2 \).

![Figure 5.1: A typical trellis diagram.](image)

From chapter 3, recall that the ACS performed by a Viterbi decoder can be described as\(^2\)

\[
m_i(k) = \max_j \{ m_j(k-1) - b_{ji}(k) \} \quad i = 0, 1, \ldots, L - 1 \quad \text{and} \quad j = 0, 1, \ldots, L - 1
\]

where \( m_i(k) \) is the metric of the \( i \) th state at time step \( k \) and \( b_{ji}(k) \) is the metric of the branch connecting state \( j \) at time \( k - 1 \) to state \( i \) at time \( k \). Also, recall that the branch metrics can be expressed as linear combinations of the received sample and some constant values.

---

1. Although only regular trellises fall in this category, the idea can be easily extended to irregular trellises as well.
2. Note that here, equivalently, the \( \min \) function has been converted to a \( \max \) function with an inversion in the sign of the branch metrics.
The above mathematical operation can be realized by the simple circuit depicted in figure 5.2. In this circuit, there is a one-to-one correspondence between diode branches and the branches of the trellis diagram. In other words, each branch of the trellis is represented by a diode branch. The threshold voltage of each diode is equal to the metric of its corresponding branch. Note that for those values of \(i\) and \(j\) for which there exists no transition between the states, the diode branches should simply be omitted. The previous state metrics are translated to voltage sources, driving the bus lines. The new values of state metrics appear as voltages at nodes 0 to \(L - 1\).

![Diagram of diode network used to realize the ACS function.]

Assuming sharp \(i - v\) characteristics for the diodes, only one diode turns on in each set and conducts current. For junction diodes and the accuracy needed in a typical Viterbi decoder, this assumption seems reasonable. We shall return to this point when circuit implementation issues are addressed.

The threshold-programmable diode is shown in figure 5.3.a. This diode is composed of a diode-connected BJT and a voltage source placed in the loop. Note that the negative swing of the voltage source should be limited to prevent saturation. Also, note that with the aforementioned assumption, the \(v_{BE}\) drops of the transistors will have negligible effect on the operation of the circuit. The floating voltage sources can be implemented by resistors fed by current sources as illustrated in figure 5.3.b. The current sources are proportional to the branch metrics and can be generated by combining the input sample with some DC values.

![Threshold-programmable diode.]

Figure 5.3: Threshold-programmable diode.
To avoid any destructive effects on the stored state metrics, two-stage S/Hs should be employed when feeding the new metrics back. While one stage is in track mode, sampling the new value of its corresponding state metric, the other is in hold mode, holding the previous value across the bus line. Although master-slave S/Hs can also be used, ping-pong S/Hs are preferred, as they provide the potential of doubling the speed. This is particularly important as the speed of operation is mainly limited by S/Hs. Figure 5.4 illustrates the idea. Note that the output buffer should provide a very small output impedance as it will be used to drive one of the bus lines in figure 5.2. Also, note that one such circuit is required per state.

![Two-stage S/H](image)

Figure 5.4: Two-stage S/H, a. master-slave, b. ping-pong.

As seen from (5.1), unbounded growth of the state metrics is an inherent problem of the Viterbi algorithm. To reduce the required dynamic range in internal calculations, several methods for normalizing the state metrics have been considered in a digital decoder [100]. Taking an average over the state metrics and subtracting it in each iteration, minimizes the required dynamic range. This optimum solution, not suitable for a digital realization, works well in our analog approach by employing a fast common-mode feedback (CMFB) circuitry. The CMFB operates on the new state metrics by continuously monitoring these metrics and trying to maintain a constant common-mode voltage for them.

The comparison results are the currents through the diodes. $L$ conducting diodes, each from one group in figure 5.2, which carry the currents should be detected. To sense the branch currents, either mirror transistors can be used or the collector currents of the diodes can be directed rather than being drawn from the buses. Figure 5.5 depicts a programmable diode with current sensing.

In the mirror-transistor approach, the collector-emitter voltage variations of the different diodes are typically not large as in the other approach. This results in $v_{BE} - i_C$ characteristics less affected by the output circuits. However, this effect is usually negligible and the latter approach is almost always preferred.

The sensed currents should be used to update the contents of the path memory. Memory management is beyond the scope of this chapter, however, the register-exchanged method, described in
Figure 5.5: Sensing the current of a programmable diode by a. employing a mirror transistor and b. directing the collector current.

chapter 4, can be retained here as well. To guarantee that suitable digital levels will be developed from the sensed currents, the use of comparators (either current or voltage) is helpful. However, this approach is only suggested for binary signaling schemes, since, otherwise these comparators should compare more than two signals. Alternatively, in a binary scheme, the voltages at the two bases of the diode transistors can be compared to generate the required digital data, eliminating the need for sensing the currents.

Finally, it should be mentioned that each set of diodes in the diode network described here can be viewed as a generalized differential cell which compares the base voltages and directs the maximum input (with a $v_{BE}$ drop) to the output taken from the common-emitter terminal. This equivalent approach has been taken in [71].

5.2. Circuit Realization

Having introduced a general overview of the analog implementation approach, more details of the functional blocks will be presented and circuit-level issues will be addressed in this section.

5.2.1. Ping-Pong S/H

The ping-pong S/H, shown in figure 5.4.b, consists of two basic S/Hs operating on a common input signal. A commutator directs the previous sample value, held by one of the S/Hs, to the output while the other S/H samples the new value of the input. The output buffer should exhibit a very high input and a very low output impedance. In a BiCMOS process, a combination of a MOS input-stage and a BJT output-stage is the best choice. Source follower and emitter follower stages were employed in our design. To keep the voltage swings within reasonable values, a PMOS source follower was chosen to alternate the level shifts introduced by two stages. As will be described shortly, the CMFB mechanism applies on the level shifts of the source-followers by
adjusting their biasing currents. It should be pointed out here that instead of one source follower at the output, two identical stages were used at the inputs of the commutator. This prevents charge transfer from the holding capacitors to the input capacitance of the MOS transistor. Figure 5.6 depicts the S/H circuit. In this figure, $\Phi_1$ and $\Phi_2$ are two non-overlapping phases obtained from a divide-by-two version of the master clock. The clock-generator circuit will be discussed later in this section.

![Figure 5.6: The ping-pong S/H circuit. Input and output are the new and previous state metrics of state $i$.](image)

### 5.2.2. CMFB Circuit

The need for a CMFB control and its efficiency in minimizing the required dynamic range of the circuits was explained earlier. In our implementation, shown in figure 5.7, this mechanism is applied by continuously monitoring the common-mode (CM) signal of all of the state metrics and adjusting a value added to all of them to keep the CM signal equal to a CM reference voltage. This is accomplished by changing the level shifts of the source-follower buffers in the S/H circuits through adjusting their biasing currents in a continuous-time feedback loop.

![Figure 5.7: The CMFB circuit.](image)

A simple small-signal analysis of the CMFB circuit is possible by connecting figure 5.7 to $L$ S/H circuits of figure 5.6 in a loop and considering the single-input equivalent circuit shown in fig-
Note that at each time, from 2L source followers, L fall outside the loop and their effects can be represented by their total gate capacitances. Also, note that in this circuit the sizes of transistors labeled "xL" are L times the sizes of their corresponding transistors in figure 5.6.

Figure 5.8: The equivalent circuit for analyzing the CMFB in presence of a change in the CM signal.

The small-signal dynamics of the above circuit can be better understood by breaking the loop and deriving a second-order approximation to the loop gain, G. The only high-impedance node of the circuit, node 1, gives rise to the dominant pole. Two other poles, associated with nodes 2 and 3, are predicted to be of equal order and their effect will be taken into account by introducing an equivalent pole, as described in [60]. The pole at node 4 is not expected to have a significant contribution to the loop gain in the frequency range of interest and its effect will be neglected for simplification. This is a reasonable presumption since the associated time constant is usually smaller than the time constants at nodes 2 and 3.

The dominant and two higher frequency poles are located at

\[
\begin{align*}
\omega_{p_1} &= 1 / (r_o C_1) \\
\omega_{p_2} &= g_{m_1} / C_2 \\
\omega_{p_3} &= g_{m_1} / C_3
\end{align*}
\]

where

\[
\begin{align*}
C_1 &= C_c + 2L(C_{g_2} + C_{g_3} + C_{g_{d_2}} (1 + g_{m_2} / g_{m_1})) \\
C_2 &= C_{d_{b_1}} + C_{g_{d_2}} (1 + g_{m_2} / g_{m_1}) + C_{s_1} + C_{s_{b_1}} \\
C_3 &= C_{g_{s_1}} + C_{s_{b_1}} + C_{d_{b_1}}
\end{align*}
\]

1. This approach is equivalent to approximating the third-order characteristic equation with a second order equation by neglecting the s' term. This is a valid approximation for frequencies well below \( \omega_{p_1} + \omega_{h_1} \).
are the total capacitances from nodes 1, 2, and 3 to ground and \( r_o \) is the output impedance of the differential amplifier. In these expressions, indexes 1 to 3 refer to transistors \( M_1 \) to \( M_3 \) in figure 5.6\(^1\).

The DC gain around the loop is

\[
G_0 = g_m r_o g_m / (2g_m)
\]

(5.8)

where \( g_m \) is the transconductance of the BJT in the differential amplifier.

Solving for \( 1 + G = 0 \), results in the following characteristic equation

\[
S^2 + \omega_{1p} S + G_0 \omega_{p1} \omega_{p2} = 0
\]

(5.9)

where \( 1/\omega_{p1} = 1/\omega_{p2} + 1/\omega_{p3} \), \( G_0 \geq 1 \), and \( \omega_{1p} \ll \omega_{p1} \) have been assumed.

Equation (5.9) results in two poles which can be expressed in terms of their \( Q \) factor and pole frequency. After some manipulations, the result is

\[
Q = \sqrt{\frac{g_m g_{m2} C_3 + (g_m / g_{m1}) C_2}{C_1}}
\]

(5.10)

\[
\omega_0 = \sqrt{\frac{g_m g_{m2}}{2C_1 (C_3 + (g_m / g_{m1}) C_2)}}
\]

(5.11)

Also, solving \(|G(j\omega_i)| = 1\) for \( \omega_i \) and plugging the result in \( PM = 180^\circ + \angle G(j\omega_i) \), yields an expression for the phase margin, \( PM \). The result, expressed in terms of the \( Q \) factor, is

\[
PM = \tan^{-1} \left( \frac{1}{\sqrt{\frac{1}{4} + Q^2 - \frac{1}{2}}} \right)
\]

(5.12)

### 5.2.3. Branch-Metric Generators

It was mentioned that the branch metrics (error signals) are usually expressed as linear combinations of the input sample and some DC values. As an example, (3.7) gives four metrics for a first order PRS Viterbi decoder. In constructing these combinations, both polarities of their generating components are usually required and the combinations are needed in the form of current signals. In

---

\(^1\) Note that transistors \( M_1 \) and \( M_2 \) are subject to body effect. This can be taken into account by including the effect on the transconductances.
an efficient realization, differential transconductors might be used to convert the input voltages to
differential currents. The resulting signals, with appropriate polarities, can be combined by simply
interconnecting the outputs of the transconductors. Since high linearity is usually not a require-
ment, differential pairs with degeneration are suggested because of their simplicity.

The error currents program the thresholds of the diodes shown in figure 5.2 by developing pro-
portional voltages across the resistors depicted in figures 5.3 and 5.5. To reduce the unnecessary
DC voltage drops across these resistors (and even eliminate them altogether), constant current
sources can be added to the combinations. These sources partially (entirely) bypass the biasing
currents of the differential cells from the resistors. The technique reduces the operating-voltage
requirement of the ACS circuitry and is suggested in low-voltage applications. Figure 5.9 illus-
trates the idea.

\[
\text{Figure 5.9: Reducing the DC threshold of the diodes by partially (entirely) bypassing the DC components of the error sig-
als.}
\]

5.2.4. Clock Generator

A symbol-rate synchronous clock is needed to update the path memory at the end of each iter-
ation. Such a clock is also required if comparators are employed after the ACS circuitry. Also, a
divide-by-two version of the clock should be used to control the ping-pong S/Hs. Two phases of
the latter clock are required as shown in figure 5.6. Non-overlapping is essential to guarantee pre-
vention of the destructive feedback, explained in section 5.1.

If comparators are used, their outputs should change only after the path memory is updated.
Figure 5.10 shows a typical timing diagram in which the path memory should be updated at the
falling edges of the clock. Track and Latch are used by the comparators which are assumed to be
latched comparators. The non-overlapping phases, \( \Phi_1 \) and \( \Phi_2 \) are also shown. These signals toggle the S/Hs after outputs of the comparators are latched.

The circuit depicted in figure 5.11 can be used to generate the required clocks from a single-
phase clock. In this circuit, a T flip-flop, formed by feeding the complementary output of a D flip-
flop back to its input, divides the frequency of the clock by two. The divided-by-two output is then converted to phases $\Phi_1$ and $\Phi_2$ by a a non-overlapping clock generator. To drive the D-flip-flop, two symbol-rate non-overlapping signals and their complementary overlapping signals are required. These signals are generated by another non-overlapping clock generator which works at the symbol rate. The symbol-rate clock signals required by the comparators are obtained from those outputs which satisfy the above timing diagram.

5.3. Design Examples

To investigate the feasibility of the proposed implementation approach in practice, two PRS Viterbi decoders were designed and fabricated on a common silicon core. Due to availability of the experimental setup\(^1\), a dicode decoder was chosen. Although this approach is not efficient in this special case\(^2\), it was fabricated to prove the concept. As well, an extended PRS decoder was designed to show that the approach can be easily extended to decoders with considerably higher number of states. The EPR4 scheme was chosen due to its future application in the read channels of magnetic recording systems. This scheme was described in section 2.5.4.

---

1. This setup was already used to test the decoder described in chapter 4.
2. For a preferred analog implementation of a dicode Viterbi decoder refer to chapter 4.
5.3.1. Binary Dicode: A Proof-of-Concept

Recall from chapter 3 that the trellis diagram of a dicode PRS scheme is a simple butterfly with four branch metrics given by (3.7) for $f_1 = -1$ and $h = 0.5$. This trellis is shown in figure 5.12. The implementation approach presented here results in the diode network also shown in figure 5.12. The threshold voltage of each diode is proportional to its corresponding branch in the trellis diagram. Furthermore, a constant value is added to prevent the threshold voltages from becoming negative.

![Trellis Diagram](image)

**Figure 5.12:** A dicode trellis diagram (a), and its corresponding diode network (b).

Applying the implementation method to the above decoder, the circuit depicted in figure 5.13 results. In this decoder, the diode shown in figure 5.3.b is used (i.e. without current sensing). Error signals are obtained by first converting the input signal, $y(t)$, and the DC signals to currents and then combining the currents with appropriate polarities. The biasing currents of the transconductance cells are absorbed by the bypass current sources, to prevent flowing excess DC currents in the resistors. As a result, the threshold voltages of two cross-coupled diodes fluctuate around the voltage generated by the DC components of the error signals plus the $v_{BE}$ drops of the transistors. Two outer diodes have fixed threshold voltages of $v_{BE}$. The transconductance cells and the bypass current sources connected to these diodes result in a net current of zero and are included to maintain matching.

An intuitive explanation was given earlier that the $v_{BE}$ drops introduced by the "on" diodes will not have a significant effect on the performance of the decoder. To investigate the effect, consider the generic circuit shown in figure 5.14. Assuming the exponential characteristic $i_E = I_S \exp \left( \frac{v_{BE}}{V_T} \right)$ for the transistors, straightforward analysis of the circuit yields the following expression for $v_e$

$$v_e = v_1 - e_1 - V_T \ln \left( \frac{I}{I_S} \right) + V_T \ln \left( 1 + e^{\frac{v_1 - v_1 + e_1 - e_2}{V_T}} \right)$$

(5.13)
Equation (5.13) can be applied to two metric generators in the dicode decoder\(^1\) and the results can be adopted by simulations to illustrate the effects of \(i - v\) dependency of the diodes on the performance of the decoder. Figure 5.15 depicts the simulation results in which the BER performance is plotted for different branch gains. As shown in figure 5.12, this gain is the proportionality coefficient in translating the branch metrics to threshold voltages of the diodes and is set by the transconductances of the V/I circuits and the resistors in the threshold-programmable diodes.

---

1. Note that \(I_S\) does not have any effect since the third term is constant and can be discarded in calculations.
Figure 5.15: Effect of the non-ideal $i - v$ characteristics of the diodes on the performance of the diode decoder for two branch gains.

This figure shows that performance degradation due to the differences in the $v_{BE}$ of different transistors (which result if the "on" diodes are partially on and do not carry all of the tail currents) is indeed negligible. However, this degradation becomes considerable as the branch gain is reduced. This is expected, since decreasing the gain results in having $v_{BE}$ differences comparable to threshold voltages of the diodes. Figure 5.16 illustrates the BER of the decoder as a function of the branch gain at $SNR = 12dB$.

As seen from figure 5.16, for very small gains the performance suddenly drops, however, even for practically-small gains the decoder nearly achieves its optimum performance. A gain of 0.2 develops threshold voltages in the range of -0.1 to 0.3 $V$, whereas much higher swings can be handled even with the transistors in diode-connected configuration. Had the collector of the transistors been connected to higher potential levels, higher-swing threshold voltages could have been established.
In the two-state dicode decoder, two S/Hs are used to feed the new state metrics back to the buss lines. The CMFB circuit keeps the CM signal of these lines equal to a CM reference voltage. This feedback loop was analyzed in section 5.2.2. A 3pF compensation capacitor was used. From (5.10), a $Q$ factor of 1 and a pole frequency of $290MHz$ is anticipated for the closed-loop poles. Consequently, from (5.12), a phase margin equal to $52^\circ$ should be obtained. Figure 5.17 illustrates the Bode plot of the actual open-loop circuit, obtained by SPICE. It can be seen that a $50^\circ$ phase margin and more than $30dB$ gain margin has been achieved.

![Bode plot](image)

Figure 5.17: Bode plot of the CMFB circuit in the binary dicode decoder obtained by SPICE.

Also, frequency and time domain SPICE simulations were carried on the actual CMFB circuit. Figure 5.18 depicts the results when the output is considered to be $V_{CMFB}$ in figure 5.7. From this figure, a $Q$ factor of 1.15 and a pole frequency equal to $300MHz$ are derived. Note that the fast roll-off in the frequency response, resulting from high frequency poles, could indeed be neglected in the frequency range of our interest (up to $\omega_0$).

![Frequency and time domain SPICE simulation results](image)

Figure 5.18: Frequency and time domain SPICE simulation results of the actual CMFB circuit.

The comparison results can be taken from the bases of the diode transistors. Two comparators
should be employed to compare the signals and output the digital information to update the path memory. Figure 5.19 depicts the comparator circuit. The circuit consists of a preamplifier stage, which amplifies the input in the track mode, and a bipolar latch which develops two complementary outputs, when the comparator is switched to the latch mode.

![Comparator Circuit Diagram](image)

Figure 5.19: The latched-comparator circuit.

### 5.3.2. Binary EPR4: A Real Application

In an EPR4 signaling scheme, the coding polynomial is represented by

\[
F(D) = (1 - D)(1 + D)^2
\]

(5.14)

Although the above polynomial can be realized by a time-interleaved structure [7], the parallel branches in this structure will not be independent due to the existence of cross-coupled connections. This implies that in the decoder side a linear filtering should be performed prior to the sequence detection\(^1\). The linear filter enhances the noise and degrades the performance.

Yet another implementation method for the EPR4 sequence detector is possible by viewing the signaling scheme as two concatenated systems. Consequently, the EPR4 signal can be decoded by two concatenated \(1 + D\) and \(1 - D^2\) decoders. However, to achieve the optimum performance, the

---

\(^1\) In fact, it can be easily shown that time interleaving by two results in the following decoder

which consists of a \(1 - D\) filter and two independent \((1 - D)^2\) detectors. The filter can be viewed as an equalizer which equalizes the received signal to a \((1 - D)^2(1 + D)^2 = (1 - D^2)^2\) encoded signal. Since this polynomial is a function of \(D^2\), the decoder can be realized by time interleaving two independent \((1 - D)^2\) decoders.
first decoder should provide the second decoder with enough information. For example, if the duo-binary decoder is the first one, it should decode the five-level EPR4 signal to a ternary signal. Furthermore it should output soft decisions, otherwise, the following class-IV decoder functions as a hard Viterbi decoder. Soft-output Viterbi decoders and their digital realizations have been studied in literature [101-104].

The complexity of the aforementioned implementations are not necessarily low. In fact, if the implementation approach introduced in this chapter is taken, one might conclude that the eight-state EPR4 decoder is more efficient than any one of the above solutions. Toward this end, consider the trellis diagram of the EPR4 signaling scheme shown in figure 5.20. In this trellis, each branch is labeled with its metric value. The branch metrics are obtained by applying the linearization method described in chapter 3.

Application of the implementation technique to the above trellis is an extension to the dicode decoder design. The procedure is straight-forward and will not be repeated here. Eight binary outputs update the contents of the path memory which, in a register-exchange configuration, consists of eight interconnected general shift registers. The decoded signal can be obtained by tracking the contents of one of the shift registers back to its very first stage. This shift register is selected by comparing eight state metrics and determining the maximum one. Alternatively, and in favor of reducing the design complexity, any one of the shift registers can be selected for a track back if a

---

1. For the same compensation capacitor, however, a slightly more damped CMFB loop results.
deeper path memory is available\(^1\).

### 5.4. Integrated-Circuit Implementation

An IC containing both the dicode and the EPR4 decoders was designed and fabricated. To save design time, the digital path memory was not included on the chip. Rather, comparators were employed to provide the serial and parallel loading controls for updating the off-chip path memory. To be able to drive the pads and the external circuitry, the comparator outputs were driven off-chip through open-collector differential pairs. Similar to chapter 4, the idea was to maintain flexibility in adjusting the output impedances, the driving capabilities, and the signal swings at the outputs of the chip.

The inputs to the decoders are the signals needed to generate the branch metrics. These are \( y(t) \) and \( V_{ref}/2 \) for the dicode and \( y(t), y(t)/2, V_{ref}/2, \) and \( V_{ref}/8 \) for the EPR4 decoder. Obviously, \( y(t)/2 \) and \( V_{ref}/8 \) can be obtained from \( y(t) \) and \( V_{ref}/2 \) in a real situation. The common-mode reference voltage was also input to the decoders.

The bias voltages, addressed in figure 5.13 and 5.19 were obtained from the biasing circuit shown in figure 5.21. Except for the transistor sizes and the off-chip current source, the circuit is similar to the circuit described in section 4.5.8.

![Biasing Circuit](image)

**Figure 5.21:** The biasing circuit.

The clock generator, depicted in figure 5.11, was used to generate the internal clocks from a single-phase off-chip master clock. This master clock, after phase adjustment, was also used to drive the path memory. The schematic of the inverter and transmission gates and the transistor sizes are given in figure 4.27. Those of the NOR gate is illustrated in figure 5.22.

It should be mentioned that all the MOS transistors in figures 5.13, 5.19, 5.21, 5.22, and 4.27 are minimum-length, except indicated, and have widths in \( \mu \)m specified in the figures. All the

---

\(^1\) This approach was taken for the decoder described in chapter 4.
BJTs are minimum size transistors available in the process.

5.5. Experimental Results

As it was mentioned earlier, due to the availability of the experimental setup, only the dicode decoder was tested. However, since the digital path-memory was left off-chip, the experiments were conducted at speeds much lower than what could have been achieved with a fully-integrated decoder. The path memory was implemented by wire-wrapping ECL shift registers. The local-optimum track back method, described in section 3.6.1, was followed. Figure 5.23 illustrates the experimental results at a speed of 50Mb/s. From this figure, it can be seen that the decoder performance indeed follows that of a Viterbi decoder. Almost similar results were obtained with a bit rate as high as 80Mb/s. However, with the off-chip path memory, careful adjustment of the phase of the memory clock relative to the master clock was required. The reference performance curve plotted in figure 5.23 was obtained from simulations. The sudden drop in the performance is caused by the truncated path memory and the local-optimum track back.

Figure 5.23: Measured BER performance of the dicode decoder at 50Mb/s. Note that a relatively-short path memory with the local-optimum track-back method has been used.
5.6. Layout

The dicode and EPR4 decoders were fabricated in a 0.8µm BiCMOS process\(^1\). The layout is illustrated in figure 5.24. The layout issues which improve the performance, and were addressed in section 4.7, were considered here as well.

![Layout diagram](image)

Figure 5.24: Layout of the dicode and EPR4 analog Viterbi decoders. A test dicode with test pads connected to some critical nodes is included in this layout as well.

The dicode decoder consists of a two-state analog processing core, a clock generator, and two

---

\(^1\) The NT BATMOS process, available through CMC.
bipolar comparators. Two differential buffers are used to connect the outputs of the comparators to the pads. Also, a second dicode, with some test pads connected to its critical nodes, is included in the layout. This dicode could be used during the tests if more investigation of the internal operation of the decoder was necessary.

As evident from the layout, the eight-state EPR4 decoder is a straight-forward extension to the dicode decoder. Eight comparators and output buffers connect the outputs of the analog processor to the outside world. The clock generator is a duplicate of that of the dicode decoder.

5.7. Summary

In the previous chapter it was shown that a class-IV partial-response Viterbi decoder could save area and power and operate faster when implemented in the analog domain. To extend the aforementioned advantages to other Viterbi decoders, a general approach to implementing Viterbi decoders in an analog fashion seems promising. The generality of the realization technique is essential, as simplifications can not always be done. This chapter started with proposing a new implementation approach. After describing the approach, its basic building blocks were considered in detail and some circuit-level issues were discussed.

To illustrate the feasibility of the realization technique, two design examples were given. A two-state dicode decoder was used to address the implementation issues. The decoder was fabricated in a 0.8μm BiCMOS process. To save design time, the digital path memory was not included. The decoder, with an off-chip path memory, was successfully tested and it was observed that speeds in the order of tens of Mb/s can be easily achieved. Had the path memory been fabricated as well, higher speeds should have be attained. This was confirmed by simulations, where speeds in the order of few hundreds of Mb/s were achieved. The power consumption of the decoder was measured to be about 15mW/state drawn from a 5V power supply.

More complicated decoders are straight-forward extensions to the above simple decoder. To show how this extension could be done, an extended partial-response scheme was chosen. This scheme was chosen since its Viterbi decoder was a relatively complicated decoder with eight states and could be used to illustrate the extensibility of the approach. Furthermore, it was predicted that very soon the scheme will find its first application in the disk-drive industry. This second Viterbi decoder was briefly described and also fabricated in the same chip. However, experimental results are yet not available.

Finally, it should be mentioned that the implementation approach is general and can be used in
error-correction coding systems, $M$-ary communications, and irregular trellises. The quaternary dicode scheme, which will be described in the next chapter, is a good example where application of the present approach in realizing its Viterbi decoder seems promising.
Chapter 6

Reduced-State Sequence Detection

The Viterbi algorithm provides a practical means of realizing an MLSD at much less complexity than a brute-force approach. However, the complexity of a Viterbi decoder is usually much more than that of a symbol-by-symbol detector. For example, in an $N$'th-order PRS scheme with an $M$-ary input signal, the implementation complexity of the Viterbi decoder is roughly $M^{N+1}$ times that of a DFE [105]. In general, in detecting a PR signal, DFE and VA are at the two extremes of the spectrum from a complexity point-of-view.

There has been a significant amount of work to achieve a near-to-optimum performance in detecting a signal which has been subjected to severe ISI at a reduced complexity [105]-[115]. In the reduced-state sequence detection (RSSD) approach, the complexity reduction is achieved by reducing the number of states in the trellis diagram. The idea is to group the states of the original trellis and replace each group with a single hyper-state. A decision-feedback mechanism is then incorporated to resolve the ambiguities resulted from these state groupings. This mechanism
causes the decoder to perform as a hybrid between a full-state sequence detector (with no state grouping) and a decision-feedback equalizer (when all of the states are grouped into one hyper-state). The sub-optimum degradation is minimized if the states are grouped in such a way that the minimum distance of the error events is maximized [116].

We start this chapter by establishing a strong connection between RSSD and DFE techniques. We will then show how this connection can be exploited to simplify the implementation problem of the RSSD decoder, through an illustrative example. The RSSD applied to quaternary class-IV PRS scheme will receive most of our attention in this chapter. Our primary motivation has been the search for a near-to-optimum, simple, fast, and low-power decoder for the QPRIV signal. It will be shown that all of these features can be achieved with an analog detector, similar to the one described in chapter 4. The results, however, can be used in digital realizations as well.

6.1. One-State Decoding: The DFE

RSSD can be viewed as an intermediate detection technique between two extremes of MLSD and DFE. To make this point clear, we start this chapter by analyzing the performance of the MLSD when all of its states are combined into one single hyper-state. The trellis diagram consists of only one state, connected to the same state at the previous time step with \(2^N\) parallel transitions. However, this number can be reduced to \(M\) if a decision feedback mechanism is used to give an estimate of the combined states from the previous time step. Assuming such an estimate exists and is represented by the vector \([\hat{x}(k-N) \ldots \hat{x}(k-1)]\), where \(\hat{x}(j)\) denotes the decoded output at time step \(j\), the trellis diagram shown in figure 6.1 results.

For the PRS system characterized by (2.1), the encoded signal associated with the transition labeled \(x_j(k)\) will be equal to \(h(x_j(k) + \sum_{i=1}^{N} f_i \hat{x}(k-i))\), where \(j = 0, \ldots, M-1\) and \(h\) is the normalizing gain given by (2.2). Correspondingly, there will be \(M\) branch metrics which based on the Euclidean distance measure can be expressed as

\[
B_j(k) = (y(k) - h(x_j(k) + \sum_{i=1}^{N} f_i \hat{x}(k-i)))^2, \quad j = 0, \ldots, M-1
\]
where \( y(k) \) is the sampled received signal and is contaminated by white Gaussian noise. Now, the VA can be invoked to update the hyper-state metric and the survivor sequence. From (3.1) the update mechanism results

\[
M_0(k) = \min_j \{ M_0(k-1) + B_j(k) \} \quad , j = 0, \ldots, M-1 \tag{6.2}
\]

The above minimization problem can be equivalently solved if the terms which are independent of \( j \) are dropped from the equation. As a result, and after some simplifications, (6.2), in conjunction with (6.1), reduces to

\[
M_0(k) = \min_j \left\{ x_j(k) \left( \frac{1}{2} x_j(k) + \sum_{i=1}^{N} f_i \hat{x}(k-i) - \frac{1}{h^*} y(k) \right) \right\} \quad , j = 0, \ldots, M-1 \tag{6.3}
\]

In an \( M \)-ary signaling scheme with input symbols equally spaced in the interval \([-1, 1]\), the symbols are given by \( x_j(k) = -1 + j\Delta \), where \( \Delta = 2/(M-1) \) is the separation between two adjacent symbol levels. For this system, one can easily show that if the metric value for \( j = r \) is smaller than those obtained for \( j = r \pm 1 \), that is if it is a local minimum, it will be the global minimum in (6.3). This, implies that finding the global minimum is equivalent to finding \( j \) such that

\[
-1 + (j - \frac{1}{2}) \Delta < \frac{1}{h^*} y(k) - \sum_{i=1}^{N} f_i \hat{x}(k-i) < -1 + (j + \frac{1}{2}) \Delta \quad , j = 0, \ldots, M-1 \tag{6.4}
\]

Expression (6.4) can be realized by a slicer with \( M \) equally-spaced levels. Note that for \( j = 0 \) the left-side inequality should not be checked, as all of the values below \(-1 + \Delta/2\) are detected as a "-1". A similar situation holds for \( j = M-1 \), where the right-side inequality should be discarded, as all of the values above \( 1 - \Delta/2 \) should lead to a "1".

Comparing the above expression with what the DFE implements (figure 2.9), reveals that the one-state sequence detector indeed functions as a DFE in recovering the data from the PR signal. Also, since the value of the state metric will not be propagated during the iterations, one does not need to calculate it at all\(^1\). The results of the comparisons expressed by (6.4) are only required.

The survivor extension simply takes place by adding the input symbol corresponding to the branch which minimizes (6.2) to the previous survivor sequence. Since there is no other competing sequence, the updated survivor gives the final decision made by the RSSD. Also, this decision will serve as the new estimate of the combined states once it is fed back.

\(^1\) Recall from chapter 3 that the number of propagating quantities can be as low as the number of states minus one.
6.2. Two-State Decoding of Binary PRS

Considering RSSD as a detection technique between MLSD and DFE, the next question arises is how one can take advantage of this fact to reduce the complexity of the detector. Since DFE is located at the lower-complexity end, a general answer to the above question is to exploit the feedback mechanism of the RSSD. To illustrate this issue, two-state decoding of binary-PRS, based on a trellis diagram obtained by grouping even and odd states into two separate hyper-states, is considered in this section. Regardless of any applications, which may exist or not, the example seems to be very useful in illustrating the concept.

For a PRS system characterized by (2.1), with normalized signals, the two-state trellis is shown in figure 6.2.

\[ [\hat{x}_0(k-N), \hat{x}_0(k-N+1), ..., \hat{x}_0(k-2) \]  

\[ [\hat{x}_1(k-N), \hat{x}_1(k-N+1), ..., \hat{x}_1(k-2) \]  

Figure 6.2: Two-state trellis of a binary-PRS system resulted from grouping even and odd states. The branch labels show the pairs of normalized uncoded; encoded signals.

In the above figure, the last \( N - 1 \) decoded outputs for hyper-states 0 and 1 are denoted by \([\hat{x}_0(k-N), \hat{x}_0(k-N+1), ..., \hat{x}_0(k-2)]\) and \([\hat{x}_1(k-N), \hat{x}_1(k-N+1), ..., \hat{x}_1(k-2)]\) respectively, and \( h \) is given by (2.2).

From the encoded signals shown in figure 6.2, the branch metrics can be calculated. Applying these metrics to the difference-metric algorithm results in the update mechanism given by (3.4) with

\[ b_{00}(k) - b_{10}(k) = 2h^2 \left( \frac{1}{h} y(k) + f_i - \frac{1}{2} \sum_{i=2}^{N} f_i \hat{x}_0(k-i) \right) \]  

(6.5)

\[ b_{10}(k) - b_{01}(k) = 2h^2 \left( \frac{1}{h} y(k) - f_i - \frac{1}{2} \sum_{i=2}^{N} f_i \hat{x}_1(k-i) \right) \]  

(6.6)

\[ b_{00}(k) - b_{11}(k) = 2h^2 \left( \frac{1}{h} y(k) - \frac{1}{2} \sum_{i=2}^{N} f_i (\hat{x}_0(k-i) + \hat{x}_1(k-i)) \right) \left( 1 + f_i - \frac{1}{2} \sum_{i=2}^{N} f_i (\hat{x}_0(k-i) - \hat{x}_1(k-i)) \right) \]  

(6.7)

\[ b_{01}(k) - b_{00}(k) = 2h^2 \left( \frac{1}{h} y(k) - \frac{1}{2} \sum_{i=2}^{N} f_i (\hat{x}_0(k-i) + \hat{x}_1(k-i)) \right) \left( 1 - f_i - \frac{1}{2} \sum_{i=2}^{N} f_i (\hat{x}_0(k-i) - \hat{x}_1(k-i)) \right) \]  

(6.8)

and the decision regions separated by threshold levels.
where

\[
\Delta T = 2h^2 \left[ f_1 - \frac{1}{2} \sum_{s=2}^N \alpha_s (k-i) - \tilde{x}_1 (k-i) \right] \quad (6.11)
\]

Starting from any set of two initial states of \(2j; \ 2j+1\) for \(j = 0, 1, \ldots, N/2 - 1\) (i.e. \(\sum_{i=2}^N \alpha_i (k-i) - \tilde{x}_1 (k-i) = 0\)), (6.9) and (6.10) result in two threshold levels of \(T \pm 2f_1 h^2\). Depending on the polarity of \(f_1\), one of the middle decision regions in (3.4) will be discarded. Assuming \(f_1 > 0\), only one of the three survivor extensions shown below can take place.

From the three new sets of states, two are of the form of the starting set. The other set can be categorized as \(4j+2; \ 4j+1\) for \(j = 0, 1, \ldots, N/4 - 1\). This category for which \(\sum_{i=2}^N \alpha_i (k-i) - \tilde{x}_1 (k-i) = 2f_2\) is, in turn, bootstrapped to serve as the starting states in the new iteration with the threshold levels of \(T \pm 4h^2 (f_1 - f_2)\), obtained from (6.9), (6.10), and (6.11). Similarly, the new survivor extensions depend on the polarity of \(f_1 - f_2\). As an example, for \(f_1 - f_2 > 0\) these extensions are shown in figure 6.4.

From the three estimates of the new states, two belong to the starting category. The other estimate described by \(8j+2; \ 8j+5\) for \(j = 0, 1, \ldots, N/8 - 1\), leads to a new category with threshold levels equal to \(T \pm 4h^2 (f_1 - f_2 + f_3)\). Again, based on the polarity of \(f_1 - f_2 + f_3\) survivor extensions can be taken.

---

1. For \(f_1 < 0\) a similar approach can be taken.
sions and consequently the new state estimates are determined. This process is repeated \( N \) times, where at the end none of the estimated sets is new. This completes all of the pairs of the estimated states through which the RSSD algorithm ever passes. It can be shown that all the remaining sets (out of \( 2^2(N-1) \)) will not occur, since, these states eventually lead to the categories described above, where a reverse transition does not exist. Note that all of the update values required in the update mechanism can be calculated from (6.5) for each one of the estimated sets.

The above discussion shows that the two-state RSSD can be viewed as a difference-metric algorithm with threshold and update values determined from the previous state estimates. This tightly relates the decision feedback part of the RSSD with its sequence detection nature from an implementation point-of-view.

### 6.2.1. Binary EPR4

EPR4, characterized by \( F(D) = 1 + D - D^2 - D^3 \), is chosen as an example to illustrate what the RSSD architecture, described above, looks like in a typical realization. Following the general procedure, the first step initiating from states 0:1, 2:3, 4:5, and 6:7 either keeps the RSSD decoder in one of these states or leads it to one of two pairs of 2:1 and 6:5. These new states, in turn, result in either an estimate from the starting category, or the pair 2:5, through the second step. Finally, from this new estimate, the decoder is either returned back to the starting category, or remains in the current states. This last step wraps up the procedure, resulting in only 7 possible estimated pairs of states from which the RSSD decoder passes through during the iterations. All other 9 remaining sets will bring the RSSD decoder to one of the above 7 sets, where a reverse transition does not exist.

Furthermore, the update values and the threshold levels required for each one of the estimated pair of states can be calculated from (6.5), (6.9), (6.10), and (6.11). After some manipulations, the results can be summarized in the following update equation

\[
\Delta m(k) = \alpha T - \begin{cases} T - \Delta T & \text{if } \Delta m(k-1) < T - \Delta T \\ \Delta m(k-1) & \text{if } T - \Delta T \leq \Delta m(k-1) < T + \Delta T \\ T + \Delta T & \text{if } T + \Delta T \leq \Delta m(k-1) \end{cases}
\]

(6.12)

where \( T, \Delta T, \alpha \), and the new state estimates are given in table 6.2 for all of the above 7 state pairs.

Note that this significant reduction in complexity has been achieved at the expense of a penalty in the noise performance of the decoder. By combining 8 states of the MLSD decoder into only 2 states, the minimum distance of the error events will drop from 1 to \( 1/\sqrt{2} \), corresponding to 3\( dB \).
loss from the $6dB$ coding gain. Figure 6.5 illustrates the BER performance of the MLSD and RSSD decoders, obtained from simulations. That of the DFE is also shown.

![Figure 6.5: Noise performances of the MLSD and RSSD applied to the binary-EPR4 scheme.](image)

### 6.3. Two-State Decoding of Quaternary Class-IV

It was mentioned in chapter 2 that a QPRIV system has been recently proposed for high-rate data transmission over unshielded twisted-pair cables. For the specific application considered here, extremely low-cost transceivers are desired [117]. Therefore, MLSD, realized by the VA, is favored only if a detector solution of low-enough complexity exists. Although it was shown that for a binary class-IV system such a solution is known, a sub-optimum decoder seems to be more promising in the case were multi-level signals are employed. Towards this goal, reduced-state sequence detection of multi-levelPRS has been studied [115], resulting in a difference-metric algorithm for multi-level class-IV signals [118]. Furthermore, a VLSI implementation for a QPRIV transceiver employing a reduced 2-state Viterbi decoder is recently proposed [42].

The purpose of the work here is to develop the Viterbi algorithm for decoding a quaternary
class-IV signal from an analog implementation point-of-view. As it was demonstrated in chapter 4, for the binary scheme analog implementations offer viable alternatives to their digital counterparts and result in high-speed decoders with significant savings in the size and power consumption. Here, the goal is to extend the binary-decoder structure to the quaternary system by first reducing the number of states of the trellis to two and then applying the difference-metric algorithm, or more appropriately the input-interleaved algorithm, to the two-state trellis. Also, it is shown that the derived algorithm here is a simplified version of the difference-metric algorithm described in [118] and can be alternatively used in a digital realization. We shall refer to this algorithm as the "reduced-state simplified difference-metric algorithm" in this thesis.

6.3.1. Reducing the Number of States

A quaternary dicode signaling scheme leads to a trellis diagram shown in figure 6.6.a. It has been shown that if the four states of this trellis are reduced to two, by combining the even states into one hyper-state and the odd states into another hyper-state, a significant reduction in the complexity of the sequence detector results with a negligible penalty in the performance [115]. However, the reduced-state trellis will contain some parallel branches, as shown in figure 6.6.b.

![Figure 6.6](image)

Figure 6.6: Full-state and two-state trellis diagrams of the quaternary dicode scheme. Branch labels represent the pairs of the normalized uncoded; encoded signals.

Similar to the approach presented in chapter 3, one can easily show that the branch metrics of the full-state decoder are given by

$$b_{ji} (k) = \frac{j-i}{3} (y(k) + \frac{j-i}{6}) \quad j = 0, 1, 2, 3, \quad i = 0, 1, 2, 3$$ (6.13)

However, combining the states leads to ambiguities in deriving branch metrics in the reduced-state decoder, since now there is more than one transition between each two subsequent states. The branch metrics, $B_{ji} (k)$, can take any of the values

1. Recall that a class-IV system is usually realized by time-interleaving two independent dicodes.
The above ambiguities can be only avoided if the algorithm is provided with enough information to resolve four parallel transitions between each two subsequent hyper-states. These parallel transitions are further illustrated in figure 6.7.

\[ B_{ji}(k) = b_{ji}(k) \quad J = 0, 1 \quad j = J, J + 2 \]
\[ \quad I = 0, 1 \quad i = I, I + 2 \]  

(6.14)

Figure 6.7: Parallel transitions resulted from state grouping. The pairs of normalized-encoded signal; branch metric are also shown.

Using estimates of the combined states for each hyper-state at time step \( k - 1 \), eliminates two of each four parallel transitions. Two remaining transitions can be resolved by applying a threshold decision on the received signal. Starting from known initial states, a decision-feedback mechanism completes the loop by boot-strapping the new state estimates to be used in the next iteration.

**6.3.2. Reduced-State Simplified Difference-Metric Algorithm**

The first step mentioned above in resolving the ambiguities in the branch metrics of the reduced-state decoder, namely estimating the combined states, leads to four different cases (four different combinations of the estimated states) in which the Viterbi algorithm can potentially proceed. This reduces each set of four parallel transitions to a set of two. Further resolution is possible through the second step which gives the most-likely transitions in a sub-optimum manner by slicing the input signal\(^1\). The threshold levels of the slicer can be determined from the encoded signals shown in figure 6.7. Having resolved the parallel transitions, the difference-metric algorithm given by (3.4) (with \( b_{ji} \) and \( \Delta m \) replaced by \( B_{ji} \) and \( \Delta M \), respectively) can be invoked. Tables 6.2 to 6.5 summarize the results. Each table corresponds to one of the four different combinations of the estimated states with entries representing the resolved branch metrics. Survivor extensions are also shown. In addition to updating the path memory, estimated states required for the next iteration of the algorithm, should be also determined from these extensions.

\(^1\) Note that the slicing described here is equivalent to resolving the first three bits in the binary representation of the signal in [118].
Table 6.2: Resolving parallel transitions in the RSSD of the quaternary dicode PR signal. Estimates of hyper-states 0 and 1 = states 0 and 1.

<table>
<thead>
<tr>
<th>y(k)</th>
<th>( B_{00}(k) )</th>
<th>( B_{01}(k) )</th>
<th>( B_{10}(k) )</th>
<th>( B_{11}(k) )</th>
<th>Survivor Extension</th>
</tr>
</thead>
<tbody>
<tr>
<td>-2/3</td>
<td>( \frac{2}{3}(-y(k)+\frac{1}{3}) )</td>
<td>(-y(k)+\frac{1}{2})</td>
<td>( \frac{1}{3}(-y(k)+\frac{1}{6}) )</td>
<td>( \frac{2}{3}(-y(k)+\frac{1}{3}) )</td>
<td></td>
</tr>
<tr>
<td>-1/3</td>
<td>( \frac{2}{3}(-y(k)+\frac{1}{3}) )</td>
<td>( \frac{1}{3}(-y(k)+\frac{1}{6}) )</td>
<td>( \frac{1}{3}(-y(k)+\frac{1}{6}) )</td>
<td>( \frac{2}{3}(-y(k)+\frac{1}{3}) )</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>( \frac{1}{3}(-y(k)+\frac{1}{6}) )</td>
<td>( \frac{1}{3}(-y(k)+\frac{1}{6}) )</td>
<td>( \frac{1}{3}(y(k)+\frac{1}{6}) )</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>-1/3</td>
<td>( \frac{1}{3}(-y(k)+\frac{1}{6}) )</td>
<td>( \frac{1}{3}(-y(k)+\frac{1}{6}) )</td>
<td>( \frac{1}{3}(y(k)+\frac{1}{6}) )</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>-2/3</td>
<td>( \frac{1}{3}(-y(k)+\frac{1}{6}) )</td>
<td>( \frac{1}{3}(-y(k)+\frac{1}{6}) )</td>
<td>( \frac{1}{3}(y(k)+\frac{1}{6}) )</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.3: Resolving parallel transitions in the RSSD of the quaternary dicode PR signal. Estimates of hyper-states 0 and 1 = states 0 and 3.

<table>
<thead>
<tr>
<th>y(k)</th>
<th>( B_{00}(k) )</th>
<th>( B_{01}(k) )</th>
<th>( B_{10}(k) )</th>
<th>( B_{11}(k) )</th>
<th>Survivor Extension</th>
</tr>
</thead>
<tbody>
<tr>
<td>-2/3</td>
<td>( \frac{2}{3}(-y(k)+\frac{1}{3}) )</td>
<td>(-y(k)+\frac{1}{2})</td>
<td>( \frac{1}{3}(y(k)+\frac{1}{6}) )</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>-1/3</td>
<td>( \frac{2}{3}(-y(k)+\frac{1}{3}) )</td>
<td>( \frac{1}{3}(-y(k)+\frac{1}{6}) )</td>
<td>( \frac{1}{3}(y(k)+\frac{1}{6}) )</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>( \frac{1}{3}(-y(k)+\frac{1}{6}) )</td>
<td>( \frac{1}{3}(-y(k)+\frac{1}{6}) )</td>
<td>( \frac{1}{3}(y(k)+\frac{1}{6}) )</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>-1/3</td>
<td>( \frac{1}{3}(-y(k)+\frac{1}{6}) )</td>
<td>( \frac{1}{3}(-y(k)+\frac{1}{6}) )</td>
<td>( \frac{1}{3}(y(k)+\frac{1}{6}) )</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>-2/3</td>
<td>( \frac{1}{3}(-y(k)+\frac{1}{6}) )</td>
<td>( \frac{1}{3}(-y(k)+\frac{1}{6}) )</td>
<td>( \frac{1}{3}(y(k)+\frac{1}{6}) )</td>
<td>( \frac{2}{3}(y(k)+\frac{1}{3}) )</td>
<td></td>
</tr>
</tbody>
</table>
Table 6.4: Resolving parallel transitions in the RSSD of the quaternary dicode PR signal. Estimates of hyper-states 0 and 1 = states 2 and 1.

<table>
<thead>
<tr>
<th>y(k)</th>
<th>$B_{00}(k)$</th>
<th>$B_{01}(k)$</th>
<th>$B_{10}(k)$</th>
<th>$B_{11}(k)$</th>
<th>Survivor Extension</th>
</tr>
</thead>
<tbody>
<tr>
<td>-2/3</td>
<td>0</td>
<td>$\frac{1}{3}(-y(k) + \frac{1}{6})$</td>
<td>$\frac{1}{3}(-y(k) + \frac{1}{6})$</td>
<td>$\frac{2}{3}(-y(k) + \frac{1}{3})$</td>
<td></td>
</tr>
<tr>
<td>-1/3</td>
<td>0</td>
<td>$\frac{1}{3}(-y(k) + \frac{1}{6})$</td>
<td>$\frac{1}{3}(-y(k) + \frac{1}{6})$</td>
<td>$\frac{2}{3}(-y(k) + \frac{1}{3})$</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>$\frac{1}{3}(y(k) + \frac{1}{6})$</td>
<td>$\frac{1}{3}(y(k) + \frac{1}{6})$</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>-1/3</td>
<td>$\frac{2}{3}(y(k) + \frac{1}{3})$</td>
<td>$\frac{1}{3}(y(k) + \frac{1}{6})$</td>
<td>$\frac{1}{3}(y(k) + \frac{1}{6})$</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>-2/3</td>
<td>$\frac{2}{3}(y(k) + \frac{1}{3})$</td>
<td>$\frac{1}{3}(y(k) + \frac{1}{6})$</td>
<td>$\frac{1}{3}(y(k) + \frac{1}{6})$</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.5: Resolving parallel transitions in the RSSD of the quaternary dicode PR signal. Estimates of hyper-states 0 and 1 = states 2 and 3.

<table>
<thead>
<tr>
<th>y(k)</th>
<th>$B_{00}(k)$</th>
<th>$B_{01}(k)$</th>
<th>$B_{10}(k)$</th>
<th>$B_{11}(k)$</th>
<th>Survivor Extension</th>
</tr>
</thead>
<tbody>
<tr>
<td>-2/3</td>
<td>0</td>
<td>$\frac{1}{3}(-y(k) + \frac{1}{6})$</td>
<td>$\frac{1}{3}(y(k) + \frac{1}{6})$</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>-1/3</td>
<td>0</td>
<td>$\frac{1}{3}(-y(k) + \frac{1}{6})$</td>
<td>$\frac{1}{3}(y(k) + \frac{1}{6})$</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>$\frac{1}{3}(-y(k) + \frac{1}{6})$</td>
<td>$\frac{1}{3}(y(k) + \frac{1}{6})$</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>-1/3</td>
<td>$\frac{2}{3}(y(k) + \frac{1}{3})$</td>
<td>$\frac{1}{3}(y(k) + \frac{1}{6})$</td>
<td>$\frac{1}{3}(y(k) + \frac{1}{6})$</td>
<td>$\frac{2}{3}(y(k) + \frac{1}{3})$</td>
<td></td>
</tr>
<tr>
<td>-2/3</td>
<td>$\frac{2}{3}(y(k) + \frac{1}{3})$</td>
<td>$\frac{1}{3}(y(k) + \frac{1}{6})$</td>
<td>$\frac{1}{3}(y(k) + \frac{1}{6})$</td>
<td>$\frac{2}{3}(y(k) + \frac{1}{3})$</td>
<td></td>
</tr>
</tbody>
</table>
To further explain how these tables are obtained, consider, as an example, state 0 as the previous estimate of the hyper-state. This reduces the four candidates for the transition from hyper-state 0 to the same hyper-state, shown in figure 6.7.a, to only those two which initiate from state 0. Considering the fact that 0 and 2/3 are two encoded signals associated with these transitions, applying a threshold level of 1/3 to the received signal, \( y(k) \), uniquely specifies the final transition and consequently the corresponding branch metric the reduced-state decoder should use. As a result, the entries of the first column of table 6.2 are determined. The ending state resulting from this particular transition is also resolved. This fact is being used in deriving the last column which illustrates the survivor extensions. All the other entries of the above tables can be obtained in a similar manner.

It is interesting to note that the case described by table 6.3 will never occur simply because there exist transitions from this case to other cases (tables 6.2, 6.4, and 6.5), but, not vice versa. This is in agreement with the adjacency relation in [118] which states that two most-likely states should remain adjacent during the iterations. Also, note that some of the adjacent decision regions given in these tables need not to be resolved at all. The last three rows of table 6.2 show an example. Similar situations can be found in other tables. Extending the decision feedback to update the threshold levels of the threshold device, effectively reduces the number of comparators required in the analog implementation.

The rows of tables 6.2, 6.4, and 6.5 can be divided into two categories. Category-I, for which the new estimated states are independent of the computations and only depend on the decisions made by the threshold device and category-II, for which these estimations depend on the results of the algorithm, as well. As an example, the first and three last rows of table 6.2 belong to category-I, whereas two other rows fall in category-II. The difference-metric algorithm described by (3.4) applied to the members of category-I reduces to very simple update mechanisms each with only three survivor extensions. It is not difficult to see that these update mechanisms and their corresponding survivor extensions can be expressed by one of the two following expressions

\[
\Delta M(k) = \begin{cases} 
T - 1/9 & \text{if } \Delta M(k-1) < T - 1/9 \\
\frac{T - 1/9 - \Delta M(k-1)}{T} & \text{if } T < \Delta M(k-1) \\
-T + 1/9 & \text{if } \Delta M(k-1) < T - 1/9 \\
\frac{T - 1/9 - \Delta M(k-1)}{T} & \text{if } T < \Delta M(k-1)
\end{cases}
\]

(6.15)

\[
\Delta M(k) = \begin{cases} 
T - 1/9 & \text{if } \Delta M(k-1) < T - 1/9 \\
\frac{T - 1/9 - \Delta M(k-1)}{T} & \text{if } T < \Delta M(k-1) \\
-T + 1/9 & \text{if } \Delta M(k-1) < T - 1/9 \\
\frac{T - 1/9 - \Delta M(k-1)}{T} & \text{if } T < \Delta M(k-1)
\end{cases}
\]

(6.16)

where \( T \) is a threshold level derived from (3.4) in conjunction with tables 6.2, 6.4, and 6.5 for each one of the members of this category.
In contrast to the above, applying the difference-metric algorithm directly to category-II does not lead to a similar simplification. However, such a simplification is indeed possible if \( y(k) \) is further resolved. The required resolution imposes four additional threshold levels of \( \pm 1/6 \) and \( \pm 1/2 \) to the above tables. This extra one-bit resolution is available in a digital realization, since the number of bits in the binary representation of the signal almost always exceeds 4. It is not difficult to see that in each one of the resulted sub-regions, the decision criteria given by (3.4) will be reduced to only three. As well, in each one of the two sub-regions resulted from each member of category-II, one of the two following expressions applies

\[
\Delta M(k) = \begin{cases} 
-T & \Delta M(k-1) < -T \\
\Delta M(k-1) & -T < \Delta M(k-1) < T \\
T & T < \Delta M(k-1) \\
0 & T < \Delta M(k-1)
\end{cases}
\]

\[\Delta M(k) = \begin{cases} 
-T & \Delta M(k-1) < -T \\
\Delta M(k-1) & -T < \Delta M(k-1) < T \\
T & T < \Delta M(k-1) \\
0 & T < \Delta M(k-1)
\end{cases}
\]

(6.17)

(6.18)

where \( T \) is a positive threshold level, again obtained from (3.4) in conjunction with tables 6.2, 6.4, and 6.5 for each one of the sliced sub-regions.

The results of the above arguments are summarized in table 6.6. Assuming that estimates of the combined states are available from the previous iteration, the appropriate update equation, the threshold level, \( T \), and the new estimates of the hyper-states can be obtained from this table. These information are given for different ranges of the received signal (normalized to noiseless peaks of \( \pm 1 \)) determined by applying it to a slicer with threshold values given in the first column of the table. Note that for the sliced regions which fall in category-II, only one of the state estimates is available before any calculations. The other state can be estimated at the end of the iteration.

As an example, the decision regions, the algorithm output, and the survivor extensions for the first row of the first column, three-first rows of the second column, and five-first rows of the third column of table 6.6 (first, two-first, and three-first rows of tables 6.2, 6.4, and 6.5, respectively), from category-I, and for the second and third rows of the first column of table 6.6 (second row of table 6.2), from category-II, are illustrated in figure 6.8.

6.3.3. The Analog Architecture

The above arguments suggest that the problem of Viterbi detection of a quaternary dicode can be changed to that of a binary one\(^1\). However, the difference-metric algorithm should be supplied

---

1. See section 4.2.
Table 6.6: The reduced-state simplified difference-metric algorithm applied to the two-state trellis of a quaternary dicode PRS scheme.

<table>
<thead>
<tr>
<th>Estimated States</th>
<th>0, 1</th>
<th>2, 1</th>
<th>2, 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>-2/3</td>
<td>(6.15)</td>
<td>[\frac{1}{6} (y(k) - \frac{1}{2})]</td>
<td>2, 3</td>
</tr>
<tr>
<td>-1/2</td>
<td>(6.17)</td>
<td>[\frac{1}{3} (y(k) - \frac{1}{2})]</td>
<td>x</td>
</tr>
<tr>
<td>-1/3</td>
<td>(6.18)</td>
<td>[\frac{1}{3} (y(k) - \frac{1}{6})]</td>
<td>x, 1</td>
</tr>
<tr>
<td>-1/6</td>
<td>(6.17)</td>
<td>[\frac{1}{3} (-y(k) + \frac{1}{6})]</td>
<td>0, 1</td>
</tr>
<tr>
<td>-1/6</td>
<td>(6.15)</td>
<td>[\frac{1}{3} (y(k) + \frac{1}{6})]</td>
<td>x</td>
</tr>
<tr>
<td>-1/3</td>
<td>(6.18)</td>
<td>[\frac{1}{3} (-y(k) - \frac{1}{6})]</td>
<td>0, 1</td>
</tr>
<tr>
<td>-1/2</td>
<td>(6.16)</td>
<td>[\frac{1}{3} (-y(k) - \frac{1}{6})]</td>
<td>0, 1</td>
</tr>
<tr>
<td>-2/3</td>
<td>(6.15)</td>
<td>[\frac{1}{3} (y(k) + \frac{1}{6})]</td>
<td>0, 1</td>
</tr>
</tbody>
</table>

with threshold levels derived from the previous state estimates and the results of slicing the input signal. These threshold levels are shifted versions of the sampled input signal (possibly with a sign change) and are easy to calculate. The first step is to slice the input signal, \( y(k) \), and generate six digital signals corresponding to six rows of table 6.6. Five comparators, which compare \( y(k) \) with five equally-spaced threshold levels, followed by four AND gates provide six mutually exclusive outputs. The slicing boundaries should all be biased with a DC value depending upon the previous estimates. Figure 6.9 depicts the idea. In this figure, the pairs of estimated states 0;1, 2;1, and 2;3 are indicated by I, III, and V respectively.

A simple look at the threshold values, \( T \), given in table 6.6 shows that the appropriate polarity of the input signal and the required DC shifts to construct two upper and lower threshold levels can be ruled by the slicer outputs and the previous state estimates. The signals for controlling the polarity of \( y(k) \), \( P_u \) and \( P_l \), and selecting the DC shifts, \( L_u^{-1/2}, L_u^{-1/6}, L_u^{1/6}, L_u^{1/2}, L_u^{5/6}, L_l^{-1/2}, L_l^{-1/6}, L_l^{1/6}, \) and \( L_l^{1/2} \), can be generated by the typical combinational circuits shown in figures 6.10 and 6.11. Here, subscripts are used to distinguish between the upper and lower threshold
Figure 6.8: Difference-metric algorithm applied to: a. first row of the first column (first row of table 6.2), b. three-first rows of the second column (two-first rows of table 6.4), c. five-first rows of the third column (three-first rows of table 6.5), d. second row of the first column (second row of table 6.2 for $1/2 < y(k) < 2/3$), and e. third row of the first column (second row of table 6.2 for $1/3 < y(k) < 1/2$) of table 6.6.

Figure 6.9: Slicing the input signal with five comparators and by making use of the previous state estimates.

levels, whereas superscripts denote the values of the required DC shifts.

Limiting mechanisms expressed by (6.15) to (6.18) are used to update the difference signal. In updating this signal, the polarity should be positive if either (6.15) or (6.17) applies, negative if either (6.16) or (6.18) applies and the difference signal does undergo an update, and reversed if either (6.16) or (6.18) applies but the difference signal does not undergo the update. As a result, the polarity of the updated difference signal can be set by a control signal generated by the circuit.
Figure 6.10: A typical combinational circuit for generating signals which set the polarity of the input signal in constructing the upper and lower threshold levels.

Figure 6.11: A typical combinational circuit for generating signals which set the DC values in constructing the upper and lower threshold levels.

shown in figure 6.12. In this figure, $E_a$ is a signal which indicates when either (6.15) or (6.17) is effective, and $Q_u$ and $Q_l$ correspond to the latched outputs of the comparators in the adaptive
threshold detector (figure 4.3).

![Diagram](image)

Figure 6.12: Generating the control signal which sets the polarity of the difference-metric signal. A “1” at the output corresponds to a positive polarity and a “0” to a negative polarity. AND gates are redrawn from figure 6.11.

At the end of each iteration, the new estimates of the combined states should be bootstrapped to be used in the next iteration. Again, table 6.6 can be employed to generate these estimates. While for the first and last rows of this table (category I) estimates are available soon after the start of the iteration, for the middle rows (category II) they depend on the calculations. However, to prevent any destructive feedback effect, the results should be latched and only fed back at the start of the next iteration. It is straight-forward to see that the circuit in figure 6.13 is capable of generating the new estimates based on the information given in the above table.

Finally, path memory of the decoder should be updated at the end of each iteration. With quaternary signals, this memory should be constructed from two-bit storage elements interconnected similar to what was shown in figure 4.4. In fact, path memory is a two-bit, but deeper, version of this circuit. Figure 6.14 illustrates the path memory structure. Update rules come from the memory extensions shown by (6.15) to (6.18) and the new inserted words for each hyper-state are the estimates generated by the circuit of figure 6.13. In the usual cases where the quaternary scheme has been chosen to reduce the baud rate of the overall binary communication system, the inserted bits can be selected such that the detected two-bit words are directly mapped to the original binary data by converting them into a serial bit stream. Note that unlike the binary decoder, the comparator outputs do not directly control the registers, but through the simple logic circuit depicted in figure 6.15. This circuit adds simultaneous parallel loading of both shift registers, required in the quaternary decoder, to other loading features of the binary path memory.

It should be mentioned that the circuits shown here are typical and the control signals can be
6.3.4. Performance Evaluation

When resolving the parallel transitions by the slicer, the decisions made by these devices are reliable since the distance between two branches initiating from each state is larger than the minimum distance of the error events of the sequence detector. Consequently, the performance degra-
Generating signals for updating the path memory. Each signal controls the serial/parallel loading of its corresponding shift register. A "1" corresponds to a serial shift and a "0" to a parallel load.

Circuit-level block diagram of the analog quaternary decoder. Bold lines indicate multi-signal connections.

dation of the decoder and the error propagation effect are expected to be negligible. This, can be confirmed by comparing the minimum distance of the error events in the two-state trellis diagram with that in the four-state diagram. Figure 6.17.a shows typical minimum-distance events (starting from state 0), which give rise to errors in both of the full-state and reduced-state decoders. However, due to combining state 2 with state 0 in the reduced-state decoder, there still exist other error events with the same distance. These additional error events are shown in figure 6.17.b.

Following the error analysis in appendix B, the probabilities of events shown in figures 6.17.a and b can be calculated as $(3/4)^n Q(1/(3\sqrt{2}\sigma))$ and $(1/2)(3/4)^n Q(1/(3\sqrt{2}\sigma))$, respectively. Here, similar to the appendix, $n = N_e - N$ represents the length of the error sequence corresponding to the error event with the length of $N_e$. SER of the full-state and reduced-state decoders can be calculated by employing (B.2) and considering the fact that each minimum-distance error
event entails $n$ symbol errors. This yields

$$\text{SER (MLSD)} = 24Q\left(\frac{1}{\sqrt{5}} 10^{\frac{\text{SNR}}{20}}\right)$$  \hspace{1cm} (6.19)

$$\text{SER (RSSD)} = 39Q\left(\frac{1}{\sqrt{5}} 10^{\frac{\text{SNR}}{20}}\right)$$  \hspace{1cm} (6.20)

in which (2.10) has been employed to express the results in terms of SNR.

Pre-coding, used in systems with DFE detection approach, is useful in reducing the SER even with MLSD when multi-level signals are employed [12]. This technique applied to the quaternary scheme, results in error events with one incorrect symbol at the beginning and another incorrect symbol at the end of the event [118]. Consequently, (6.19.a and b) in the presence of pre-coding reduce to

$$\text{SER (MLSD)} = 12Q\left(\frac{1}{\sqrt{5}} 10^{\frac{\text{SNR}}{20}}\right)$$  \hspace{1cm} (6.21)

$$\text{SER (RSSD)} = 18Q\left(\frac{1}{\sqrt{5}} 10^{\frac{\text{SNR}}{20}}\right)$$  \hspace{1cm} (6.22)

The above equations clearly show that the SER performance of the RSSD decoder is only 62.5% worse than that of the MLSD decoder. Furthermore, in the presence of pre-coding this degradation drops to 50% (a minor decrease). More sensitivity of the reduced-state decoder to error propagation due to the decision-feedback mechanism accounts for this decrease. However, this error-propagation effect is negligible, as expected.

Figure 6.18 illustrates the noise performances of the full-state and reduced-state decoders, obtained from simulations, as well as theory. In simulating the RSSD, the architecture shown in figure 6.16 was used. The results are shown both in the presence and absence of pre-coding. From this figure, it can be seen that the reduced-state decoder presented here follows the theoretical pre-
dictions, causes a negligible degradation in the coding gain compared to the full-state decoder, and has a performance equivalent to that of the algorithm described in [118].

![Figure 6.18: Noise performances of the quaternary dicode RSSD and MLSD decoders, obtained from theory and simulations. That of the DFE is also shown. The performances are plotted in the absence (a) and presence (b) of pre-coding. Note that (6.20) and (6.21) are not accurate at low SNR.](image)

### 6.4. Summary

Reduced-state sequence detection is a sub-optimum detection technique which reduces the implementation complexity of the maximum-likelihood sequence detector at the expense of some penalty in its noise performance. The reduction in complexity is achieved by decreasing the number of states of the trellis diagram. A decision-feedback mechanism is then incorporated to prevent total loss of information. This mechanism causes the decoder to perform as a hybrid between a full-state sequence detector (corresponding to the full-state trellis) and a decision-feedback equalizer (corresponding to the single-state trellis). From an implementation stand-point, the realization problem of the reduced-state sequence detector can be answered by demonstrating its connection with the decision feedback equalizer, from one side, and the maximum-likelihood sequence detector, from another side.

In this chapter, after investigating the aforementioned connections, it was shown that by properly exploiting the decision-feedback mechanism and employing it in the Viterbi algorithm, the goal of implementing the decoder at the desired reduced complexity can be achieved.

Being a suitable scheme for high-rate data transmission over band-limited channels, quaternary class-IV drew most of our attentions in this chapter. Since this scheme results in a relatively complex trellis diagram, sub-optimum decoders are particularly useful in this case. Also, to obtain a high-speed low-complexity decoder, analog implementations are strong alternatives. As a result,
the Viterbi algorithm for decoding a quaternary class-IV signal with a reduced-state trellis was developed from an analog implementation point-of-view and an analog architecture for realizing the reduced-state algorithm was proposed. The goal was to extend the existing binary-decoder structure to the quaternary system by applying the difference-metric algorithm, or more appropriately the input-interleaved algorithm described in chapter 4, to the reduced two-state trellis of the quaternary system. Although the preliminary motivation has been an analog implementation, the results can alternatively be used in digital realizations as well.
Partial-response signaling, first proposed for data transmission, has now found more applications in other areas such as magnetic recording. Consequently, sequence-detection techniques, and in particular the Viterbi algorithm, for detecting a partial-response signal in a noisy environment has drawn a lot of attention. The challenge is to realize the Viterbi algorithm such that the compatibility with other parts of the system is maintained. These usually include small size, low power, and high speed in today’s most, if not all, applications. Magnetic recording and miniature data transceivers are two important examples in which the aforementioned requirements are essential.

Toward realizing the Viterbi algorithm in an efficient way, analog implementations have shown to be viable alternatives to their traditional digital counterparts. The key idea is to eliminate the power-hungry analog-to-digital converter at the front-end of the receiver. However, other savings may be accompanied if the algorithm is carefully examined from an analog-implementation perspective.
Described in this thesis was another attempt for realizing the Viterbi algorithm in the analog domain. Partial-response sequence detectors were of special interest, however, other applications were addressed as well. Beside chapter 1, which was an introduction to the work, a brief summary of what was covered in this thesis is presented in the next section. Some potential areas of research and future directions are then suggested.

7.1. Conclusions

In chapter 2, the partial-response concept, modeling, and applications were explained. The symbol-by-symbol detection technique based on decision feedback equalization for detecting a noisy partial-response signal was reviewed and an approximate approach for the error analysis, which takes into account the effects of error propagation, was introduced. The approach applied to binary and quaternary class-IV partial-response schemes was verified by simulations.

Maximum-likelihood sequence detection of partial-response signals was considered in chapter 3. In particular, a general difference-metric Viterbi algorithm applied to a two-state trellis diagram was developed. From this algorithm, a new derivation of the difference-metric algorithm for decoding a dicode signal was proposed. The proposed algorithm was named the input-interleaved algorithm, since it was shown in chapter 4 to result in a very fast and efficient analog realization with an interleaved input structure. Also introduced in chapter 3, was the maximal-distance approach to the partial-response codes. It was shown that if the coding polynomial of the system satisfies some certain properties, the loss in the signal-to-noise ratio can be asymptotically recovered by the sequence detector. This loss is due to the increased number of levels and can not be combatted by the symbol-by-symbol detector. Implementation issues such as path-memory truncation, signal limiting, and computational accuracy were discussed at the end of the chapter.

Chapter 4 described one of the most important contributions of the current thesis. Two novel analog architectures for realizing a class-IV partial-response Viterbi decoder were introduced. These were the adaptive-threshold architecture, based on the adaptive-threshold interpretation of the decoding algorithm, and the input-interleaved architecture, based on the new input-interleaved algorithm. The robustness of these structures to analog imperfections such as offsets and mismatches was investigated. Two actual realizations of these decoders were reported. A discrete prototype, based on the first architecture, and an integrated decoder, based on the latter architecture, were constructed and tested. The experimental results confirmed the validity of the approaches and their feasibility of implementation. The integrated decoder was fabricated in a 0.8\(\mu\)m BiCMOS process in a 0.5\(\times\)2 silicon area and was shown to be able to decode a 200\(M\)Symbols/s class-IV
signal with a total power consumption of 30 mW drawn from a 3.3 V single power supply.

To extend the idea of analog realizations to the Viterbi algorithms for which simplifications of the sort of the difference-metric algorithm are not applicable, a novel implementation technique was introduced in chapter 5. The technique was shown to be quite general, covering a variety of other applications such as convolutional coding and M-ary digital communication. Two partial-response decoders were designed and fabricated in a 0.8 μm BiCMOS process. A prove-of-concept dicode decoder was chosen to illustrate the feasibility of the approach. Also, an extended partial-response scheme was fabricated to demonstrate the extendibility of the approach to relatively complicated sequence decoders. The latter scheme was chosen as it was predicted to find its first application in the new generation of computer hard disks. The experimental results of the dicode decoder were presented, confirming the feasibility of the approach. The second decoder has not been tested yet due to test-equipment limitations. It should be mentioned that digital path memories were not included on the chip for these decoders to save design time. As a result, speeds up to 80 Mb/s were achieved. Simulations, however, show that much higher speeds are attainable if the path memory is included on the chip.

Since the work presented in chapter 4 could also be applied to some reduced-state sequence detectors, chapter 6 was devoted to the implementation issues of these sub-optimum detectors. The complexity reduction compared to the maximum-likelihood sequence detector was investigated by fully exploiting the decision feedback mechanism in the decoder. This was illustrated through examples, where it was shown how the analog sub-optimum decoders benefit these exploitations. Finally, a quaternary class-IV partial-response scheme and its reduced-state decoder (which in fact had partly motivated the work) were explained as the major part of this chapter. A new algorithm, shown to be suitable for an analog implementation, was developed. Furthermore, the algorithm was shown to be equivalent to an existing one, but, less complex. It should be pointed out here that the full-state decoder for this signaling scheme could be alternatively implemented following the general approach introduced in chapter 5.

In conclusion, it was shown through system-level and circuit-level analysis and simulations as well as experiments that analog approaches are not only feasible in implementing digital sequence detectors, but they outperform their digital counterparts in a variety of applications. Although the primary motivations were applications which do not demand a sophisticated signal processing prior to detection, the simplicity of the analog decoder may compensate for the possible increase in the complexity of the preceding circuitry if the idea of analog decoders is extended beyond these
applications.

7.2. Future Directions

In addition to searching for new applications where analog sequence detectors are beneficial, more tightly related subjects can be proposed as extensions to the work presented in this thesis. These cover a variety of system-level and circuit-level aspects of which some are briefly addressed below.

CMOS implementations of the implemented decoders (chapters 4 and 5) are desired by many industrial companies. Lower cost and more compatibility with the existence of digital circuits and processes are the most important advantages over BiCMOS implementations. Nevertheless, the leading company in this area employs an advanced BiCMOS processes for state-of-the-art production.

In addition to being motivated by the existence of a real application, a complete circuit realization for the reduced-state quaternary class-IV decoder discussed in chapter 6 seems to be very helpful in demonstrating the extendibility of the analog realization concept, and its advantages, to cases where only digital realizations have been considered for so far. This can be considered as a major step toward exploring more applications for analog sequence detectors.

Applying the automatic-layout generation tools to the implementation approach presented in chapter 5 facilitates the generation of the layout and post-simulation of the analog decoders and biases the industry more toward using the analog-realization approaches in their future products.

Soft-output Viterbi decoders are being actively pursued in many applications. However, due to implementation-complexity issues, these decoders have not become very popular so far. Generating soft decisions which contain more information than an ordinary Viterbi decoder at its output, a soft-output Viterbi decoder is perhaps an even more likely candidate for an analog implementation. Preliminary investigations by the author show the feasibility of the idea, although no published work was found in this open area.

A real maximum-likelihood detector results only if the received signal undergoes the sequence detection which is matched to the encoder. Although an intermediate equalization is essential in compensating any mismatches, it enhances the noise at the same time. By properly absorbing the equalizer (even partly) into the sequence detector, the amount of the enhanced noise can be minimized (This can be achieved by adjusting the polynomial coefficients in a partial-response scheme,
for example.). The implementation technique of chapter 5 seems to be flexible enough to let the designer combine a part of the equalizer with the sequence detector. Apparently, using a decoder with a larger number of states improves this flexibility as more degrees of freedom will be available in programming the sequence detector.

Another step toward combining the equalizer and sequence detector is to exploit the flexibility of adjusting the sequence detector to realize an adaptive Viterbi decoder. This can be accomplished by employing the aforementioned programmable sequence detector in a feedback loop. Magnetic read channels are good potential applications for adaptive Viterbi decoders. However, many other applications may be found as well.
Appendix

Error Analysis of a Partial-Response System

A. Symbol-by-Symbol Detection

A PRS system with a DFE-based symbol-by-symbol detector is shown in figure 2.9. In this figure, if the $N$-previous samples of the input signal and their detected values are denoted by $x(k-1), \ldots, x(k-N)$ and $\hat{x}(k-1), \ldots, \hat{x}(k-N)$ respectively, one can easily show that

$$z(k) = x(k) + \frac{1}{h} n(k) + e(k)$$  \hspace{1cm} (A.1)

where

$$e(k) = \sum_{i=1}^{N} f_i(x(k-i) - \hat{x}(k-i))$$  \hspace{1cm} (A.2)

reflects part of the noise contributed by error propagation.
Assuming equi-probable equally-spaced input symbols, straight-forward analysis yields

\[ SER = 2^{M-1} \frac{1}{M} P \left( \frac{1}{h} n(k) + e(k) > \frac{\Delta}{2} \right) \]  

(A.3)

for the symbol-error rate of the detector. Here,

\[ \Delta = \frac{2}{M-1} \]  

(A.4)

is the interval between two adjacent levels at the output of the slicer.

A lower bound on the symbol-error rate can be found by ignoring the error propagation (i.e. setting \( e(k) = 0 \)). This bound can be expressed by

\[ SER = 2^{M-1} \frac{1}{M} Q \left( \frac{h\Delta}{2\sigma^2} \right) \]  

(A.5)

where \( Q(\ldots) \) is the cumulative Gaussian distribution function defined by [9]

\[ Q(x) = \frac{1}{\sqrt{2\pi}} \int_x^\infty e^{-t^2/2} dt \]  

(A.6)

and \( \sigma^2 \) is the variance of the channel noise.

**B. Sequence Detection**

In the detection of a sequence, errors always occur in groups. The optimum path diverges from the actual path upon the occurrence of the first error of the group. Depending on the trellis diagram, the detected path can merge with the actual path only after a minimum number of transitions between states. In an \( N \)'th-order PRS system, if the number of transitions during each error event is \( N_e \) (\( N_e > N \)), then the actual length of the error sequence is \( n = N_e - N \), since the last \( N \) detected transitions have to be correct. Associated with each error event, three sub-events can be identified. The probability that a particular error event occurs, can then be described in terms of the probability of each one of these sub-events.

The first sub-event is that the optimum path is equal to the actual path at the time the first error of the error event occurs. The probability of this sub-event is not easy to calculate, however, since the probability that this sub-event is not true is of the order of the probability of error, it can be approximated by unity.
The second sub-event is that if the error sequence is added to the input sequence, the result should be an allowable sequence. In an $M$-ary PRS scheme with independent equi-probable equally-spaced (with a separation of $\Delta$) inputs, if the $i$'th element of the error sequence, $e_i$, is equal to $\pm i\Delta$, only $M - |i|$ values of the corresponding input are permissible. As a result, the probability of the second sub-event is equal to $\prod_{i=1}^{N} (M - |i|) / M$, where the multiplication spans over the entire error sequence.

The third sub-event occurs if the noise terms added to the signal, over the length of the error event, are strong enough to make the wrong estimate more likely than the actual sequence. With independent and identical Gaussian noise components of variance $\sigma^2$, the probability of this sub-event is equal to $Q(d/(2\sigma))$, where $d$ is the Euclidean distance between the transmitted signal and its estimate and $Q(\ldots)$ is given by (A.6).

The probability of a particular error event can be computed by combining the above arguments. The result is

$$P_{ee} = (\prod_n^{M-|i|} M) Q\left(\frac{d}{2\sigma}\right)$$

To calculate the symbol-error probability, one should note that among the different error events those which provide the minimum Euclidean distance, $d_{min}$, are the most-likely ones and usually dominate the error-rate expression at moderate-to-high SNR. This expression can be derived by discarding all the other events and weighting each minimum-distance error event, $e_{min}$, by the number of symbol errors it entails, $w(e_{min})$. The result is the following upper bound which, incidentally, is rather tight at high SNR

$$SER = \sum_{e_{min}} w(e_{min}) \prod_n^{M-|i|} M Q\left(\frac{d_{min}}{2\sigma}\right)$$

Here, the summation takes place over all error events with Euclidean distances equal to $d_{min}$. 
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