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Abstract

PERFORMANCE ANALYSIS OF A QUASI-SYNCHRONOUS DS-CDMA WIRELESS LOCAL LOOP SYSTEM

by Richard Wai Shing Lee.


Department of Electrical and Computer Engineering, University of Toronto.

In this thesis, a quasi-synchronous reverse link system is proposed as an alternative to the existing DS-CDMA system, such as the IS-95, to provide the wireless local loop services. The goal of quasi-synchronizing the reverse link transmissions is to reduce multiple access interference, which is a major factor that limits the system capacity of a CDMA system.

In the thesis, a synchronization scheme is proposed to achieve the 1/2 chip synchronization in the reverse link of a wireless local loop system. Analytical expression for the reverse link synchronization time is derived. Comparison of the performance for a coherent synchronization system and a non-coherent system is given. Recommendations are presented to reduce the effect of multiple access interference on the synchronization time. In the second part of the thesis, high spectral efficiency modulation schemes are found to increase the barrier that limits the cell capacity for systems using orthogonal spreading codes. The performance in terms of frame error rate for different modulation and coding schemes is obtained through simulation. Finally, the use of receiver antenna diversity and directional transmitter antennas to increase coverage and reduce multiple access interference is also presented. Simulation results are obtained to analyze the overall capacity for the reverse link of a wireless local loop system in various situations.
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Chapter 1

Introduction

In the past few years, the liberalization of telecommunications services in many countries has caused high competition among telephone companies with the challenges of providing basic telephone services, enlarging existing capacity and managing infrastructure in a speedy and cost-efficient way. Radio becomes ideal for use in the local loop. The generic term used to describe telephone systems where the final link to a fixed location is made using radio is known as radio in the local loop (RLL) or wireless local loop (WLL). The use of radio instead of copper wire to connect telephone subscribers has a number of advantages: it provides quick deployment of telephone services to developing countries where the need for telecommunications far exceeds the ability to install wireline infrastructure in a timely manner, it has a low initial installation cost, its maintenance costs are also far lower than the costs for wired networks. Finally, the radio infrastructure can easily be dismantled and re-installed in another area.

As shown previously radio not only provides a convenient medium for mobile communications, it also has many advantages in providing fixed network access. Currently due to the cost consideration of redesigning a WLL system, many operators and manufacturers are using the existing mobile cellular equipment to provide the local loop services. As will be demonstrated later, because of the difference in service requirements and channel characteristics, the mobile cellular architecture should be modified to gain more capacity for use in fixed wireless systems.

The following sections give a brief description for different multiple access schemes,
using different techniques in DS-CDMA WLL systems, such as synchronous reverse link transmission and different coding and modulation schemes.

1.1 Multiple Access Schemes

In today's digital cellular systems, numerous users transmit to and receive from the same base station simultaneously through three major types of multiple-access techniques namely, frequency division multiple access (FDMA), time division multiple access (TDMA), and code division multiple access (CDMA). In FDMA, the frequency spectrum is divided into segments and assigned to different users. Thus, users' signals are orthogonal in frequency. In TDMA, each user transmits for a fraction of time over the whole spectrum. Since users' signals are transmitted at different time, they are orthogonal in time. Finally, in the CDMA technique users' digital signals are spread over the entire frequency spectrum with different spreading codes that, ideally, should have very low correlation among each other. At the base station, different users' signals are then recovered by correlating the received signals with the assigned spreading codes. The process is known as despread.

Ideally, in a single cell system, the performance of the three multiple-access techniques is the same for systems using the same modulation scheme\(^1\). That is the number of users that can be accommodated is equal to the total available spectrum, \(W\), divided by the required date rate, \(R\), assuming that all systems use BPSK modulation and Nyquist pulse shape with no excess bandwidth. However, this ideal performance can never be achieved in practice due to interference caused by the adjacent channels in both FDMA and TDMA system. Therefore, guard bands and guard times are always required to minimize the adjacent channel interference. For CDMA the non-perfect synchronization of transmissions among users and the existence of multipath cause high interference to all users, called multiple access interference (MAI).

In a multiple cell environment, a fair comparison for the performance of the three different multiple-access schemes becomes very difficult. And the result depends on the availability of technologies, the environment of operations, and the assumptions

\(^1\)It is assumed that the CDMA system employs orthogonal spreading codes.
The two major issues that cause degradation in system capacity in a terrestrial mobile wireless network are the multi-user interference and the multipath propagation [3]. The first problem is solved in the CDMA system by spreading each user’s signal such that the multi-user interference can be modelled by Additive White Gaussian Noise (AWGN) which is the interference that communications engineers are familiar with (e.g. coding and modulation performance are well known for AWGN channel). In an environment with multipath propagation, different replicas of the signal arrive with different delays. For TDMA and FDMA systems with narrow-band signals, these replicas cannot be resolved and they are combined constructively or destructively causing fading. For a CDMA system the replicas of the wide band spread spectrum signal with different delays that are greater than one chip period can be resolved and combined constructively using a RAKE receiver [4]. Another economic benefit of CDMA is its potential to provide higher cell capacity over FDMA or TDMA. This is due to its feature of universal frequency reuse. Thus, in CDMA, the entire frequency band is shared by every user in all cells, which not only relieves the need for frequency planning, it also increases the cell capacity. Due to these superior features, CDMA has been adopted as the second North American digital cellular standard, called the IS-95 [5].

1.2 DS-CDMA Systems for Mobile Communications

1.2.1 Transceiver Model

A typical structure of a DS-CDMA transmitter/receiver pair is shown in Figure 1.1. At the transmitter, the user’s data stream $d(t)$ is first spread by a unique spreading sequence $c(t)$ to occupy a much wider bandwidth. The signal is then modulated to a carrier at frequency $\omega_c$. If we denote the bandwidth of the spreading code to be $W = 1/T_c$ and the data rate to be $R = 1/T_b$, the processing gain, which is defined as
Figure 1.1: Block diagram for a DS/CDMA transceiver

The bandwidth expansion, is expressed as

\[ M = \frac{W}{R} = \frac{T_b}{T_c}, \tag{1.1} \]

where \( T_b \) is the bit symbol interval and \( T_c \) is the chip interval.

The transmitted signal is then given by

\[ s(t) = \sqrt{E} \sum_{i=-\infty}^{\infty} d_{i/M} c_i h(t - iT_c) \cos(\omega_c t), \tag{1.2} \]

where \( \sqrt{E}, d_i, c_i \) are the signal amplitude, data sequence, and chip sequence, respectively. \( M \) is the processing gain given in (1.1) and \( h(t) \) is the chip pulse shape. \( \lfloor x \rfloor \) denotes the largest integer smaller than or equal to \( x \).

At the receiver front end, the received signal \( r(t) \) is expressed as

\[ r(t) = \sum_{k=1}^{N_u} \sum_{l=1}^{L} \alpha_{k,l} s_k(t - \tau_{k,l}) + n(t), \tag{1.3} \]
where $N_u$, $L$, $\alpha$, $\tau$, $\sigma$ are the number of users, number of paths, fading amplitude, time delay, and carrier phase, respectively. $n(t)$ is a background noise process with power spectral density $N_o/2$. Other symbols are defined in (1.2). This received signal is then demodulated and despread by the corresponding user's spreading code. The decision variable is obtained by integrating and sampling the demodulated signal with period $T_b$ and is given as

$$y = \pm M\sqrt{E} + \psi + \eta.$$  

(1.4)

The first term is the desired signal, second term is the multiple-access interference, and the last term is an AWGN sample.

The statistics of the fading amplitude and the multiple-access interference are the two most important factors in determining the performance of a CDMA system. A brief review of these topics is given in the below sections.

1.2.2 Multiple Access Interference

Multiple access refers to the simultaneous transmissions by numerous users to a common receiving point. In a CDMA system, all users share the whole spectrum in all cells. Therefore, a spreading sequence having noise-like auto-correlation\(^2\) and uniformly low cross-correlations with any other spreading sequences is assigned to each user. A commonly used pseudo-noise (PN) sequence is generated by a set of linear feedback shift registers (LFSR) which has a maximum period of $2^n - 1$, where $n$ is the number of stages of the feedback shift registers [6]. In IS-95, the long code and short code are generated by a LFSR with maximum period called m-sequence; the long code has a period of $2^{42} - 1$ and the period of the short code is equal to $2^{15}$.

The noise-like correlation property of m-sequences is realized only when full period correlation (FPC) is employed at the receiver. Full period correlation is impractical when the PN sequence used has a long period such as those used in IS-95. This is because long acquisition time in most communications systems is intolerable. Also to support a given data rate in the available spectrum, the correlation period is usually limited (e.g. the correlation period is 64 chips per coded bit for IS-95). In this case, most receivers use partial period correlation (PPC). In a system that adopts partial

---

\(^2\)the auto-correlation function for additive white noise is a delta function
segments are masked onto the coded bit before transmission.

![Partial sequence correlation](image)

Figure 1.2: Partial sequence correlation

Analyzing the partial correlation property of PN sequences involves finding the correlation for all PN sequences with different code phase offsets. Even for PN sequences with moderate length, it becomes an intractable task. One approach is to find a set of sequences in which each sequence has good randomness properties. When the period of the spreading code is much longer than the observation period, the small segment of the m-sequences can be approximated by a random sequence [6]. Figure 1.2 describes the partial sequence correlation for a sequence of rectangular chip pulses. If we assume the use of rectangular chip pulse and for an observation period of $M$ chips, we can express the correlation function as a summation of two random variables (rv's) $r_1 = \Delta c_1 c_{i+D}$ and $r_2 = (1 - \Delta) c_1 c_{i+D}$, where $c^1$ and $c^2$ are independent random sequence with $c_1$ and $c_{i+D}$ equal to 1 or -1 and $D$ is the chip offset between the sequences. $r_1$ and $r_2$ then take on value $\pm \Delta$ and $\pm (1 - \Delta)$, respectively. We denote $E_c$ be the chip energy for the rectangular pulse and $T_c$ be the chip period. Then the correlation between two spreading codes for $D > 1$ \(^3\) is given as

$$R = \sum_{i=1}^{M} E_c (r_1 + r_2).$$  \hspace{1cm} (1.5)

For $M \gg 1$, we apply Central Limit Theorem and the correlation, $R$, becomes Gauss-

\(^3\)In practice different users in a CDMA cellular system are assigned the same PN sequence with different offsets and $D \gg 1$.\n
Multiple access interference (MAI) is then a result of the non-zero cross-correlation among spreading codes.

The above analysis of MAI assumes the use of random spreading sequence. It has been shown that after despreading, the interference power is approximately reduced by the processing gain [7]. The multiple access interference increases as the number of users in the system increases. This accounts for the lower cell capacity for using CDMA in a single cell system as compared to TDMA and FDMA. We can improve the capacity of a CDMA system by assigning orthogonal spreading codes to the users in the same cell. This is done in the forward link (the transmissions from the base station to the mobiles) of IS-95. In a point to multipoint transmission, the base station is able to coordinate all the transmissions of the orthogonal signals. As a result, interference only arises from other cells (inter-cell interference). However, for a systems operating in a multipath environment, interference caused by users of the same cell (intra-cell interference) and interference coming from the delayed version of the desired signal (inter-path interference) still exist and cause performance degradation to CDMA systems.

In the reverse link (transmissions from mobiles to the base station), the coordination of users' transmission becomes impossible as rapid movement of users causes problem in maintaining synchronization. As a result, users are usually assigned long period PN spreading codes instead.

### 1.2.3 Multipath Fading Channel

The complex low-pass equivalent impulse response of the multipath channel for the \( k^{th} \) user is written as [8]

\[
h_k(t) = \sum_{l=1}^{L} \alpha_{k,l} \delta(t - \tau_{k,l}) e^{-j\theta_{k,l}},
\]

\[\sigma^2 = E_c(1 - 2\Delta + 2\Delta^2)M.\]
where $\alpha_{k,l}$, $\gamma_{k,l}$, and $\theta_{k,l}$ are the signal amplitude received from the $l^{th}$ path, the time delay of the $l^{th}$ path relative to the first path and the random phase shift, respectively. The average number of resolvable paths, $L$, is then given by

$$L = \left\lceil \frac{T_D}{T_c} \right\rceil + 1,$$

(1.8)

where $T_D$ is the RMS delay spread, $T_c$ is the chip duration, and the function $\lceil x \rceil$ equals the largest integer smaller than or equal to $x$. Since the receiver cannot resolve paths that arrive with relative delays less than $T_c$, the signal amplitude $\alpha_{k,l}$ consists of paths that are combined constructively or destructively. The amplitude variation due to the multipath characteristics of the channel is named channel fading. In dense urban environments, the fading amplitudes $\alpha_{k,l}$ for $l = 1, 2, \cdots, L$ are usually modelled as identically distributed independent Rayleigh random variables, because in such environment, there exists a large number of reflections and the transmitter-receiver pair is rarely visible [9, 10].

In a multipath fading environment, fading amplitudes are correlated in both time and in frequency. The degree of correlation depends on the coherence bandwidth $\Delta f_c$ and coherence time $\Delta t_c$ of the channel. The coherence bandwidth of the channel is measured as the inverse of the delay spread, i.e., $\Delta f_c \approx \frac{1}{T_D}$. The fading amplitude of two sinusoidal signals with frequency separation larger than $\Delta f_c$ will have correlation less than 0.5. When the coherence bandwidth is small in comparison with the bandwidth of the transmitted signal, the channel is said to be frequency-selective; otherwise, the channel is said to be frequency-non-selective or flat fading channel [11].

The coherence time, $\Delta t_c$, is inversely proportional to the Doppler spread

$$B_d = \frac{v}{c} f_c,$$

(1.9)

where $v$ is the velocity of the mobile unit, $c$ is the speed of light, and $f_c$ is the carrier frequency. The signals received with time separation longer than $\Delta t_c$ are assumed to experience independent fading.
As mentioned in the above section, multipath fading causes large variation in the received signal strength. In order to guarantee a satisfactory quality of service at most times, the system always operates in a higher signal to interference plus noise ratio (SINR) than the minimum required SINR. The difference between the minimum required transmit power and the actual operating power in the fading environment is known as the fading margin.

Power control is used in CDMA to alleviate the above problem. By controlling the signal powers to be the lowest necessary, we minimize the total level of interference such that more users can be served with acceptable quality. In addition, power control is also essential to combat the near-far problem in which the received power from users near the base station causes undue level of interference to far-out users.

In IS-95, power control is done at the reverse link in two levels [5], open-loop power control and closed-loop power control. In the open-loop power control scheme, the mobile adjusts its power according to the received power of the pilot signal; for example, a higher power is transmitted whenever the received power is lower. This open-loop power control scheme can only compensate for the propagation attenuation and the channel shadow fading effect. The rapid signal variation caused by the Rayleigh fading is then compensated by the closed-loop power control scheme. In IS-95, the base station measures the received signal strength and transmits power control information to the mobiles at 800 bps. The mobiles then adjust their transmit power 800 times per second with .5 dB per step.

1.2.5 Sectorization

Sectorization is a very effective technique to reduce multiple-access interference and is widely used in the terrestrial mobile wireless networks to increase cell capacity. Theoretically, a CDMA system with \( n \) sectors per cell has a cell capacity \( n \) times better than the non-sectorized system. However, the improvement in cell capacity is always less than \( n \) in practice because a receiver antenna with infinite attenuation outside the main lobe is impractical to build. So, signals received from other sectors still interfere with the desired user's signal, but in much smaller magnitude.
there are other issues that limit the sector size; for example, the rate of hand-off, which happens when the mobile users move to the adjacent sectors, is high for cells with small sectors. This results in a lot of signaling between sectors and, thus, causes inefficient utilization of the system bandwidth. The two commonly used sector sizes in today's cellular networks are 3 and 6 sectors per cell.

1.3 Overview of DS-CDMA Wireless Local Loop Systems

Figure 1.3 shows a diagram of a typical cell structure for a WLL system. The cell structure is similar to that used in mobile communications. The transceiver model described in Section 1.2.1 and the analysis of multiple-access interference for DS-CDMA mobile systems in Section 1.2.2 apply to the wireless local loop system as well. The main differences that distinguish a wireless local loop system from the conventional cellular systems are the environment of operations, antenna height at the subscriber terminals, and the stationarity of users. Because of these differences, the channel characteristics for a local loop system are generally much different.

Since the antenna in the subscriber terminals can be mounted on the roof of buildings, it is generally located in a higher position than the mobile antenna. As a result, a direct propagation path usually exists between the base station and the subscriber terminals. The situation in which there exists a strong signal in a communication channel is called line of sight (LOS) communication. In the case where LOS is available, the multipath fading amplitudes become Rician random variables, and the variation of signal strength is much smaller than the variation of amplitude with Rayleigh distribution, commonly seen in the mobile environment. In addition, because the users are stationary, the communication channel is relatively time invariant. The disadvantage of a static channel is that time diversity scheme cannot be applied in such a channel. On the other hand, power control becomes very effective in a static channel. Thus, less overhead is required to send power control information and high capacity can be realized with less power control error. Finally, the wireless
wire is not economical. It is found that the RMS delay spread for sub-urban area is roughly equal 500 ns [10]. For system bandwidth of 1.25 MHz specified in IS-95, there exists only one resolvable path.

![Cellular structure for a WLL system](image)

Figure 1.3: Cellular structure for a WLL system

1.4 Thesis Objective

As mentioned at the beginning of this chapter, there is no current standard for DS-CDMA wireless local loop systems. Operators use the available mobile cellular standard such as IS-95 and apply it to provide the local loop services. The motivation for this thesis is to exploit the potential of using more sophisticated techniques to achieve higher capacity for the wireless local loop system.

The two most important factors that cause performance degradation in a DS-CDMA system are known to be the effect of multipath fading and the multiple-access interference. The effect of multipath fading in a WLL system is not so severe and with power control multipath fading can easily be compensated. As a result, we will focus on techniques that are efficient in combating multiple-access interference. The use of orthogonal spreading codes with synchronous transmission has been shown to be very effective in alleviating the effect of intra-cell interference [12] and it has been adopted in the forward link of IS-95. For a WLL system, since the channel is static, synchronization in the reverse link can be achieved with small increase in system complexity. Thus, it is interesting to find a synchronization scheme, analyze its performance, and compare the synchronous reverse link system with the IS-95
schemes should be found to maximize the number of orthogonal users in the system.

To further increase cell capacity, we have to reduce also the inter-cell interference. Although sectorization is already used to achieve higher capacity, the sector size is limited in order to have high trunking efficiency. Directional transmitter antennas can then become very useful for combating inter-cell interference. The use of a directional transmitter antenna is suitable for the local loop system because the location of both the base station and the subscriber terminals is fixed.

### 1.5 Thesis Organization

The thesis is organized as follows:

In Chapter 2, we examine the advantage of quasi-synchronizing the reverse link transmissions to within 1/2 chip period. We then show a simple scheme to achieve the synchronization. The reverse link synchronization time is analytically derived and the performance of a coherent synchronization system is compared with a non-coherent system. Effect of multiple access interference on system performance is studied and recommendations are given to relieve the problem.

In Chapter 3, we look at some possible coding schemes that can be used for systems with quasi-synchronous reverse link. Also, a higher spectral efficiency QPSK modulation scheme is proposed to increase the number of orthogonal users and still preserve the orthogonality of spreading codes. Advantages and disadvantages of this modulation scheme as compared to the modulation used in IS-95 are examined. Simulation results are obtained to determine the required SINR for achieving acceptable speech quality using the proposed coding and modulation schemes. Simulation is also done for 16-QAM and 8 PSK Trellis coded modulation for comparison.

In Chapter 4, we simulate the overall system performance of a quasi-synchronous DS-CDMA WLL system. Other factors like shadow effect, intra-cell, and inter-cell interference are also considered. We also study the advantages of using directional antenna and sectorization. Finally, an overall comparison between the synchronous and asynchronous WLL system is presented.
Chapter 2

Synchronization System for the Reverse Link of DS-CDMA WLL Systems

As mentioned in Section 1.2.2, multiple access interference (MAI) caused by non-zero cross-correlation between different spreading sequences is one of the major factors that limits the capacity of a CDMA system. In this chapter, we attempt to reduce the MAI by employing orthogonal spreading sequences and synchronizing the reverse link transmissions at the chip level (quasi-synchronization). In this thesis, whenever the word “synchronization” is used, it is meant to be the process of coordinating the user transmissions such that the different users signals are aligned when they arrive at the base station, and the word “quasi-synchronization” is used when the user signals are aligned to within a fraction of a chip time. Other synchronization schemes such as the PN code synchronization and carrier phase synchronization will be stated clearly if used in any context. Synchronization of the reverse link transmissions is generally difficult to achieve in a cellular system due to the variation of propagation delays and the difficulty of maintaining synchronization of the various mobile users. Since users in the WLL system are stationary, the propagation and transmission delays can be compensated for at the beginning of the calls. A coherent synchronization system for the reverse link of the wireless local loop system is designed for this purpose.

The chapter starts with a brief description of the synchronous reverse link channel.
by an analysis of the reverse link synchronization time. The effect of MAI during the synchronization process and recommendation for improvement are also given. Finally, the performance of a DS-CDMA system with quasi-synchronous reverse link is analyzed, and the advantages and trade-offs of a synchronous reverse link in the WLL system are summarized at the end of the chapter.

2.1 Synchronous Forward and Reverse Link Channel Model

The orthogonal spreading sequences used in this thesis is assumed to be the Sylvester sequences, also known as Walsh sequences. The $n = 2^m$ order Walsh sequences are generated recursively as follow

$$H_{2m} = \begin{bmatrix} H_m & H_m \\ H_m & -H_m \end{bmatrix},$$

(2.1)

where $H_m = 1$. In a system in which user transmissions are not perfectly synchronous, Sylvester sequences have been shown to yield the lowest average cross-correlation [12].

As in the other DS-CDMA systems, users from all the cells share the whole frequency spectrum. In addition, because the number of orthogonal sequences is limited $^1$, PN sequences are masked to the orthogonal sequences so that the set of orthogonal sequences can be reused in the other cells. Note that the same PN sequence is assigned to all users in the same cell to preserve the orthogonality of the spreading sequences.

The forward link of our system, like IS-95, is assumed to consist of two broadcasting channels, namely the pilot channel and the synchronization channel. The rest of the channels in the forward link are assigned for paging the user terminals (called the paging channels) and traffic carrying (called the traffic channels). Since we are interested in the reverse link synchronization, the only channels of interest in this chapter are the pilot channel and synchronization channel. Functions of the two channels are given later.

$^1$the number of orthogonal sequences is determined by the system bandwidth and data rate.
channels (for accessing the network) and traffic channels (for traffic carrying from user terminals to the base station). The total number of channels in both links is then determined by the available number of orthogonal spreading codes. An example of a user terminal initialized reverse link communication is given below.

When the subscriber terminal powers up, it attempts to synchronize to the pilot channel which carries no information except an unmodulated PN spreading code with a short period for fast acquisition. Once the state of the pilot signal is acquired, the terminal loads this information into its local PN generator to generate its masking sequence and then uses it to gather, from the synchronization channel, information regarding the current status of the base station. The terminal then starts transmitting to the access channels. If free channels exist at the base station, the terminal is acknowledged through the paging channel and communication is established in the assigned traffic channel.

As shown in the above example, the user terminals are synchronized to a different delayed version of the pilot signal because of the difference in propagation delays between terminals. As a result, when the different users' signals, which are synchronized to delayed version of the pilot signal, arrive at the base station, they are not aligned to each other, and the code phase offset among these signals can be as large as a few tens of chips depending on the location of users. In the next section, we will look at the design of a system to achieve 1/2 chip synchronization in the reverse link.

### 2.2 Reverse Link Synchronization System

#### 2.2.1 Synchronization Scheme

The proposed synchronization system is aimed to synchronize all user signals to within half a chip period. The reverse link synchronization procedure is as follows: the base station receivers first synchronize to the spreading code of the received signals. Then, the proposed base station synchronization system measures the timing difference between the received signal and the reference clock, and sends control bits back to the subscriber synchronization system for appropriate adjustment. Figure 2.1 shows an
example of timing offsets for the signal transmitted from the user terminal and the signal received at the base station. \( \tau_u \) and \( \tau_B \) are the timing offsets for terminal \( u \) and base station \( B \), respectively. \( \tau_p \) is the propagation delay and \( \tau_{UB} = \tau_u + \tau_p - \tau_B \) is the relative offset between the signal at the base station receiver and the reference clock. In this case, \( \tau_{UB} \) is sent to the terminal to request a shift of its clock by \(-\tau_{UB}\). After adjustment, the new offset becomes \( \tau_{UB'} = (\tau_u - \tau_{UB}) + \tau_p - \tau_B = 0 \).

Since in this thesis we only synchronize user transmissions to within 1/2 chip period, \( \tau_{UB} \) is expressed in unit of 1/2 chip; i.e \( \tau_{UB} \in \{0, 0.5, 1, 1.5, 2, 2.5 \cdots, n_{max}\} \) where \( n_{max} \) is the maximum possible code phase offset determined by the maximum distance between the terminals and the base station. The above procedure is realized by a synchronization system which includes units on both the subscriber terminal and the base station. The master synchronization unit is located at the base station; it measures the offset of all received signals and sends out commands to the terminals for correct adjustment. The synchronization unit at the subscriber terminal is a slave which receives instruction from the base station unit and adjusts the transmitter clock accordingly. The structure of both units is given in the next two sections.

Figure 2.1: Timing offsets for signals transmitted from the user terminal and signals received at the base station

2.2.2 Subscriber Terminal Synchronization Unit

Overview of Operation

A block diagram for the structure of a subscriber terminal transmitter is shown in Figure 2.2. When the control unit receives the control bits, \( \tau_{UB} \), from the base station, it requests the state detection unit and the orthogonal sequence to advance
clock to skip half a chip cycle. The two phase clock is required to facilitate half chip adjustment because the PN generator can only advance by an integer number of states. Both the orthogonal sequence and the PN sequence are then masked onto the data signal before modulation to the carrier frequency. A detailed description of the 5 major components, a control unit, a 2-phase clock generator, a PN generator, a state detection unit, and an orthogonal sequence generator, is given below.

![Block diagram for the transmitter of the subscriber terminal](image)

**Figure 2.2: Block diagram for the transmitter of the subscriber terminal**

**Control Unit**

The control unit is an intelligent unit which receives the control bits $\tau_{UB}$ from the base station. If $[\tau_{UB}] \neq \tau_{UB}$, the unit sets the output $n$ to $[\tau_{UB}]$ and toggles the control bit $c$. Otherwise, it sets $n$ to $\tau_{UB}$. In addition, the unit only allows transition of control signal to occur at the positive rising edge of the clock signal, $cout$. In this way, the unit can only skip instead of adding chip cycle. For example, if the control command $\tau_{UB} = 3.5$, the control unit requests the state detection unit to advance the current state of the PN generator by 4. At the same time, it toggles the control signal such that the clock signal is skipped by 1/2 cycle. The net effect is that the state of the transmitted signal is advanced by 3.5 chips.

**Two Phase Clock Generator**

The two phase clock generator circuitry is shown in Figure 2.3. The flip-flop is driven by an external clock signal $clk1$, running at twice the chip rate which is equal to
1.2288 Mcps in our system. The input of the flip-flop $D$ is another clock signal, $in$, that is phase locked to the pilot signal running at 1.2288 Mcps. From the timing diagram shown in Figure 2.4, we see that when the control signal $c$ is "low", the output of the generator, $cout$, is taken from output $o$ of the flip-flop; otherwise, when the control signal is "high", the output is taken from output $\bar{o}$ of the flip-flop. As a result, whenever there is a toggle in the control signal $c$, the circuit skips half a chip cycle. The skipping of 1/2 chip cycle is necessary to delay the PN sequence and the orthogonal sequence by 1/2 chip period.

**PN Generator**

The PN generator consists of a linear feedback shift register (LFSR) for producing the pseudo-random sequence with maximum period, called m-sequence. One generator polynomial for creating the m-sequence with period $2^{15} - 1$ is $x^{15} + x^{13} + x^9 + x^8 + x^7 + x^5 + 1$. An example of the LFSR configuration for polynomial $x^3 + x + 1$ is shown in Figure 2.5. The PN sequences are used in the WLL system so that the orthogonal spreading sequences can be reused in the other cells. The partial period correlation property of the m-sequences is thoroughly reviewed in Section 1.2.2.

**State Detection Unit**

The state detection unit is another LFSR with the same configuration as the PN generator except that it is driven by a clock signal $clk2$ having a frequency much
greater than the chip rate. The detection unit retrieves the current state of the local generator, advances the current state by a value specified by the input \( n \), and loads the advanced state back to the PN generator.

**Orthogonal Sequence Generator**

Since the orthogonal sequence generator and the PN generator are driven by the same clock signal \( cout \), both sequences are synchronized in code phase. The Sylvester sequences (also called Walsh sequences) are stored in a look up table. The sequence number which specifies the traffic channel to be used for reverse link communication is acquired from the base station at the beginning of the call. Walsh chips are then read out at chip rate (i.e. 1.2288 Mcps).
The base station synchronization unit is a small modification of the PN code acquisition system. When the decision variable at the output of the correlator is greater than the threshold (initial PN code synchronization is achieved), the base synchronization unit measures the offset between the received signal and the reference clock. Control bits are then sent to the terminal to compensate for the offset. Figure 2.6 shows a block diagram for the base station synchronization system. The functions of the major components, such as the automatic threshold control and the base synchronization unit are presented below.

**Base Synchronization Unit**

When PN code synchronization is achieved, the base synchronization unit compares the current state of the local PN generator with the state of the reference clock signal. The phase offset between the received signal and the reference signal is then transmitted back to the corresponding terminal. Since all receivers at the base station share the same reference signal, by synchronizing to this signal, the transmissions of all terminals are synchronized. In this thesis we are interested in 1/2 chip synchronization; thus, the phase offset, $\tau_{UB}$, is expressed in unit of 1/2 chip period.

If we consider a cell size of a few kilometers and chip rate of 1.2288 Mcps, the propagation delay is less than 64 chip times. So, the base synchronization unit is required to set a timer to re-synchronize the local PN generator 64 chips after it sends out the synchronization command. For a cell size of 5 km, the maximum round trip delay is around 32 $\mu$s or 40 chip periods, and the number of bits required to specify the phase offset between the received signal and the reference clock in unit of
Automatic Threshold Control (ATC)

Like all synchronization systems, a threshold is required to indicate whether synchronization is achieved. If the decision variable at the output of the correlator is greater than the threshold, synchronization is declared. Thus, the probabilities of false alarm and detection is determined by the threshold level. An automatic threshold control is then used to ensure an optimal threshold setting [13]. Many different types of automatic threshold control units are proposed and their performance is also presented in the literature [13], [14]. In this thesis, we assume that the threshold setting is optimal during the analysis of the reverse link synchronization time.

2.3 Analysis of the Reverse Link Synchronization Time

The motivation for quasi-synchronizing the reverse link transmissions is to reduce the multiple access interference and, thus, increase the capacity of a CDMA system. A simple scheme for synchronizing the reverse link transmissions to within 1/2 chip is given in Figure 2.2 and Figure 2.6 of the previous section. The reduction of MAI is realized only when the reverse link synchronization is achieved. So, in this section, we analyze the time required to synchronize the reverse link transmissions.

Two systems are considered in the analysis, namely the non-coherent synchronization system and the coherent synchronization system. The non-coherent synchronization is typically used in the mobile cellular systems where carrier phase of the received signals varies too rapidly to be tracked. Coherent synchronization can be realized in a WLL system for the following reasons: Firstly, PN code acquisition is achieved before the attempt to synchronize the transmissions of subscriber terminals. Therefore, a sequence of training bits can be used to estimate the carrier phase of the received signal. Secondly, because both the base station and the subscriber terminals are stationary and line of sight communication exists in a WLL system, carrier phase of the received signal varies very slowly so that a phase lock loop is able to track
2.3.1 Synchronization Time Analysis

We define the reverse link synchronization time as the time elapsed since the initial PN acquisition is achieved until the received signal is aligned with the reference signal to within 1/2 chip at the base station. Since re-synchronization of the received signal is done 64 chips after the base station sends out the control command, the synchronization time is equal to 64 chip time plus the time taken for re-synchronizing the received signal with the correct adjustment. Synchronization is declared when the correct code phase of the received signal is acquired. On the other hand, if a code phase is erroneously chosen by the synchronization system, a false alarm occurs. Thus, the synchronization time is a random variable and is related closely with the detection and false alarm probabilities. A meaningful characteristic for evaluating the performance of the synchronization system, namely the mean synchronization time, is derived in the below section.

Non-coherent Reverse Link Synchronization

The receiver structure for a non-coherent synchronization system of a DS/BPSK scheme is shown in Figure 2.7.

The received signal is represented by:

\[ r(t) = \sqrt{2E_c} c(t + \beta T_c) \cos(\omega t + \theta) + N(t), \]

where \( \beta \) is the received code phase offset, \( c(t + \beta T_c) = \sum_n c_n h(t - n T_c + \beta T_c) \) is the spreading code to be acquired, \( \theta \) is the carrier phase, and \( E_c \) is the received chip energy. \( h(t) \) is a normalized rectangular chip pulse with period \( T_c \) and amplitude \( 1/\sqrt{T_c} \), and \( N(t) \) represents the thermal noise which is a white Gaussian noise process. The components of the signal energy corresponding to the in-phase channel are recovered by correlating \( r(t) \) with \( \sqrt{2} c(t) \cos \omega t \), and those of the quadrature channel are similarly recovered by correlating with \( \sqrt{2} c(t) \sin \omega t \). The decision variable \( R \) following baseband conversion and integration is then given by
Figure 2.7: I-Q non-coherent synchronizer

\[ R_k = \sqrt{e_I^2 + e_Q^2} \]  \hspace{2cm} (2.3)

where

\[ e_I = Y_k \cos \theta + N'_{I,k}; \quad e_Q = Y_k \sin \theta + N'_{Q,k}, \]  \hspace{2cm} (2.4)

and

\[ Y_k = \sqrt{E_c} \sum_{n=k-M}^{k} \int_{0}^{T_c} c(t - nT_c)c(t + \beta T_c - nT_c)dt, \]  \hspace{2cm} (2.5)

and

\[ N'_{I,k} = \sum_{n=k-M}^{k} \int_{0}^{T_c} c(t - nT_c)N_I(t - nT_c)dt, \]

\[ N'_{Q,k} = \sum_{n=k-M}^{k} \int_{0}^{T_c} c(t - nT_c)N_Q(t - nT_c)dt. \]  \hspace{2cm} (2.6)

\( N'_{I,k} \) and \( N'_{Q,k} \) are independent, zero-mean Gaussian r.v.'s with variance \( \sigma_n^2 = \frac{N_0 M}{2} \) and for \( M \gg 1 \), \( Y_k \) is an independent Gaussian distributed sample with mean

\[ m = \begin{cases} 
0, & \beta > 1 \\
\frac{M \sqrt{E_c}}{4}, & \frac{1}{2} < \beta < 1 \\
\frac{3M \sqrt{E_c}}{4}, & 0 < \beta < \frac{1}{2}.
\end{cases} \]  \hspace{2cm} (2.7)
tributed uniformly between $\frac{1}{2}$, 1 and $0,\frac{1}{2}$ respectively.

The variance of $Y_k$ is then given by

\[
\sigma^2_{\Delta} = \begin{cases} 
\frac{2E_e M}{3}, & \beta > 1 \\
\frac{2E_e M}{12}, & \frac{1}{2} < \beta < 1 \\
\frac{E_e M}{12}, & 0 < \beta < \frac{1}{2}.
\end{cases} \tag{2.8}
\]

Now we denote hypothesis $H_0$ for the code phase offset $\beta > 1$, $H_n$ for $\frac{1}{2} < \beta < 1$, and $H_1$ for $0 < \beta < \frac{1}{2}$. In hypothesis $H_0$ and $H_n$, false alarm occurs if the decision variable, $R$, exceeds the threshold setting. On the other hand, if the decision variable, $R$, exceeds the threshold setting in hypothesis $H_1$, detection is achieved.

Conditioned on $Y$, the probability density function $f_{H_i}(R|y)$ for the decision variable, $R$ is Rician distributed and is given by [16], [17]

\[
f_{H_i}(R|y) = \frac{R}{\sigma^2_n}I_o\left(\frac{yR}{\sigma^2_n}\right)\exp\left(-\frac{R^2 + y^2}{2\sigma^2_n}\right), \quad R \geq 0 \tag{2.9}
\]

where $I_o(x)$ is the modified Bessel function of first kind and zeroth order. By averaging (2.9) with respect to $y$, which is a Gaussian r.v., the false alarm probability for $\beta > 1$ becomes

\[
P_{fa} = \frac{2\sqrt{1 + \rho^2}}{2 + \rho^2} \int_{c^*}^{\infty} \exp(-z)I_o\left(\frac{\rho^2 z^2}{2 + \rho^2}\right) dz \tag{2.10}
\]

where

\[
c^* = \frac{V_{Tn} 2 + \rho^2}{4 1 + \rho^2} \tag{2.11}
\]

and $\rho = \frac{\sigma_{\Delta}}{\sigma_n}$ for $\sigma_{\Delta}$ given in (2.8). $V_{Tn}$ is the normalized threshold equal to $\frac{R^2}{\sigma^2_n}$.

The probability of detection is given in [16] as

\[
P_d = \int_{c}^{\infty} \frac{1}{2}I_o(\sqrt{z} m)\exp\left(-\frac{z + m^2}{2}\right) dz \tag{2.12}
\]

where

\[
m = \sqrt{\frac{2M E_e (\frac{3}{4})^2}{1 + \frac{E_e}{12N_o}}} \quad \text{and} \quad c = \frac{V_{Tn}}{1 + \frac{E_e}{12N_o}}. \tag{2.13}
\]
of detection given in (2.12) with
\[ m = \sqrt{\frac{2M R_c (\frac{1}{4})^2}{1 + \frac{\beta E_c}{12 N_o}}} \quad \text{and} \quad c = \frac{V_{Tn}}{1 + \frac{\beta E_c}{12 N_o}}. \]  
\[ (2.14) \]

**Coherent Reverse Link Synchronization**

For the coherent synchronization system shown in Figure 2.6, the in-phase signal energy is recovered by correlating the received signal in (2.2) with \( \sqrt{2} c(t) \cos(\omega t + \hat{\theta}) \). \( \hat{\theta} \) is the estimate of the carrier phase, and assuming perfect carrier phase estimation (i.e. \( \hat{\theta} = \theta \)), the decision variable at the output of the correlator at time \( k \) is then given by
\[ Z_k = Y_k + N'_k, \]  
\[ (2.15) \]
where
\[ Y_k = \sqrt{E_c} \sum_{n=k-M}^{k} \int_0^{T_c} c(t - n T_c) c(t + \beta T_c - n T_c) dt, \]
\[ (2.16) \]
and
\[ N'_k = \sum_{n=k-M}^{k} \int_0^{T_c} c(t - n T_c) N(t - n T_c) dt, \]
\[ (2.17) \]
\( N'_k \) is a white Gaussian noise sample with variance \( \sigma_n^2 = \frac{N_o M}{2} \) and \( Y_k \) is an independent Gaussian distributed sample with variance and mean given in (2.7) and (2.8). The decision variable \( Z_k \) is also a Gaussian variable with mean \( m \) and variance \( \sigma_n^2 + \sigma^2_\Delta \). The probability of false alarm for \( \beta > 1 \) is given by
\[ P_{fa} = \frac{1}{2} \text{erfc} \left( \frac{V_T}{\sqrt{2(\frac{N_o M}{2} + \frac{\beta E_c M}{3})}} \right), \]
\[ (2.18) \]
and for \( \frac{1}{2} < \beta < 1 \)
\[ P'_{fa} = \frac{1}{2} \text{erfc} \left( \frac{V_T - \frac{M \sqrt{E_c}}{4}}{\sqrt{2\left(\frac{N_o M}{2} + \frac{7E_c M}{12}\right)}} \right). \]
\[ (2.19) \]
The probability of detection when half chip synchronization is achieved is given below
\[ P_d = \frac{1}{2} \text{erfc} \left( \frac{V_T - \frac{3M \sqrt{E_c}}{4}}{\sqrt{2\left(\frac{N_o M}{2} + \frac{E_c M}{12}\right)}} \right). \]
\[ (2.20) \]
hypothesis $H_n$ at different threshold settings are plotted in Figure 2.8, Figure 2.9, and Figure 2.10 respectively. For hypothesis $H_0$, the false alarm rate increases with higher SNR as a result of the increase in the variance of the self-noise component $\sigma^2$ in the decision variable. The SNR we are interested in is 5 dB bit energy to noise ratio. With processing gain of 128, we translate the required $\frac{E_b}{N_o}$ to be equal to -16 dB chip energy to noise ratio. At $E_c/N_o = -16$ dB, we see that the coherent system outperforms the non-coherent scheme. This result is justified because at low SNR, the thermal noise dominates the decision process. For non-coherent detection, the thermal noise components always help to cross the threshold and cause high false alarm rate; whereas, the noise components for coherent detection may reduce the magnitude of the decision variable (i.e. when the noise amplitude is negative). Also at low SNR, the false alarm curves tend to become flat because of the domination of thermal noise floor. For hypothesis $H_1$, it is intuitive that the detection rate increases with higher SNR since the threshold is crossed with higher probability when the mean of the decision variable increases with high SNR. From Figure 2.8, we see that for hypothesis $H_1$ the non-coherent scheme performs slightly better than the coherent scheme at low SNR of -16 dB. This again is a result of the higher noise variance for non-coherent detection so that the threshold is crossed with higher probability. The plot of false alarm probability for hypothesis $H_n$ is similar to the plot for detection probability. This is because, for hypothesis $H_n$, false alarm occurs when the magnitude of the decision variable is higher than the threshold value but the phase offset, $\beta$, is between $1/2$ and 1. The expression for the false alarm is then given by (2.12) (same expression for probability of detection) with different parameters given in (2.14).
Figure 2.8: Detection probability for coherent (−) and non-coherent (−−) system with different threshold values $V_t$ versus chip SNR. Threshold $V_t$ is normalized to $E_c$. 
Figure 2.9: False alarm probability for coherent (−) and non-coherent (−.) system and for $\beta > 1$ (hypothesis $H_0$) with different threshold values $V_t$ versus chip SNR. Threshold $V_t$ is normalized to $E_c$. 
Figure 2.10: False alarm probability for coherent (−) and non-coherent (−...) system and for $1 > \beta > \frac{1}{2}$ (hypothesis $H_n$) with different threshold values $V_t$ versus chip SNR. Threshold $V_t$ is normalized to $E_c$. 
would be able to find the mean synchronization time. The derivation of mean synchronization time (or acquisition time) was thoroughly studied in [16] and a Markov acquisition model was developed. The mathematical detail is given in Appendix A for reference. Since synchronization is achieved only if the offset $\beta$ is less than one half of a chip period, an extra gain branch ($H_n$) is needed to incorporate the false alarm for $1/2 < \beta < 1$. Assuming the use of serial searching scheme, the modified flow graph is given in Figure 2.11. The generator function for the case that the code phase is uniformly distributed in the uncertain region is given by

\[
P_{\text{ACQ}} = \frac{1}{m} \left( \frac{H_1(z)H_0^{m-2}(z)H_n^2(z)}{1 - H_m(z)H_0^{m-3}(z)H_n^2(z)} H_1(z) \right)
+ \frac{H_1(z)H_n(z)}{1 - H_m(z)H_0^{m-3}(z)H_n^2(z)} \sum_{i=2}^{m-1} H_0^{m-i-1}(z),
\]

where $m$ denotes the number of uncertain cells. The first term of (2.21) is the transfer function associated with the path starting from state $i = 1$ to state $\text{ACQ}$. The second and third terms are then the transfer functions associated with the paths starting from state $i = m$ and any states, $i \neq 1$ and $i \neq m$, to $\text{ACQ}$, respectively.

For a single dwell system, we set

\[
H_{nf_a}(z) = (1 - P_{fa})z^{\tau d}
\]

(2.22)

\[
H_{fa}(z) = P_{fa}z^{\tau d}
\]

(2.23)

\[
H_p(z) = z^{d \tau d}
\]

(2.24)

\[
H_1(z) = P_dz^{\tau d}
\]

(2.25)

\[
H_M(z) = (1 - P_d)z^{\tau d}
\]

(2.26)

\[
H_0(z) = (1 - P_{fa})z^{\tau d} + P_{fa}z^{(1+J)\tau d}
\]

(2.27)

\[
H_n(z) = (1 - P'_{fa})z^{\tau d} + P'_{fa}z^{(1+J)\tau d}
\]

(2.28)
Figure 2.11: Modified flow graph for single dwell serial search acquisition

The mean synchronization time for the system is then given by differentiating equation (2.21) and evaluating it at $z = 1$. The following system parameters are assumed for the analysis of mean synchronization time:

- system bandwidth = 1.25 MHz. Chip rate for the CDMA system is 1.2288 Mcps, which corresponds to chip period of $\approx 0.8\mu s$, and data rate is 9600 bps. This yields a processing gain of $M = 128$.

- maximum cell radius = 5km.

- the number of cells in the uncertainty region $m = 40$ which corresponds to maximum single trip propagation delay of 20 chips or $16\mu s$ (delay = $3\mu s$/km).

- observation period $T_u = 64$ chips.

- penalty for false alarm = 100*128 cells which correspond to 100* 64 chip period. When a false alarm occurs, the system is required to redo the initial acquisition before the attempt to synchronize to the transmitter clock again.
In order to determine the optimal threshold which yields the minimum mean synchronization time for each SNR value, we calculate the optimal threshold which yields the minimum mean synchronization time for each SNR value. Normalizing the synchronization time by the observation period $T_u$, we plot the normalized minimum synchronization time in Figure 2.12. Comparing with the conventional non-coherent scheme, we observe a 3dB improvement for using coherent synchronizer at normalized mean synchronization time of 200. Also at the SNR of interest ($\frac{E_c}{N_0} = -16$ dB), the mean acquisition time for coherent scheme is half of that required by non-coherent scheme. The advantage of using coherent synchronization system becomes more significant at very low SNR because the false alarm rate for non-coherent system is much higher than that for coherent scheme. Thus, the expensive penalty time required to re-initialize the synchronization procedure accounts for the longer mean synchronization time.

![Figure 2.12: Mean synchronization time vs. SNR](image)

Figure 2.12: Mean synchronization time vs. SNR
Mean synchronization time for a coherent synchronization system is shown in Figure 2.12, and its superior performance over non-coherent scheme is demonstrated. Also, LOS communication is assumed to exist all time during the synchronization process; we assume the use of coherent reverse link synchronization system for the rest of the chapter.

In a CDMA system, the effect of MAI further deteriorates the system performance. In general, it also increases the synchronization time due to the additional interference, which causes more false alarm. As shown in Chapter 1, MAI is modeled as zero-mean Gaussian r.v.’s with variance given by (1.6). Thus, the interference can be treated as another independent Gaussian noise term. The decision variable $Z_k$ in (2.15) is again a Gaussian variable with mean given in (2.8) and variance equal to

$$
\sigma^2 = \sigma_n^2 + \sigma^2 + \sigma^2_{MAI}
$$

(2.29)

where

$$
\sigma^2_{MAI} = \sum_{i=1}^{N_u-1} \frac{E_{c,i}M}{3}
$$

(2.30)

$N_u$ is the number of users in the same cell. $\sigma_n^2 = \frac{N_oM}{2}$ and $\sigma^2$ is defined in (2.8). Assuming that the cell is in its full capacity; i.e. $N_u = 64$. Also with perfect power control, $E_{c,i} = E_c$ for all $i \in [1, 2, ..., N_u]$. Taking MAI into account, equations (2.18)-(2.20) become,

for $\beta > 1$,

$$
P_{FA} = \frac{1}{2} \text{erfc} \left( \frac{V_T}{\sqrt{2(\frac{N_oM}{2} + \frac{2E_cM}{3} + \frac{M(N_u-1)E_c}{3})}} \right)
$$

(2.31)

and for $\frac{1}{2} < \beta < 1$,

$$
P'_{\beta} = \frac{1}{2} \text{erfc} \left( \frac{V_T - \frac{M\sqrt{E_c}}{4}}{\sqrt{2(\frac{N_oM}{2} + \frac{7E_cM}{12} + \frac{M(N_u-1)E_c}{3})}} \right).
$$

(2.32)
Mean synchronization time for the system with consideration of MAI is plotted in Figure 2.13. As is expected, the system performance is greatly deteriorated in an environment with MAI. The normalized mean synchronization time required for a fully loaded system is 3 times longer than the time required for a single user system at $E_c/N_o = -15$ dB (120 vs. 360). This is a result of the severe interference caused by other users before the new terminal is able to synchronize its transmission with the others. The performance can be improved by increasing the transmit power during the synchronization process. We find that by increasing the transmit SNR by 3 dB, the minimum mean synchronization time is reduced by 50% and it is reduced by 75% if the transmit SNR is 6 dB higher. The disadvantage of increasing transmit power during synchronization process is minimal as the existing users are quasi-synchronized, and by doubling the SNR for the new users, the net effect on system performance is as if two asynchronous users are using the system. The modified mean synchronization time versus different SNR is plotted in Figure 2.13.

### 2.4 Performance Analysis of a Quasi-Synchronous Reverse Link in CDMA WLL Systems

In the previous sections, we have proposed a reverse link synchronization system and studied the mean synchronization time for the reverse link. Up until now, we have intuitively assumed the superior performance of the synchronous reverse link system; this section then gives a detailed performance analysis of a quasi-synchronous reverse link system that employs orthogonal spreading code.

For a DS/BPSK system with $N_u$ transmitters, the received signal at the base station receiver is

$$r(t) = \sum_{i=1}^{N_u} \sqrt{2E_i}d_i(t - \tau_i)p_i(t - \tau_i)\cos(\omega_c t + \theta_i) + n(t)$$

\hspace{1cm} (2.34)
Figure 2.13: mean synchronization time vs. SNR for different situations: (a) no MAI, (b) 6 dB higher in SNR during synchronization process in MAI environment, (c) 3dB higher in SNR during synchronization process in MAI environment, (d) same SNR in MAI environment
where $\sqrt{2E_i}, a_i(nT_i), p_i(nT_i) = \sum_{n} c_{i,n}n(t-nT_c-\tau_i)$, and $\sigma_i$ are the signal amplitude, time-delayed data signal, time-delayed spreading code sequence, and phase offset of the $i$th user, respectively, and $n(t)$ is a background thermal noise process with power spectral density $N_o/2$. If we denote $T_b$ be the bit period and $T_c$ be the chip period, then the processing gain is $M = T_b/T_c$. Assuming the use of rectangular chip pulse, the output of the coherent detector is

$$y = \pm M\sqrt{E_i} + \psi + \eta.$$  \hspace{1cm} (2.35)

The first term in (2.35) is the desired signal component, $\psi$ is the interference due to the other users, and $\eta$ is a Gaussian random variable due to thermal noise. Assuming that the delays $\tau_i$ are uniformly distributed between $[-\Delta_{max}T_c, \Delta_{max}T_c]$, from Section 1.2.2, the MAI term $\psi$ can be modelled as having zero mean Gaussian distribution when the processing gain $M \gg 1$. The variance is given as

$$\sigma^2 = \frac{1}{2}(1 - \Delta_{max}^2 + \frac{2}{3}\Delta_{max}^2) \sum_{i=1,i\neq k}^{N_u} E_{c,i}.$$  \hspace{1cm} (2.36)

The probability of bit error as a function of $\Delta_{max}$ is given by

$$P_e = \frac{1}{2}erfc\left(\sqrt{\frac{E_0}{N_o + \gamma \sum_{i=1}^{K-1} E_i}}\right)$$  \hspace{1cm} (2.37)

where

$$\gamma = \left\{ \begin{array}{ll}
\frac{1-\Delta_{max}+\frac{2}{3}\Delta_{max}^2}{M} & \text{for random sequence} \\
\frac{2\Delta_{max}^2}{9M} & \text{Sylvester sequence}
\end{array} \right.$$  \hspace{1cm} (2.38)

and $E_i$ is the bit energy for user $i$; $E_i = ME_{c,i}$. The Sylvester sequences are found to be the best performed spreading codes (i.e. minimum average cross-correlations between different orthogonal codes) in a quasi-synchronous systems [18], and the interference reduction factor, $\gamma = \frac{2\Delta_{max}^2}{9M}$, is also derived by the same author in [12].

Figure 2.14 and 2.15 show the probability of error versus SNR under different environments. It is worth to note that the above performance analysis is done for an uncoded system. Also, we only consider interference created by users in the same cell.

A more detail performance analysis is carried out through simulation in Chapter 4. From Figure 2.14, we can see that the system employs synchronous transmissions with...
sion by over 10 dB even at BER=10^{-2}. The advantage of synchronous transmission becomes less obvious in a multipath environment (Figure 2.15). This agrees with the comment made in [19]; the reason for the loss in performance is that in a synchronous system, only the first path or the strongest path of all users is synchronized. Thus, other multipaths still interfere with the desired received signal. In this thesis, since we consider WLL systems particularly used in sub-urban area and for the system bandwidth of 1.25 MHz, the channel has only one resolvable path [10].

As we can see in both figures, if all users are synchronized to \( \frac{1}{4} \) of a chip period, the performance is virtually as good as a perfectly synchronized system. Also for the probability of error of interest (i.e. \( P_e = 10^{-3} \)), half chip synchronization is less than 1 dB worse in system performance. Half chip period was chosen as a design parameter over \( \frac{1}{4} \) period because, as shown in the Section 1.2.2, \( \frac{1}{4} \) period synchronization subscriber system requires a driving clock signal of 4 times the chip frequency. Also, synchronization would have become more difficult if we had set the maximum code phase offset to approach 0.

2.5 Summary

In this chapter, we have studied the advantage of using orthogonal spreading code in the quasi-synchronous reverse link. We find that at BER = 10^{-2}, the asynchronous system requires an additional 10 dB in SNR to achieve the same bit error rate. The lower SNR requirement is a result of reduction in multiple access interference by employing orthogonal spreading codes. Although for WLL system with chip rate of 1.2288 Mcps, synchronizing all users to within a small fraction of chip period may be feasible, in order to reduce the complexity of the additional synchronization scheme, \( 1/2 \) chip synchronization is chosen. In fact, as shown in Figure 2.14, at the bit error rate of \( 10^{-3} \) required to provide acceptable speech quality, the performance of \( 1/2 \) chip synchronous system is within 1 dB to the performance of an optimal system.

In section 2.2, we propose a simple way to achieve \( 1/2 \) chip synchronization among user transmissions. The additional synchronization time is critically dependent on

\[^{2}\text{we cannot compare performance of the two systems at BER = 10^{-3}.}\]
Figure 2.14: $P_e$ versus $E_b/N_o$ for (e) random sequence, (d) quasi-orthogonal with maximum offset equal $3/4$, (c) $1/2$, (b) $1/4$, and (a) orthogonal sequence with $N=128$, $K=64$. 
Figure 2.15: $P_e$ versus $E_b/N_o$ for (e) random sequence, quasi-orthogonal with maximum offset equal (d) $3/4$, (c) $1/2$, (b) $1/4$, and (a) orthogonal sequence with same parameters under two-multipaths propagation environment with SNR in the second path $3$dB lower than the LOS path.
non-coherent scheme; at $E_c/N_o = -16$ dB, the mean synchronization time for using coherent system is $200\times 64 \mu s$, and it is equal to $500\times 64 \mu s$ for using non-coherent system. The effect of MAI on system performance is investigated in Section 2.3.2; compared to a single user system, there is a 3 fold increase in synchronization time for a WLL system with 64 users. The synchronization time in a MAI environment is reduced by one half if we double the transmit power during the synchronization process.

In conclusion, the performance of system in terms of mean synchronization time is analytically derived in the previous sections. The capacity gain demonstrated in section 2.4 outweighs the cost for additional synchronization time. This is because the mean synchronization time of $\approx 13$ ms ($200\times 64\mu s$) is not significant compared to a typical service time of 3-20 min per call [20]. Also as we find out in section 2.3.2, the effect of MAI on mean synchronization time can be reduced by allowing transmitting higher SNR during the PN synchronization process. With 3dB higher in SNR during synchronization process, the mean synchronization time is 3dB closer to the optimal performance (i.e. case for no MAI). Thus, the net capacity gain is given by the increase in system capacity for using $\frac{1}{2}$ chips quasi-synchronous system (Section 2.4) with 2 asynchronous users.
Chapter 3
Coding and Modulation for Quasi-Synchronous DS-CDMA WLL System

In the previous chapter, we presented the advantage of using orthogonal spreading codes in a quasi-synchronous WLL system to reduce intra-cell interference. The use of orthogonal sequences results in better bit error rate performance as compared to the asynchronous system employing random spreading sequences. However, there are disadvantages of using orthogonal spreading sequences, namely the hard limit on system capacity and the requirement of reusing the set of spreading codes in the other cells. These disadvantages have caused some concern to use non-orthogonal spreading codes in the forward link of the future CDMA systems to facilitate flexible data rate and mobile transparent hand-off [19]. Nevertheless, in a WLL system with no hand-off requirement, we believe that if we can overcome the hard capacity limit, the use of orthogonal spreading sequences is still advantageous for providing the local loop services. Solutions to increase the capacity barrier are proposed in this chapter.

As mentioned in Section 2.1, the communication channels in a DS-CDMA are represented by unique spreading codes. In an orthogonal system, the maximum number of orthogonal spreading sequences is determined by the spreading factor which in turn depends on the chip rate, $W$, the data rate, $R_d$, the constellation size in 2
Max. number of orthogonal sequences = spreading factor = \frac{WR_c}{R_d} \log_2 n. \tag{3.1}

As shown in (3.1), in order to guarantee adequate communication channels, the use of low rate channel coding is not suitable in an orthogonal WLL system. As a result, we use only the best rate 1/2 convolutional code in the quasi-synchronous WLL system. In the asynchronous system, the best rate 1/4 convolutional code is used for comparison.

The disadvantage of using orthogonal spreading codes in the forward link of IS-95 has not attracted much attention because the cell capacity for a IS-95 system was proven to be much less than the capacity limit imposed by the orthogonal system. However, as will be shown later, the cell capacity of a WLL system can potentially be greater than this barrier. This motivates our work to study different schemes that increase the hard limit in the orthogonal system, and one way to increase the spreading factor is to use the high spectral efficiency modulation schemes.

This chapter starts with a detail review of the QPSK modulation scheme used in IS-95. A high spectral efficiency QPSK is then introduced, and the advantages and disadvantages of this modulation are presented. A 16 QAM system is used to generalize the trade-off between higher transmit power and higher number of orthogonal users when using high level constellation schemes. A review of Trellis coded modulation, which is known to provide good coding gain for bandwidth-limited systems, is briefly presented. Finally, a link level simulation for systems employing different modulation and coding schemes is carried out at the end of the chapter.

3.1 Analysis of Modulation Schemes

QPSK is a modulation scheme that modulates the data signal to the carriers in two channels, namely the in-phase channel and the quadrature channel. There exist two types of QPSK transmitters: The first kind of QPSK scheme transmits two different information bits in the in-phase and quadrature channels. We will called this scheme a high spectral efficiency QPSK hereafter. The second kind of modulation scheme
is used in IS-95, it transmits the same information signal in both the in-phase and quadrature channels, and we will call this the IS-95 QPSK scheme for the rest of this thesis. The advantages and disadvantages of using these two schemes in an orthogonal CDMA system are analyzed in the following sections.

3.1.1 QPSK Modulation in IS-95

The modulation scheme used in IS-95 is called quadrature phase shift keying (QPSK) which transmits the same data bit in both the in-phase and quadrature channels. In an AWGN channel with no MAI, the bit error performance between the QPSK and BPSK modulations scheme is the same. However, in an environment with multiple access interference, the advantages of using the IS-95 QPSK modulation scheme over BPSK are that the inter-chip interference (usually called intersymbol interference [ISI] for nonspread digital demodulation) is reduced by half through the use of independent spreading sequences on the in-phase and quadrature channels; moreover, the variance of interference caused by other users is independent of the relative phase [7] (see also equation (3.8)).

Interchip interference can be eliminated if we employ a chip pulse \( h(t) \) such that the match filter output \( g(t) = h(t) \ast h(t) \) where \( \ast \) is defined as the convolution operator) satisfies the following Nyquist criterion

\[
g(nT) = 0 \quad \text{for integer } n \neq 0, \quad (3.2)
\]

where \( T_c \) is the chip period. Two examples of pulse shapes that satisfy the above condition are the time limited rectangular pulse and the bandwidth-limited sinc pulse. For a time limited rectangular pulse,

\[
h(t) = \frac{1}{\sqrt{T_c}}[u(t) - u(t - T_c)], \quad (3.3)
\]

where \( u(.) \) is the unit step function, and a bandlimited sinc pulse is expressed as

\[
h(t) = \sqrt{W} \sin(\pi W t)/(\pi W t), \quad (3.4)
\]

where \( W = 1/T_c \). Since the effect of the interchip interference is, in general, negligible
interference in the following bit error probability analysis.

Bit Error Probability Analysis

The received signal in IS-95 is given as

$$ r(t) = \sum_{k=0}^{N_o-1} \sqrt{E_c} x_k(t) p_k^I (t - \tau_k) \cos(\omega_c t + \phi_k) $$

$$ + x_k(t) p_k^Q (t - \tau_k) \sin(\omega_c t + \phi_k) + n(t). \tag{3.5} $$

$$ \sqrt{E_c}, x_k(t), p_k^{I,Q} (t - \tau_k) = \sum_n c_n^{I,Q} h(t - nT_c - \tau_k), \phi_k $$

are the signal amplitude, data signal, time-delayed spreading code sequence, and phase offset of the k th user, respectively. $n(t)$ is a background thermal noise process with power spectral density $N_0/2$. $h(t)$ is the chip pulse shape and is normalized such that

$$ \int_{-\infty}^{+\infty} h^2(t)dt = 1. \tag{3.6} $$

At time $nT_c$, the sum of the in-phase and quadrature samples for user 0 after demodulation is equal to

$$ y_n = M \sqrt{E_c} $$

$$ + \frac{\sqrt{E_c}}{2} \sum_{k=1}^{N_o-1} x_{0,n} x_{k,n} \left( \int_{(n-M)T_c}^{nT_c} p_{0,n}^I(t) p_{k,n}^I (t - \tau_k) \cos \phi_k dt \right) $$

$$ + \int_{(n-M)T_c}^{nT_c} p_{0,n}^Q(t) p_{k,n}^Q (t - \tau_k) \sin \phi_k dt \right) $$

$$ + \frac{\sqrt{E_c}}{2} \sum_{k=1}^{N_o-1} x_{0,n} x_{k,n} \left( \int_{(n-M)T_c}^{nT_c} p_{0,n}^Q(t) p_{k,n}^Q (t - \tau_k) \cos \phi_k dt \right) $$

$$ - \int_{(n-M)T_c}^{nT_c} p_{0,n}^I(t) p_{k,n}^I (t - \tau_k) \sin \phi_k dt \right) $$

$$ + N_n. \tag{3.7} $$

The first term in (3.7) is the desired signal. The second and the third terms are the MAI in the in-phase and quadrature branches, respectively. The thermal noise sample $N_n$ is a zero mean Gaussian r.v. with variance equal to $E\{(\sum_{n=1}^{N_o} c_n)^2\} \int_{-\infty}^{+\infty} \frac{N_0}{2} h^2(t)dt =
are independent ±1 r.v.'s (i.e. \( \mathbb{E}\{x_0, n x_k, n\} = 0 \)). The variance for the sum of MAI components equals

\[
\text{Var}[I_n] = \text{Var}[I_n^I] + \text{Var}[I_n^Q]
\]

\[
= \frac{N_u - 1}{4} E_c \left\{ \sum_{k=1}^{N_u - 1} \sum_{n=1}^{M} c_{0,n}^{I} c_{k,n}^{I,Q} \int h(t - n T_c) h(t - m T_c - \tau_k) dt \right\} \left[ \cos \phi_k + \sin \phi_k \right]^2
\]

\[
+ \frac{E_c}{4} \sum_{k=1}^{M} \sum_{n=1}^{N_u - 1} c_{0,n}^{I,Q} c_{k,n}^{I,Q} \int h(t - n T_c) h(t - m T_c - \tau_k) dt \right\} \left[ \cos \phi_k - \sin \phi_k \right]^2,
\]

\[
= \sum_{k=1}^{N_u - 1} \frac{E_c}{2} \sum_{l=-m}^{m} \mathbb{E}\{(\sum_{n=1}^{M} c_{0,n}^{I,Q} c_{k,n+l}^{I,Q})^2\} \mathbb{E}\{g^2(l T_c - \tau_k)\}.
\]

Without loss of generality, we have assumed that the carrier phase and the delay for user 0 are zero in the above equation. We have also assumed that \( \mathbb{E}\{\sum_{n=1}^{M} c_{0,n}^{I} c_{k,n+l}^{Q}\} = \mathbb{E}\{\sum_{n=1}^{M} c_{0,n}^{Q} c_{k,n+l}^{I}\} = \mathbb{E}\{\sum_{n=1}^{M} c_{0,n}^{I} c_{k,n+l}^{Q}\} \). Also, in the last step of (3.8), \( g(t) = h(t) * h(-t) \) where * denotes the convolution operator. Since we have assumed that the received signals are synchronized to within half of a chip time, the residual offsets, \( \tau_k \) are uniformly distributed between \(-1/2T_c \) and \(1/2T_c \). In addition, \( \mathbb{E}\{(\sum_{n=1}^{M} c_{0,n}^{I,Q} c_{k,n+l}^{I,Q})^2\} = 0 \) for \( l = 0 \) and for \( k \neq 0 \). If we assume the use of rectangular chip pulse, then \( g(t) = 0 \) for \( |t| \geq T_c \). Also if we assume the use of Sylvester orthogonal spreading code, the expectation of the correlation term in (3.8) is equal to \( 2M/3 \) [18]. In this case the variance of the MAI components is equal to \( ME_c/36 \).

The probability of bit error is then given as

\[
P_e = \frac{1}{2} \text{erfc} \left( \frac{E_b}{2N_0 + \frac{2}{36M} \sum_{k=1}^{N_u - 1} E_{b,k}} \right)
\]

The bit error probability shown above is equal to (2.37); i.e. the bit error performance of the IS-95 QPSK system is equal to the performance for a BPSK/DS-CDMA system. The advantage of using QPSK is to avoid the phase dependence of the MAI signal.

\(^1\mathbb{E}\{x\} \) refers to the expectation of \( x \)
The main disadvantage of using orthogonal spreading codes in IS-95 is that it limits the maximum number of users to 64. In a WLL system that uses orthogonal spreading codes and employs directional antennas, the number of users that the system is able to accommodate with acceptable quality may exceed the hard limit imposed. Therefore, in order to gain more capacity and at the same time preserve the orthogonality among users, we want to increase the spreading factor by transmitting more information bits per symbol. For example, in IS-95, one information bit is transmitted per symbol using QPSK. Using 1/2 convolutional coding, the spreading factor given by (3.1) is equal to 64. However, if we choose to transmit different information bits in the in-phase and quadrature branches, we can transmit a maximum of 2 bits/symbol using QPSK. The spreading factor, in this case, is equal to 128 since the symbol period is double, for achieving the same bit rate of 9600 bps specified in IS-95. As a result, we can potentially accommodate 128 users.

Unfortunately, using this higher spectral efficiency QPSK modulation scheme has some disadvantages: Firstly, if we want to double the maximum number of orthogonal users using the high spectral efficiency QPSK scheme, the in-phase and the quadrature branches have to be assigned the same spreading code. Thus, the signal in the quadrature branch becomes another interference source if the phase estimation is not perfect during the coherent demodulation. Secondly, as shown in (3.12), the MAI is dependent on the relative phase between different received signals. In a WLL system, the trade off for these shortages is acceptable because as demonstrated later, the major factor that limits the capacity for a synchronous DS-CDMA WLL system in a sub-urban area is the limitation of the orthogonal channels. In addition, as the population increases, the multiple access interference becomes less dependent on the carrier phases. Finally, the phase tracking can be achieved in the sub-urban environment with strong LOS.

---

2System chip rate is 1.2288 Mcps and date rate is 9600 bps. With the use of 1/2 convolutional code, the spreading factor is equal to 64
The received signal for the high bandwidth efficiency QPSK scheme is similar to (3.5) except that the in-phase and the quadrature channels carry different signals and the in-phase and quadrature channels are assigned the same spreading sequences; i.e., \(x^I(t) \neq x^Q(t)\) and \(p^I(t) = p^Q(t) = p(t)\).

The output after demodulation of the in-phase signal for user 0 becomes

\[
y_n = \frac{M' \sqrt{E_c}}{2} + I_n^I + \frac{N_o M'}{4}
\]

where the MAI term equals

\[
I_n^I = \frac{\sqrt{E_c}}{2} \sum_{k=1}^{N_u-1} y_{0,n} y_{k,n} \int_{(n-M')T_c}^{nT_c} p_{0,n}(t)p_{k,n}(t - \tau_k) \cos \phi_k dt
+ x_{0,n}^I x_{k,n}^Q \int_{(n-M')T_c}^{nT_c} p_{0,n}(t)p_{k,n}(t - \tau_k) \sin \phi_k dt,
\]

and \(M' = 2M\) as the symbol period is double for this QPSK scheme. MAI for the quadrature components is similar except that the second term of (3.11) is subtracted from the first term.

The variance* of the interference in (3.11) is expressed as

\[
\text{Var}[I_n] = \sum_{k=1}^{N_u-1} \frac{E_c}{4} \left\{ \sum_{n=1}^{M'} \sum_{m=1}^M c_{0,n} c_{k,m} \int h(t - nT_c) h(t - mT_c - \tau_k) dt \right\} [\cos \phi_k + \sin \phi_k]^2
= \sum_{k=1}^{N_u-1} \frac{E_c}{4} \sum_{l=1}^{M'} \left\{ (\sum_{n=1}^{M'} c_{0,n} c_{k,n+l})^2 \right\} E\{g^2(lT_c - \tau_k)\} E\{(\cos \phi_k + \sin \phi_k)^2\}.
\]

The variance is a random variable which is equal to (3.8) in the mean sense. However, the instantaneous variance depends on the relative phase of the received signals. It could be shown that for moderate \(N_u\), \(E\{\sum_{k=1}^{N_u} (\cos \phi_k + \sin \phi_k)^2\}\) approaches \(N_u\) with high mean to standard deviation ratio. Thus, for a typical WLL system with moderate number of users, the bit error performance for this new QPSK scheme is same as that for the IS-95 QPSK or BPSK schemes.

We now look at the bit error performance for a more practical case; the system uses a bandlimited pulse instead of the rectangular pulse. The chip pulse used in IS-95 closely resembles a square root Nyquist I pulse. Thus, we analyze the bit error
We denote the variance for the correlation of the spreading sequence in (3.12)

\[ \mu_l = E\left\{ \left( \sum_{n=1}^{M'} c_0, n, c_k, n+1 \right)^2 \right\} \] (3.13)

and for Sylvester sequences, the values of \( \mu_l \) for different \( l \) are given in [12] as

\[ \{\mu_1, \mu_2, \mu_3, \mu_4, \mu_5, \mu_6, \mu_7, \mu_8, \mu_9\} = M'\{2/3, 2/3, 5/6, 2/3, 7/8, 5/6, 7/8, 2/3, 7/8\}. \] (3.14)

For \( l > 9 \), \( \mu \approx M' \). Since we assume the use of square root Nyquist pulse, \( g(t) = h(t) * h(-t) = \text{sinc}(t) \). Assuming that phase offset is uniformly distributed between 0 and \( \Delta_{max} \), (3.12) is rewritten as

\[ \text{Var}[I_n] = \sum_{k=1}^{N_u-1} \frac{E_c}{4} 2 \sum_l^{l'} \frac{\mu_l}{\Delta_{max}} \int_{-\Delta_{max}}^{\Delta_{max}} \text{sinc}^2(\tau) d\tau. \] (3.15)

We evaluate the above equation numerically for \( \Delta_{max} = 1/2 \) and obtain \( \text{Var}[I_n] = \sum_{k=1}^{N_u-1} \frac{0.1158 E_c}{4} \). Note that we have assumed that for \( l > 20 \), \( \text{Var}[I_n] \approx 0 \) as \( \text{sinc}^2 t \) decays rapidly to zero for large \( t \).

For a 1/2 chip quasi-synchronous DS-CDMA system employing a sinc chip pulse and QPSK modulation, the probability of error is

\[ P_e = \frac{1}{2} \text{erfc} \sqrt{\frac{E_b}{N_o + \frac{0.1148}{M} \sum_{k=1}^{N_u-1} E_{b,k}}} \] (3.16)

### 3.1.3 High Level Constellation Modulation

It is now obvious that in order to accommodate more users in a WLL system, a high spreading factor is necessary; that is we want a high system bandwidth to symbol rate ratio. This can be achieved by using a modulation scheme with higher dimension constellation. In this section, we examine a system using 16 QAM scheme and 1/2 convolutional code. Figure 3.1 shows a 16 QAM with gray code assignment, which ensures that all adjacent symbols are different only in one bit.
Figure 3.1: 16 QAM with gray code assignment

**Bit Error Probability Analysis**

The bit error performance of a 16 QAM is determined by the minimum Euclidean distance between symbols in an AWGN channel. Denote the minimum Euclidean distance be $\sqrt{E_{\text{min}}}$, the average energy per symbol is equal

$$E_{\text{sym},\text{avg}} = \frac{1}{16} \sum_{i=1}^{16} E_{\text{sym},i}.$$  \hspace{1cm} (3.17)

Energy per bit is then given by

$$E_{\text{bit},\text{avg}} = E_{\text{sym},\text{avg}}/4 = \frac{5}{2} E_{\text{min}}.$$  \hspace{1cm} (3.18)

Equation (3.18) suggests that a 16 QAM scheme requires $5/2 \approx 3.9$ dB times more energy to achieve the same bit error rate as compared to a QPSK system. The high transmit power for 16 QAM is undesired in a CDMA system since it introduces higher level of both intra-cell and inter-cell interference. The trade-off between the high multiple access interference and the high number of orthogonal spreading codes is determined through simulation carried out in Chapter 4. A link level simulation for the 16 QAM system is carried out in the next section.
As we see from the above discussions, conventional coding schemes, such as the convolutional codes, achieve performance improvement by expanding the bandwidth of the transmitted signal. This has caused a major problem for a system operating in a bandwidth limited channel such as our orthogonal system in which a high spreading factor is necessary to guarantee adequate number of users.

Trellis coded modulation (TCM) has been known to be able to achieve performance gain without expanding the signal bandwidth. It achieves this goal by increasing the number of signal points over the corresponding uncoded system to compensate for the redundancy introduced by the code [21, 22]. The mapping of the coded bits into signal points such that the minimum Euclidean distance is maximized was developed by Ungerboeck based on the principle of mapping by set partitioning [23, 24, 25]. An example of partitioning of 8-PSK channel signals into subsets with increasing minimum subset distances is shown in [25], and the optimum TCM codes for 8-PSK modulation is also given in the articles. In this thesis, we use an 8-PSK TCM encoder with 256 states to compare the coding performance with other coding and modulation schemes. A detail description of the TCM encoder structure and a simulation of the performance in terms of frame error rate are given in the following section.

3.2 Link Level Simulation for Different Modulation and Coding Schemes

3.2.1 System Description

The error control schemes used are the best rate 1/2 convolutional code with constraint length 9 and the best rate 1/4 convolutional code with the same constraint length; the generator polynomials are (561,753) for the 1/2 convolutional code and (463,535,733,745) for the 1/4 convolutional code. The coefficients of the polynomial

\[ \text{The 256 states TCM codes is used so that the complexity of the encoder/decoder is comparable with the 1/2 convolutional code with constraint length 9.} \]
encoder; for example, Figure 3.2 shows the connection of an encoder with polynomial (557).

The generator polynomial of the rate 2/3 TCM code for 8-PSK modulation is chosen from [25]. The octal representation of the polynomial is (405,250,176) and the encoder structure is shown in Figure 3.3.

The encoder bits \((y_2, y_1, y_0)\) are then used to choose a signal point shown in Figure 3.4. Again the detail of set partition is given in [25].

Frame error rate is chosen for comparing the performance of different coding and modulation schemes in our simulation; a 20ms frame which consists of 192 bits is considered, and the SINR required to ensure the frame error rate to be less than 0.01 is obtained. Frame error rate is considered a better measure of speech quality than the traditional use of bit error rate since a frame is discarded if errors are found in any bit position [19]. As in IS-95, our speech frame consists of 172 information bits, 12 cyclic redundancy check bits, and 8 convolutional code trailing bits (0 bits).
Figure 3.4: Mapping of coded bits to signal points

Channel Error Rate
At the base station, we assume perfect PN code and carrier phase synchronization. The received signals are coherently demodulated and fed to a Viterbi decoder. As given in Section 1.2.2, the interference components at the output of the correlator can be modelled by the Gaussian approximation. The channel error rate for a BPSK or QPSK system is expressed as

\[ P_c(\gamma_c) = \frac{1}{2} \text{erfc}(\sqrt{R\gamma_b}), \]  

where \( \gamma_b \) and \( R \) are the source bit energy to noise ratio and the channel coding rate. The channel error rate is then used to find the frame error rate for hard decision decoding in the next section.

3.2.2 Overview of Simulation

Hard Decision Decoding
For every value of \( \gamma_b \), we find \( P_c \) using equation (3.19). Without loss of generality, we generate 300000 all-zero frames and change the encoded bits to “1” with probability \( P_c \). The contaminated bits are then fed to the hard decision Viterbi decoder to obtain the FER. The simulation results for 1/2 convolution and 1/4 convolution coding are shown in Figure 3.5.
To simulate the FER for the system employing soft decision decoding, random Gaussian noise samples are generated with mean

\[ m = \sqrt{2\gamma_s R}, \quad (3.20) \]

and variance normalized to 1. \( \gamma_s \) and \( R \) are the average symbol energy and coding rate, respectively. For the 16 QAM system, the average bit energy given in (3.18) is used. Metrics in terms of square Euclidean distance are calculated for each trellis path, and the path that gives the smallest metric after shifting in the whole frame (i.e. all 192 bits) is assumed to be the transmitted data sequence. A frame error occurs if any of the 192 bits are non-zero. A plot of the FER versus SINR for the BPSK/QPSK system using 1/2 and 1/4 convolutional code is shown in Figure 3.6. Figure 3.7 shows the FER versus SINR for a 16 QAM system, a QPSK system using 1/2 convolutional code, and a TCM system for 8 PSK modulation. Finally, Table 3.1 and 3.2 summarize the minimum required SINR for achieving \( FER < 0.01 \) for hard decision and soft decision decoding, respectively.

### 3.2.3 Discussion of Results

The simulation results are summarized as follows:

- the best rate 1/4 convolutional code has a .5 dB coding gain over the best rate 1/2 convolutional code.

- Soft decision decoding has a 2.5 dB coding improvement over hard decision decoding.

- In Table (3.2), 0.5 dB is added to the minimum required SINR to realize the 8 levels quantization [26].

- For a 16 QAM system, the minimum required SINR to achieve frame error rate of 0.01 is \( \approx 5.3 \) dB which is about 3 dB higher than that for the QPSK system. This agrees closely with (3.18) which suggests that 16 QAM scheme requires 3.9 dB more energy to achieve the same bit error performance.
Table 3.1: Required SINR in dB to achieve $FER < 0.01$ for hard decision decoding

- With trellis coded modulation, the required SINR for achieve $FER < 0.01$ is equal to 3.9 dB.

3.3 Summary

The advantages and disadvantages of different modulation schemes are given as follows:

- The high spectral efficiency QPSK modulation scheme has the same bit error performance as the BPSK or IS-95 QPSK system but it is able to provide twice the number of orthogonal users. The disadvantage of this modulation scheme is that it is sensitive to carrier phase error and the variance of the multiple access interference is dependent on the carrier phases. Fortunately, for a WLL system with moderate users and operated in a LOS environment, these problems are insignificant compared to the advantage of increasing cell capacity.

- The 16 QAM modulation scheme can provide twice the number of orthogonal spreading codes compared to the high spectral efficiency QPSK modulation scheme. However, such scheme requires 3 dB more energy than the QPSK scheme to achieve the same frame error performance. The high transmit power is detrimental in a CDMA system since it incurs high level of intra-cell and inter-cell interference.

- The coded 8-PSK scheme can provide twice the number of orthogonal spreading codes compared to the high spectral efficiency QPSK modulation scheme, and the required SINR to achieve the same frame error performance is only 1.5 dB higher than the QPSK scheme.
<table>
<thead>
<tr>
<th>Soft decision decoding</th>
<th>1/2 convolutional code</th>
<th>1/2 convolutional code</th>
<th>1/4 convolutional code</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>QPSK</td>
<td>16QAM</td>
<td>QPSK</td>
</tr>
<tr>
<td></td>
<td>2.935 dB</td>
<td>5.725 dB</td>
<td>2.565 dB</td>
</tr>
</tbody>
</table>

Table 3.2: Required SINR in dB to achieve $FER < 0.01$ for soft decision decoding. $\dagger$ 0.5 dB is added to the minimum required SINR to realize the 8 levels quantization.

Figure 3.5: SINR vs. FER for different coding schemes with hard decision decoding. (a) $(1,4,9)$ convolutional code, (b) $(1,2,9)$ convolutional code.
Figure 3.6: SINR vs. FER for different coding schemes with soft decision decoding. (a) (1,2,9) convolutional code. (b) (1,4,9) convolutional code
Figure 3.7: FER vs. SINR for different modulation schemes with (1,2,9) convolutional code for the QPSK and the 16 QAM systems. (a) QPSK, (b) rate 2/3 8-PSK trellis coded modulation, (c) 16 QAM
Chapter 4

Overall Capacity of Multiple Cells
DS-CDMA WLL Systems

Recall that to obtain high cell capacity for a DS-CDMA WLL system, we want to reduce the MAI. In Chapter 2, we propose to quasi-synchronize the reverse link and assign the users with orthogonal sequences. The use of orthogonal spreading codes has been shown to be very effective in reducing the intra-cell interference and a significant capacity gain is achieved as a result. In a multiple cell WLL system, the inter-cell interference also causes capacity degradation, and this problem, unfortunately, is not alleviated with the use of the orthogonal spreading sequences because of the necessity of reusing the same set of orthogonal sequences in the other cells.

To reduce the inter-cell interference, sectorization is commonly used in many cellular systems. However, as mentioned in Section 1.4, the sector size of a system is limited in order to provide high trunking efficiency. In this chapter, we review another diversity technique, namely the use of directional antennas at the subscriber terminals. This technique is very effective and suitable to reduce inter-cell interference in a WLL system since both the terminals and base are stationary.

In this chapter, we carry out an overall reverse link capacity simulation for a DS/CDMA WLL system. Various channel impairments such as shadowing, multi-path propagation, and multiple access interference are considered in the simulation. Simulation results are obtained for various systems (quasi-synchronous and asynchronous systems) employing different modulation and diversity schemes. Finally, a
4.1 Simulation Model

4.1.1 Channel Model and System Description

We now define the channel model that will be used for our simulation in the later sections. The system bandwidth considered is 1.25 MHz; the data rate is 9600 bps and with chip rate equal 1.2288 MHz, the processing gain of the system is 128. The 1.25 MHz system is considered narrow band, and in a suburban area we model the channel by a single resolvable fading path [10]. The path attenuation is modeled as the product of the fourth power of the distance and a log-normal random variable whose standard deviation is 8 dB; i.e. the path loss between subscriber $i$ and the cell site $j$ is proportional to

$$\Lambda_{ij}^2 = \frac{10^{(\xi_{ij}/10)}}{r_{ij}^4},$$

(4.1)

where $\xi$ is a Gaussian random variable with standard derivation $\sigma = 8$ and zero mean, and $r_{ij}$ is the distance between subscriber $i$ and cell site $j$.

In addition, path attenuation caused by unresolvable multipath propagation is modeled as a Rician random variable, and fading under different environments is simulated by changing the parameter $K$ in the Rician distribution

$$f_{r^2}(u) = (K + 1)\exp[-(u(K + 1) + K)]I_0(2\sqrt{K(K + 1)u})$$

(4.2)

where

$$K = \left(\frac{\mu}{\sigma}\right)^2,$$

(4.3)

is the power of the strongest signal to total interference ratio.

A detail description for the reverse link of the proposed system is given below:

- The reverse link transmissions are synchronized to within 1/2 chip period, and the asynchronous reverse link is used for comparison.

- The best rate 1/2 and 1/4 convolution codes described in Section 3.2.3 with soft decision decoding are considered. The required SINR listed in Table 3.2
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• The modulation scheme used for the quasi-synchronous system is QPSK described in Section 3.3 which transmits 2 encoded bits per symbol. With the use of rate 1/2 convolution code, the maximum number of orthogonal users in the system becomes 128. For the asynchronous system, the modulation follows IS-95 standard and the rate 1/4 convolution code is used to provide higher coding gain. The 16 QAM modulation scheme and the 8 PSK TCM scheme are also used for comparison.

• Sectorization of 120° is considered. However, to ease the simulation, one sector per cell is assumed for obtaining the capacity defined as the number of users per sector, \( N_s \). The cell capacity for a system with 3 sectors is \( 3N_s \) users per cell.

• A directional antenna is used at the customer site, and the energy contained outside the main lobe of the beam is assumed to be negligible. It is intuitive that a very narrow beam directed at the base station (beam angle \( \theta \rightarrow 0 \)) creates the smallest amount of inter-cell interference. However, this is impractical to implement due to the difficulty of aiming exactly in the direction of the base station. Also, as we find out later, the adoption of receiver antenna diversity at the base station is useful to combat the time invariant multipath fading effect. So, a wider beam angle is required to provide independent paths.

4.1.2 Estimation of Reverse Link Capacity

In the past few years, much research has been devoted to finding the reverse link capacity for a DS-CDMA cellular system [27, 28, 29] and the simulation model used in [29] has become a classic to evaluate the system performance. In this chapter, we adopt this model and modify it to incorporate the multipath fading effect and also to realize the use of directional antenna. Our model consists of a grid of \( K = 11 \times 11 \) square cells (Figure 4.1 shows part of the cell layout). We define the capacity as the number of simultaneous users \( N_a \) that can be accommodated within a cell, subject to the constraint that the probability of outage is less than 0.01. The outage
of users at any given time is not achieved. Frame error rate (FER) of less than 0.01 is considered acceptable for providing satisfactory speech quality. As in [29], we put $N$, users in every cell assuming that they are uniformly distributed over the cell. Then we compute the total interference received at the base station located at the center of the grid labeled as cell 0. The probability $P(FER < 0.01)$ is then computed and we choose the maximum number $N_s$, subject to the constraint $P(FER < 0.01) < 0.01$.

![Inter-cell Interference Analysis](image)

**Figure 4.1: Part of cell layout used for simulation (3x3 cells)**

**Inter-cell Interference Analysis**

The inter-cell interference refers to all the unwanted signals transmitted from the terminals of other cells. This interference reduces the signal to interference and noise ratio (SINR) which, in turn, affects the system capacity. In order to find the SINR, we need to know the statistics of this interference. This section presents the derivation of the first and second moment statistics for the inter-cell interference.

Assuming that the received signals in every cell site are perfectly power controlled
The interference caused by the $i^{th}$ terminal at cell $j$ is equal to

$$S_{ij} = \frac{x_i^2 \Lambda_{ij}^2}{\Lambda_i^2},$$  \hspace{1cm} (4.4)$$

where index $0$ denotes the cell in the center of the grid where we compute the interference, $x_i^2$ is the inverse of multipath fading, and $\Lambda_{ij}$ is defined in (4.1).

The total inter-cell interference is then given by integrating over the two dimensional area covering all the cells except the center cell, cell 0 (see Figure 4.1). The interference-to-signal ratio is expressed as [29]

$$I/S = \int \int \psi \left( \frac{r_m}{r_0} \right)^4 10^{(\xi_0 - \xi_m)/10} \Phi(\theta, \xi_0 - \xi_m, r_0/r_m) \rho dA$$ \hspace{1cm} (4.5)$$

where $\psi$ is the voice activity variable

$$\psi = \begin{cases} 
1, & \text{with probability } \alpha \\
0, & \text{with probability } 1 - \alpha,
\end{cases} \hspace{1cm} (4.6)$$

$\rho = N_s/4$ is the density defined as the number of users per unit area, and $m$ is the cell-site index. To simplify the calculation of (4.5), $m$ is chosen to be the smallest distance rather than the smallest attenuation; i.e. we assume that the terminals transmit to the closest base station. The distance between a terminal and base station $m$, is expressed as

$$r_m = \min_{k \neq 0} r_k. \hspace{1cm} (4.7)$$

The function $\Phi(\theta, \xi_0 - \xi_m, r_0/r_m)$ is defined as

$$\Phi(\theta, \xi_0 - \xi_m, r_0/r_m) = \begin{cases} 
1, & \text{if } (r_m/r_0)^4 10^{(\xi_0 - \xi_m)/10} < 1 \\
0, & \text{otherwise}
\end{cases} \hspace{1cm} (4.8)$$

where $\phi$ is the beam width of the directional antenna and $\theta$ is the angle shown in
\[ \theta = \cos^{-1}\left( \frac{r_m^2 + r_0^2 - d_{0m}^2}{2r_mr_0} \right) \] (4.9)

\( d_{0m} \) is the distance between the base stations at cell 0 and cell m. \( r_m \) and \( r_0 \) are the distances shown in Figure 4.1.

Since the total inter-cell interference is a sum over large population of i.i.d random variables, by Central Limit Theorem it can be approximated by a Gaussian r.v. with mean and variance given in [29] (anyone interested in the derivation of (4.10-4.13) is referred to [29]). The mean and variance are summarized as follows:

\[
\text{mean} = m = \mathbb{E}(I/S) = \alpha \int \int \left( \frac{r_m}{r_0} \right)^4 \mathbb{E}\{x^2\} f \left( \frac{r_m}{r_0} \right) \rho dA, \tag{4.10}
\]

where

\[
f \left( \frac{r_m}{r_0} \right) = \exp\left[\frac{\sigma \ln 10}{10} \right]^2 \left\{1 - Q \left[ \frac{40}{\sqrt{2\sigma^2}} \log_{10} \left( \frac{r_0}{r_m} \right) - \sqrt{2\sigma^2} \ln 10 \right] \right\}, \tag{4.11}
\]

and the variance is

\[
\nu = \text{var}(I/S) \leq \int \int \left( \frac{r_m}{r_0} \right)^8 \left[ \alpha \mathbb{E}\{x^4\} g \left( \frac{r_m}{r_0} \right) - \alpha^2 \mathbb{E}^2\{x^2\} f^2 \left( \frac{r_m}{r_0} \right) \right] \rho dA, \tag{4.12}
\]

where

\[
g \left( \frac{r_m}{r_0} \right) = \exp\left[\frac{\sigma \ln 10}{5} \right]^2 \left\{1 - Q \left[ \frac{40}{\sqrt{2\sigma^2}} \log_{10} \left( \frac{r_0}{r_m} \right) - \sqrt{2\sigma^2} \ln 10 \right] \right\}. \tag{4.13}
\]

Note that \( Q(x) \) is defined as

\[
Q(x) = \frac{1}{\sqrt{2\pi}} \int_x^{\infty} e^{-t^2/2} dt. \tag{4.14}
\]
In a 1/2 chip quasi-synchronous DS/CDMA system employing sinc chip pulse, the interference reduction factor $\gamma$, is given as

$$
\gamma = \begin{cases} 
1, & \text{for asynchronous system} \\
0.1158, & \text{for 1/2 chip quasi-synchronous system.}
\end{cases}
$$

(4.15)

The reduction factor for 1/2 chip quasi-synchronous system is obtained by evaluating (3.15) numerically.

With also considering the voice activity factor $\psi$, the total intra-cell interference to signal ratio for a system with $N_s$ users is equal to

$$
(I/S)_{\text{intra}} = \gamma \sum_{i=1}^{N_s-1} \psi_i.
$$

(4.16)

**Outage Probability**

At the base station, the signal to total interference and noise ratio (SINR) is a random variable

$$
\text{SINR} = \frac{W/R}{\gamma \sum_{i=1}^{N_s-1} \psi_i + (I/S) + (\eta/S)}
$$

(4.17)

where the mean and variance of $I/S$ are derived in the previous section and have justified taking it to be a Gaussian random variable. The remaining terms $W/R$ is the processing gain, and $\eta/S$ is the thermal noise to signal ratio.

The outage probability is then obtained as

$$
P_{\text{outage}} = Pr(FER > 10^{-2}) = Pr \left( \gamma \sum_{i=1}^{N_s-1} \psi_i + I/S > \delta \right)
$$

(4.18)

where

$$
\delta = \frac{W/R}{\text{SINR}} - \frac{\eta}{S},
$$

(4.19)
Because \( \psi \) is binomial distributed and \( 1/3 \) is a Gaussian variable, and all variables are mutually independent. Equation (4.18) can be expressed in close form

\[
P_{\text{outage}} = \sum_{k=0}^{N_s-1} \binom{N_s - 1}{k} \alpha^k (1 - \alpha)^{N_s - 1 - k} \text{Q} \left( \frac{\delta - \gamma k - mN_s}{\sqrt{vN_s}} \right)
\]  

(4.20)

where \( N_s \) is the number of users per sector, \( m \) and \( v \) are values defined in (4.10) and (4.12) respectively. \( \gamma \) is then the interference reduction factor for the quasi-synchronous system given in (4.15).

### 4.1.3 Overview of Simulation

For calculating the mean and variance of the inter-cell interference, the integrations in (4.10) and (4.12) are carried out through Monte Carlo Simulation. 1,000,000 uniformly distributed points are generated in one quarter of the cell layout given in Figure 4.1. Due to the symmetry of the cell layout, the first and second moment statistics of the total inter-cell interference are then equal to 4 times those obtained by the simulation.

To evaluate (4.10) and (4.12), we need to find \( E\{x^2\} \) and \( E\{x^4\} \). As mentioned in Section 4.1.2, the power gain \( x^2 \) is the inverse of the Rician distributed multipath interference. The Rician r.v. is generated as follows:

we first generate the Rician r.v.

\[
r = \sqrt{g_1^2 + g_2^2}
\]

(4.21)

where \( g_1 \) is a Gaussian r.v. with mean \( \alpha \) and variance \( \sigma^2 \) and \( g_2 \) is a Gaussian r.v. with zero mean and variance \( \sigma^2 \). By normalize \( E[r^2] \) to 1, that is the average signal power attenuation is only caused by path loss and shadow fading, we have

\[
E(r^2) = E(g_1^2 + g_2^2) \\
= \alpha^2 + \sigma^2 + \sigma^2 \\
= \sigma^2 (\frac{\alpha^2}{\sigma^2} + 2) \\
= 1.
\]

(4.22)
<table>
<thead>
<tr>
<th>Code Rate</th>
<th>Modulation</th>
<th>SINR (dB)</th>
<th>Code Rate</th>
<th>Modulation</th>
<th>SINR (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>QPSK</td>
<td>3.935</td>
<td>1/2</td>
<td>16QAM</td>
<td>6.725</td>
</tr>
<tr>
<td></td>
<td>QPSK</td>
<td>3.565</td>
<td></td>
<td>8 PSK</td>
<td>5.4</td>
</tr>
</tbody>
</table>

Table 4.1: Modified required SINR in dB to achieve $FER < 0.01$ for soft decision decoding with 1 dB implementation margin.

For $K = \frac{\sigma^2}{\sigma^2}$, the variance and mean of the Gaussian r.v.'s in terms of $K$ are given as

$$\alpha = \sqrt{\frac{K}{K + 2}}$$  \hspace{1cm} (4.23)

and

$$\sigma = \sqrt{\frac{1}{K + 2}}.$$  \hspace{1cm} (4.24)

Since the transmit power is limited in the subscriber terminal and in order to avoid severe interference induced by users in deep fade, we set the maximum power gain to 10. The power gain $x^2$ is given by

$$x^2 = \begin{cases} \frac{1}{r^2}, & \text{for } r^2 < 1/10 \\ 10, & \text{otherwise.} \end{cases}$$  \hspace{1cm} (4.25)

Finally, the required SINR for evaluating (4.19) is based on the results listed in Table 3.2. A 1 dB implementation margin is added to account for the imperfection of power control, phase estimation error, and the extra interference caused by users not yet synchronized as mentioned in Section 2.5. The SINR used for the simulation is summarized in Table 4.1. The $\eta/S$ is set to 1 dB which reflects a reasonable subscriber transmitter power level [29]. Finally, the voice activity factor $\alpha$ is set to 0.4.

### 4.2 Numerical Results and Discussion

The simulation of the reverse link capacity for a CDMA WLL system involves a few parameters; these are parameters such as $K$ which specifies the multipath fading environment, and $\phi$ which is the beam width of the directional transmitter antenna. A

\footnote{we only consider soft decision decoding in our capacity simulation}
4.2.1 Receiver Antenna Diversity in Severe Multipath Environment

The parameter $K$ is defined in (4.3) as the strongest signal to total interference ratio for the Rician distribution. The physical meaning of $K$ describes the severeness of the multipath fading environment. For example, when $K \to \infty$, $\alpha$ in (4.23) approaches 1 and $\sigma$ in (4.24) approaches 0. This corresponds to a no fading environment where only a direct path and a ground reflected path exist between the base station and the subscriber terminal. This kind of environment may exist in the rural area where there is no obstacle around the users. The other extreme case is when $K \to 0$. This corresponds to the case where there is no strong communication path in the reverse link. The fading amplitude then becomes a Rayleigh random variable. This is a typical environment in the urban area where high buildings exist around the customer terminals. Figure 4.2 shows the cumulative distribution function of the power gain variable $x^2$ for the Rayleigh fading and no fading environment. For the Rayleigh fading environment, over 35% of the population requires power gain larger than 10. The coverage increases to 93% if two receiver antennas are used at the base station, and we select the antenna with higher signal power; i.e. the use of selective antenna diversity improves the coverage by 28%. For environment with no multipath (i.e. $K = \infty$), the power gain is always equal to 1.

Currently the main application of the WLL system is to provide telephone services in the suburban area, and a strong line of sight path between the transmitter and base station usually exists. However, due to the liberalization of the telecommunications services, WLL is also considered by many operators to provide competitive telephone service in the urban area. Thus, performance of the system under both environments is given in the later section.

\[^2\text{Coverage is defined as the percentage of population that requires power gain } < 10.\]
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<table>
<thead>
<tr>
<th>Capacity</th>
<th>97</th>
<th>98</th>
<th>99</th>
<th>100</th>
<th>101</th>
<th>102</th>
<th>104</th>
<th>105</th>
<th>107</th>
<th>108</th>
</tr>
</thead>
</table>

Table 4.2: Maximum number of users per sector for different beam width values

### 4.2.2 The Use of Directional Transmitter Antenna

The use of directional antenna is an effective way to reduce inter-cell interference. In a CDMA system, most inter-cell interference is caused by transmitters located close to the cell boundary. One way to solve the problem is to lower the transmit power for users at the boundary; however, this is not possible for a CDMA system due to the near-far effect (i.e. signal transmitted at distant location is overwhelmed by signals coming from near the base station). The use of directional transmitter antenna is most suitable for the WLL system since the transmitter knows the direction of the base station. By pointing the beam to its own base station, the transmitter does not create interference to the neighbouring cells. In practice, due to the complexity of antenna structure and the radiation of signal power at radio frequency, the beam width of around 60° is considered reasonable. In addition, the use of antenna diversity in the base station also prevents the use of very narrow beam transmitter antenna. Table 4.2 shows the system capacity versus beam width for an asynchronous system operating in a no fading environment. We find that the maximum number of simultaneous users is decreased by 1 for every 10 degree increase in the antenna beam width.

### 4.2.3 Overall Reverse Link Capacity for a Quasi-Synchronous CDMA WLL System

The capacity for the asynchronous and synchronous system using omni-directional transmitter antenna are plot in Figure 4.3 and Figure 4.4, respectively. A detail summary of the simulation results for the system capacity is tabulated in Table 4.3 and Table 4.4.

As we can see from both Figure 4.3 and Figure 4.4, the capacity of the local loop system greatly depends on the availability of LOS transmission. For system using non-orthogonal spreading code, the maximum number of simultaneous users per sector is 43 in a no LOS environment and 67 for a LOS environment. Thus,
Figure 4.2: CDF of nominal power gain for different fading environments: (a) no fading, (b) Rician fading with $K=10$, (c) Rayleigh fading with selective antenna diversity (2 antennas), (d) Rayleigh fading with one antenna.
also required to support a high capacity WLL system. The deterioration of system capacity in a non-LOS environment is greatly due to our assumption of perfect power control. The transmit power is controlled to ensure that the power level received at the base station is constant and equal to other received powers from users in the same cell. When the terminal is located in a multipath faded environment, it is requested to transmit at a higher power not exceeding the power limit. As a result, the terminal causes more interference to its neighbouring cells. In addition, the higher variation of power gain in the non-LOS environment also increases the total inter-cell interference expressed in (4.12).

The advantage of using receive antenna diversity at the base station is also illustrated in both plots. For the asynchronous system, the capacity increases by 1.5 dB (from 43 users to 61 users), and for the synchronous system, the capacity increases by 1.7 dB (from 59 to 87 users) in the non-LOS environment. The use of selective antenna diversity greatly reduces the variation of the power gain variable \( x^2 \) which not only increases the coverage for the local loop system, but also reduces the effect of large power variation mentioned in the previous paragraph.

In Table 4.3, we discover that the increase in capacity using directional antenna depends on both the beam width and also the operating environment. As shown in Table 4.2, in the strong LOS environment \((k = \infty)\), the increase in system capacity is inversely proportional to the beam width (average of +1.25 users per -10 degree of beam width). However, the relation between beam width and capacity is no longer linear when \( K = 0 \) (Rayleigh multipath fading environment). The result is +1.66, +2, +3 users per -10 degree beam width at ranges 360° - 120°, 120° - 60°, 60° - 30°, respectively. The inter-cell interference received at cell 0 is reduced proportionally by using narrower beam width transmitter antenna. However, there are also other interference components such as the thermal noise and intra-cell interference which eventually dominate when the inter-cell component is reduced by using directional antenna. This explains why the use of narrower beam width antenna is more effective in a severe fading environment; the total inter-cell interference in this environment is generally larger due to the large power gain variation.

As mentioned in Section 2.1, the use of synchronous reverse link transmission is
able to improve the system performance. The simulation result seems to agree with the statement. First we should note that according to the simulation result, the WLL system has a higher capacity as compared to the IS-95 system; for the asynchronous reverse link transmission in a Rayleigh faded environment, the capacity for the WLL system is 61 users/sector, and for the perfectly power controlled IS-95 system it is 35 users/sector [29]. This is mainly due to the better coding performance in the static channel, which has translated to the increase of system capacity. In a LOS environment (Table 4.3), we can see an almost double in capacity for system employing synchronized reverse link transmission. The performance gain reduces to 37% in a severe multipath environment. Since the advantage of employing the orthogonal spreading sequences is to reduce the intra-cell interference, the performance of a synchronous system is less superior when the dominated noise components are the inter-cell interference. Finally, we observe that by employing narrower beam width transmitter antenna, the performance between the synchronous and asynchronous system becomes comparable. This is due to the hard limited number of orthogonal users in the synchronous system (128 for our case). Should there be no hard limited in the synchronous system, the cell capacity for the system could be a lot higher; for example without the hard limit, the local loop system with QPSK modulation, employing one antenna and a 120° beam width transmitter, can support up to 216 users in a Rayleigh faded environment.

Also shown in Table 4.3, the 16 QAM synchronous system shows the worst performance in the situation where omni-directional antenna is employed because of the high SINR requirement, which increases both the inter-cell and intra-cell interference. When 60° directional antenna is used, the 16 QAM system outperforms the other two systems. This is because the dominated interference is the intra-cell interference, and the synchronous system outperforms the asynchronous system in this situation. In addition, as mentioned above, the QPSK system has a capacity limit of 128 users/sector. Thus, for a 16 QAM system with a higher capacity limit, it can accommodate more users and performs better than the QPSK system. When large number of users is desired, trellis coded modulation is a better choice than 16 QAM as it has the same capacity limit of 256 users but performs better than 16 QAM in all situations; from Table 4.4, we find that the capacity of a system using TCM is
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In conclusion, the synchronous system still outperforms the asynchronous system even in the worst situation shown in Table 4.3 (128 vs. 108). Also it is worth to note that the SINR measured at the base station is the signal to total noise and interference ratio. Thus, by employing synchronous transmission, the system is able to use less power for the same required SINR.

Figure 4.3: Outage probability versus the number of users per sector in a non-orthogonal system for (a) Rayleigh fading with one receive antenna, (b) Rician fading with $K = 10$ and one receive antenna, (c) Rayleigh fading with selective receive antenna diversity (2 antennas), (d) no fading with one receive antenna.
Figure 4.4: Outage probability versus the number of users per sector in a orthogonal system for (a) Rayleigh fading with one receive antenna, (b) Rician fading with $K=10$ and one receive antenna, (c) Rayleigh fading with selective receive antenna diversity (2 antennas), (d) no fading with one receive antenna.
<table>
<thead>
<tr>
<th>K</th>
<th>No. of antennae</th>
<th>Antenna beam width</th>
<th>Synchronous /Asynchronous</th>
<th>Capacity</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>omni-directional</td>
<td>async</td>
<td>61</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>sync (QPSK)</td>
<td>87</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>sync (16QAM)</td>
<td>46</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>120°</td>
<td>async</td>
<td>93</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>sync (QPSK)</td>
<td>128†</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>sync (16QAM)</td>
<td>153</td>
</tr>
<tr>
<td></td>
<td></td>
<td>60°</td>
<td>async</td>
<td>102</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>sync (QPSK)</td>
<td>128†</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>sync (16QAM)</td>
<td>231</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>omni-directional</td>
<td>async</td>
<td>55</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>sync (QPSK)</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>sync (16QAM)</td>
<td>40</td>
</tr>
<tr>
<td></td>
<td></td>
<td>120°</td>
<td>async</td>
<td>90</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>sync (QPSK)</td>
<td>128†</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>sync (16QAM)</td>
<td>138</td>
</tr>
<tr>
<td></td>
<td></td>
<td>60°</td>
<td>async</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>sync (QPSK)</td>
<td>128†</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>sync (16QAM)</td>
<td>215</td>
</tr>
<tr>
<td>∞</td>
<td>1</td>
<td>omni-directional</td>
<td>async</td>
<td>67</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>sync (QPSK)</td>
<td>128†</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>sync (16QAM)</td>
<td>63</td>
</tr>
<tr>
<td></td>
<td></td>
<td>120°</td>
<td>async</td>
<td>97</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>sync (QPSK)</td>
<td>128†</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>sync (16QAM)</td>
<td>190</td>
</tr>
<tr>
<td></td>
<td></td>
<td>60°</td>
<td>async</td>
<td>104</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>sync (QPSK)</td>
<td>128†</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>sync (16QAM)</td>
<td>256</td>
</tr>
</tbody>
</table>

Table 4.3: Comparison of the capacities for WLL systems with synchronous (QPSK and 16 QAM) and asynchronous reverse link transmissions with different number of receive antennas, beam width, and different fading environments. † 128 users per sector is the hard limit on system capacity for a QPSK system with rate 1/2 convolutional code and processing gain of 128.
<table>
<thead>
<tr>
<th>K</th>
<th>No. of antenna</th>
<th>Antenna beam width</th>
<th>Synchronous /Asynchronous</th>
<th>Capacity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>omni-directional</td>
<td>sync (8PSK TCM)</td>
<td>39</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>120°</td>
<td>sync (8PSK TCM)</td>
<td>145</td>
</tr>
<tr>
<td></td>
<td></td>
<td>60°</td>
<td>sync (8PSK TCM)</td>
<td>338</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>omni-directional</td>
<td>sync (8PSK TCM)</td>
<td>67</td>
</tr>
<tr>
<td></td>
<td></td>
<td>120°</td>
<td>sync (8PSK TCM)</td>
<td>219</td>
</tr>
<tr>
<td></td>
<td></td>
<td>60°</td>
<td>sync (8PSK TCM)</td>
<td>256↑</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>omni-directional</td>
<td>sync (8PSK TCM)</td>
<td>58</td>
</tr>
<tr>
<td></td>
<td></td>
<td>120°</td>
<td>sync (8PSK TCM)</td>
<td>197</td>
</tr>
<tr>
<td></td>
<td></td>
<td>60°</td>
<td>sync (8PSK TCM)</td>
<td>256↑</td>
</tr>
<tr>
<td>∞</td>
<td>1</td>
<td>omni-directional</td>
<td>sync (8PSK TCM)</td>
<td>89</td>
</tr>
<tr>
<td></td>
<td></td>
<td>120°</td>
<td>sync (8PSK TCM)</td>
<td>256↑</td>
</tr>
<tr>
<td></td>
<td></td>
<td>60°</td>
<td>sync (8PSK TCM)</td>
<td>256↑</td>
</tr>
</tbody>
</table>

Table 4.4: Comparison of the capacities for WLL systems with synchronous reverse link transmissions (8PSK TCM) with different number of receive antennas, beam width, and different fading environments. ↑ 256 users per sector is the hard limit on system capacity for a 8PSK TCM system.
Chapter 5

Conclusion

5.1 Thesis Summary

The liberalization of telecommunications industry has caused a high competition among telephone companies. As a result, radio has been considered, in addition to the traditional copper wire, to provide basic telephone services with low cost. CDMA has been shown to have the potential for providing higher capacity in mobile cellular networks in comparison to FDMA and TDMA [30]. It is believed that the advantages of using CDMA apply to the WLL system as well. Further capacity gain can be realized if we apply more sophisticated techniques to reduce the multiple access interference.

In Chapter 2, we find that the 1/2 chip quasi-synchronous system outperforms the conventional asynchronous system by 10 dB at $BER = 10^{-2}$ in a single cell system due to the reduction of the intra-cell interference. We also find that the coherent synchronization system performs 2.5 times faster than the non-coherent system. When the system is loaded with 64 users, the synchronization time is three times longer compared to a single user system due to the higher level of interference. The effect of MAI is alleviated by allowing higher transmitter power during the synchronization process. By allowing 3 dB higher in transmitter power, the synchronization time is reduced by one half. Also, it is shown that at the SINR of interest, the reverse link synchronization time is less than 100 ms and comparing to a typical call of 3-20 min [20], the cost of synchronizing the reverse link is insignificant.
QPSK scheme which doubles the spreading factor as compared to the IS-95 QPSK modulation scheme. Higher constellation modulation such as 16 QAM can further increase the spreading factor but the SINR required to achieve the same quality of service increases in a higher rate. Performance of best rate 1/2 and 1/4 convolutional code with constraint length of 9 is evaluated with different modulation schemes. For QPSK modulation, the minimum required SINR for achieving frame error rate less than 0.01 is equal to 2.5 and 3 dB, respectively. A 16 QAM system requires 5.7 dB to achieve the same frame error performance. For 8 PSK TCM, the required SINR is 3.9 dB.

In Chapter 4, we carried out a simulation to examine the overall capacity for the reverse link of a DS/CDMA WLL system. The result suggests that the use of receiver antenna diversity is not only essential for providing adequate coverage, it also increases the system capacity by reducing the variation of the fading amplitude; in a Rayleigh fading environment, the use of receiver antenna diversity increases the coverage by 28%. The simulation result also demonstrates the importance of LOS communication for the local loop system; system operates in a line of sight environment has capacity two times higher than the system operates in a non-LOS environment. The use of directional antenna has a great impact on the system capacity as we predicted; from the simulation result, the number of allowable users increases by 1.5 to 3 for every 10 degree decrease in antenna beam width. A synchronous system that employs high efficiency QPSK modulation and orthogonal spreading codes outperforms the asynchronous system in all situations; the performance gain ranges from 37% to 100% depending on the environment of operation and the techniques employed. Finally, synchronous system using 16 QAM gives the worst performance when omni-directional antenna is employed due to the higher power requirement. In the situation where a 60° directional antenna is used, the 16 QAM system, which has a higher capacity limit, has advantage over the QPSK system. It is also shown that if large number of users is desired, trellis coded modulation should be used as it has the same capacity limit but lower SINR requirement when compared with the 16 QAM system. In general, the high spectral efficiency QPSK system is preferred as it has high capacity and consumes the least power.
Some potential future research topics related to the work in this thesis are given below.

5.2.1 Other Applications of the WLL Systems

In this thesis, the WLL system is assumed to provide telephone services only. The frequency bands for the local loop service and the system bandwidth used in our analysis of the system performance follow exactly the IS-95 standard. As the WLL system is also currently considered for providing wireless multimedia data services; for example, the local multipoint communication system (LMCS), which is located at 25-28 GHz, is expected to provide services such as voice communications, digital TV broadcasting, and Internet access. The channel characteristics of LMCS are much different than that for the 900 MHz frequency bands as signals transmitted at frequencies of 25-28 GHz experience higher attenuation in propagation. The transmission in these frequency bands is also very sensitive to channel variation [11]; for example, the effect of rain and foliage attenuation can no longer be ignored as we did in our analysis. Thus, it is interesting to find out the performance of the synchronization system and the overall system capacity for such application with different channel characteristics.

5.2.2 Capacity of the WLL System with System Imperfections

In our design of the reverse link synchronization system and the analysis of system performance, numerous assumptions were made such as perfect power control, perfect carrier phase tracking, ideal antenna patterns (infinite attenuation outside main lobe) etc. It is shown that the capacity of a CDMA system may be significantly reduced under nonideal conditions [28]. Also, if trellis coded modulation is to be used in our system, the sensitivity to phase error should also be considered [22]. Thus, evaluating the capacity of the WLL system with the above system imperfections is another potential future work.
Appendix A

Markov Acquisition Model

The overall performance of the reverse link synchronization system is determined by the false alarm and detection probabilities. The false alarm occurs if a code phase is erroneously chosen as the correct code phase by the synchronization system. On the other hand, detection is achieved if the system can correctly find the code phase position. A more meaningful system characteristic is the mean synchronization time. The derivation of mean acquisition time (or mean synchronization system for our system) was thoroughly studied in [16] and a Markov acquisition model was developed. The mathematical detail is given in the rest of this section.

Due to the way in which the decision variable is processed, the acquisition process can be modeled as a Markov chain. If the detector output exceeds a preset threshold a hit is declared, and the system enters the tracking mode with single-dwell schemes. If the hit is corresponded to the correct phase, then the search process ends. However, if the hit is a false alarm, then the tracking loop detects the incorrect phase after certain time, and the system moves back to the acquisition mode. The time required for the system to detect a false alarm and then restart the acquisition process is called a penalty time. In a multiple-dwell schemes, a verification mode is added to avoid the cost of false alarm which results in long penalty time. Therefore, in the case of multiple-dwell schemes, a false alarm occurs if the incorrect code phase is erroneously confirmed by the verification algorithm. Thus, each code phase in the uncertainty region can be regarded as a state of the Markov chain. The code phase offset greater than a chip period is under hypothesis $H_0$. Otherwise, the code phase
Figure A.1: Flow graph of serial search acquisition

position is under hypothesis $H_1$. Under hypothesis $H_0$, the system may go to either of two states. One is the false alarm state, resulting from an erroneous decision; the other state corresponds to the next code phase position. Under hypothesis $H_1$, the system advances to the detection state, if the correct code phase is detected by the acquisition algorithm; otherwise, a miss occurs and the next code phase position is examined.

For a system with uncertainty of $v$ cells, $v + 2$ states are required to model the process. Of the total of $v+2$ states, $v-1$ correspond to the code phase positions under hypothesis $H_0$, while one state corresponds to hypothesis $H_1$. The two remaining states are the correct-acquisition (ACQ) and false-alarm (FA) states. A segment of signal flow graph for serial search acquisition is shown in Figure A.1. Entry into the search process can occur at any one of the $v$ starts, according to some priori distribution ($p_j, j = 1, 2, \ldots, v$) which reflects the designer’s confidence about the initial relative position of the codes. Uniform distribution ($p_j = \frac{1}{v}; j = 1, 2, \ldots, v$) and worst-case location ($p_1 = 1, p_j = 0; j \neq 1$) will result as special cases.

Let $p_{ij}(n)$ indicate the probability that the Markov process will move from state $i$ to state $j$ in $n$ steps and let $z$ indicate the unit-delay operator. If the unit delay specifically corresponds to $\tau$ seconds, $z$ is replaced by $z^\tau$ in the following. The state
branch from $i$ to $j$ in the Markovian diagram is assigned a gain equal to $p_{ij}z$, where $p_{ij} = p_{ij}(1)$ is the one-step transition probability and $z$ represents the unit delay associated with that transition [31]. Furthermore, we define the generating function

$$P_{ij}(z) = \sum_{n=0}^{\infty} p_{ij}(n)z^n$$

(A.1)

$P_{ij}$ represents the transfer function from state $i$ to state $j$ of the flow graph. $P_{ij}(z)$ is useful because it contains statistical information about the Markovian process, and it can be derived through flow graph reduction methods.

In order to model the acquisition process as flow graph, we first assign gains $H(z)$ to the different branches of our model in Figure A.1 as follows: $H_D(z)$ is the gain of the branch leading from node $H_1$ ($v$th node) to the node ACQ; $H_M(z)$ is the gain of the branch connecting $H_1$ with state 1 and $H_0(z)$ is the gain of the branch connecting any other two successive states $(i, i+1); i = 1, \cdots, v-1$. Moreover, the system can move between any two successive states $(i, i+1)$ with $i \neq v$ either without false alarm (associated gain $H_{NFA}(z)$) or by first reaching the FA state (branch gain $H_{FA}(z)$), then pass from FA to state $i+1$ (associated branch gain $H_p(z)$)

$$H_0(z) = H_{NFA}(z) + H_{FA}(z)H_P(z).$$

(A.2)

The gains described above include all possible paths by which the process can move along the branch associated with that gain. So, $H_{NFA}(z)$ models all paths between successive $H_0$ states (such as partial false alarm) which do not lead to the false tracking-loop initiation; the latter path is modeled by $H_{FA}(z)$. $H_D(z)$ and $H_M(z)$ include all paths leading to successful acquisition or miss, respectively. From the flow graph in Figure A.1, we want the generating function

$$P_{ACQ}(z) = \sum_{i=1}^{v} p_i P_{i,ACQ}(z)$$

(A.3)

where $p_i$ is the probability that the code search starts from the $i$th state. Taking the
structure of Figure A.1 into account,

\[ P_{i,ACQ}(z) = \frac{H_D(z)H_0^{v-i}(z)}{1 - H_M(z)H_0^{v-1}(z)}. \]  

(A.4)

Thus, for the case of arbitrary \( p_i \)

\[ P_{ACQ}(z) = \frac{H_D(z)}{1 - H_M(z)H_0^{v-1}(z)} \sum_{i=1}^{v} p_i H_0^{v-i}(z). \]  

(A.5)

For the case of uniform distribution, the generating function reduces to the following:

\[ P_{ACQ}(z) = \frac{1}{v} \frac{H_D(z)(1 - H_0^v(z))}{(1 - H_M(z)H_0^{v-1}(z))(1 - H_0(z))}, \]  

uniform case  

(A.6)

From [32],[33], the mean and variance of the acquisition time can be expressed as

\[ E(T_{acq}) = \frac{dP_{ACQ}(z)}{dz} \bigg|_{z=1} \]  

(A.7)

\[ \sigma^2_{T_{acq}} = \left[ \frac{d^2P_{ACQ}(z)}{dz^2} + \frac{dP_{ACQ}(z)}{dz} - \left( \frac{dP_{ACQ}(z)}{dz} \right)^2 \right] \bigg|_{z=1} \]  

(A.8)

For a scheme with non-absorbing false alarm state, which is common in practical situations, the mean acquisition times for uniform distributions are given by [16, 17]

\[ E(T_{acq}) = \frac{1}{H_D(1)} \left[ H_D'(1) + H_M'(1) + (v - 1)H_0'(1) \left( 1 - \frac{H_D(1)}{2} \right) \right], \]  

uniform case  

(A.9)
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