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Abstract

It is shown that simple stably projectionless C*-algebras which are inductive limits of certain specified building blocks with trivial K-theory are classified by their cone of positive traces with distinguished subset. This is the first example of an isomorphism theorem verifying the conjecture of Elliott for a subclass of the stably projectionless algebras.
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Chapter 1

Introduction

During the last decade the classification program for amenable C*-algebras has been a very active field of mathematical research both internationally and within Canada. This thesis is a contribution to the ongoing program to classify and better understand these algebras.

Invariants are important in the process of classification because they distinguish in an essential manner between objects. The K-theoretical invariant proposed by Elliott in [Ell5] to classify stable simple amenable C*-algebras has been very successful in dividing the problem into three broad classes, as follows.

Case (1): $K^+_0 = 0; T^+ \neq 0$.

Case (2): $K^+_0 \cap -K^+_0 = 0, K^+_0 - K^+_0 = K_0 \neq 0; T^+ \neq 0$.

Case (3): $K^+_0 = K_0; T^+ = 0$.

The construction of the $K_0$ group of a C*-algebra can be described as
follows. The equivalence class of projections in a stable C*-algebra forms a semigroup under addition. Two projections, $p$ and $q$ are considered equivalent if there is an algebra element $v$ such that $p = v^*v$ and $q = vv^*$. The $K_0$ group is the enveloping group of the semigroup of projections (if the algebra is not the stabilization of a unital algebra then the given construction should be suitably modified).

Furthermore, the $K_0$ group has a natural pre-order structure; $K_0^+$ is the positive cone consisting of projections in the algebra. The space $T^+$ of densely defined, lower semicontinuous, positive traces has a natural structure as a topological convex cone (the topology considered is the $w^*$-topology induced by the Pedersen ideal). In addition to $K_0$ and $T^+$, the proposed invariant also includes the abelian group $K_1$ (the group of homotopy classes of unitaries in the algebra), and the natural pairing of the cone of traces with $K_0$.

The breakthrough of Kirchberg [Kir] and Phillips [Phi] (based on earlier work of Kirchberg's) in the classification of "purely infinite" algebras has all but exhausted Case (3) of the program (a technical restriction still remains). Numerous classification results have been obtained in Case (2). The work of Elliott, Gong, and Li [EGL] in classifying algebras composed of simpler building blocks — matrix algebras over arbitrary compact metrizable spaces of bounded finite dimension — is the most general result known so far in Case (2). The first classification result obtained in Case (1), the class of stably projectionless C*-algebras, is the candidate's doctoral thesis.

The first example of a simple stably projectionless C*-algebra was given by Blackadar in [Bla]. In recent work of Dean [Dea] it was shown that a class of simple stably projectionless C*-algebras constructed by Kishimoto and
Kumjian in [KK] can be decomposed into simpler building blocks. The result proven in this thesis is that simple stably projectionless algebras composed of certain building blocks are classified by their cone of positive traces with the distinguished subset of traces of norm at most one.

A more explicit description is as follows.

**Theorem 1.0.1** Let $A$ and $B$ be simple inductive limits of building block algebras with injective connecting maps. If $(T^+A, \Sigma_A)$ is isomorphic to $(T^+B, \Sigma_B)$ then $A$ is isomorphic to $B$.

The building block algebras that are considered are defined in Section 1.1. The compact set $\Sigma$ is the subset of $T^+$ of traces of norm at most one.

### 1.1 The building blocks

The building blocks that are considered are certain subhomogeneous algebras (of the full matrix algebra over the interval) obtained by a generalized mapping torus construction as in [EV] and [Ell6]. Specifically, given a pair of simple matrix algebras $C$ and $D$, a positive integer $a$, a pair of homomorphisms $L$ and $R$ from $C$ to $D$ with multiplicities $a$ and $a+1$ respectively (we will assume that $R$ is a unital map), the associated building block algebra has the form:

$$ A = A(C, D, a) $$

$$ := \{ (c, d); c \in C, d \in C([0, 1]; D), d(0) = L(c), d(1) = R(c) \}. $$

The building block $A$ is an extension of the suspension $SD$ of $D$ by $C$

$$ 0 \to SD \to A \to C \to 0. $$
The six term exact sequence in $K$-theory applied to the short exact sequence above yields $K_0 A = K_1 A = 0$.

We can describe all irreducible representations of a building block algebra in terms of "evaluation maps". Let $e_s : A \to D$ denote the representation of the building block algebra $A$ obtained by evaluating at $s$, $0 \leq s \leq 1$. For $s \in (0, 1)$ the evaluation map is an irreducible representation. Let $e_\infty : A \to C$ denote the representation of $A$ obtained by evaluating at the irreducible fibre at infinity. Every irreducible representation of $A$ is unitarily equivalent to $e_s$ for $s \in (0, 1)$ or $e_\infty$. 
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The invariant

The invariant consists of the cone of positive traces $T^+$ endowed with the weak-$*$ topology, together with the distinguished subset $\Sigma$ of traces of norm less than or equal to one. The dual of the invariant is the space $(\text{Aff}T^+, || \cdot ||)$ of continuous affine functions on $T^+$, with the semi-norm $|| \cdot ||$ given by the supremum of the restriction of an affine function to the compact set $\Sigma$. (If all the traces of the algebra are bounded then $|| \cdot ||$ is a proper norm.) Isometric isomorphisms (with respect to the semi-norm) of the dual of the invariant are canonically equivalent to isomorphisms of the invariant. (In [Ste] a similar invariant is used to classify certain simple inductive limit algebras.)

Here is an equivalent dual formulation of theorem 1.0.1, the isomorphism theorem:

**Theorem 2.0.1** Let $A$ and $B$ be simple inductive limits of building blocks with injective connecting maps. If $(\text{Aff}T^+A, || \cdot ||_A)$ is isomorphic to $(\text{Aff}T^+B, || \cdot ||_B)$ then $A$ is isomorphic to $B$.

In the remaining part of this section two different norms will be introduced on
the space of affine functions of a building block algebra. In each case it will be shown that the space of affine functions can be identified isometrically with a certain subspace of the positive real valued functions on the unit interval (which will be denoted as $C[0, 1]$) endowed with the sup-norm.

All traces on a building block algebra $A(C, D, a)$ are bounded and so $\Sigma_A$ induces a (proper) norm on the space of affine functions as follows:

$$\|f\|_A = \sup\{f(\tau) : \tau \in \Sigma_A\}, f \in \text{Aff}T^+A$$

(2.1)

where $\Sigma_A$ is the compact set defined as

$$\Sigma_A = \{\tau \in T^+A : \|\tau\| \leq 1\}.$$

Let $A = \lim_{\rightarrow}(A_i, \phi_{ij})$. Then it is easy to check that

$$\|\phi_{i\rightarrow\infty}(f)\|_A = \lim_{j \rightarrow \infty} \|\phi_{ij*}(f)\|_{A_j},$$

(2.2)

where $f \in \text{Aff}T^+A_j$ (the maps $\phi_{ij*}$ between the affine function spaces are induced by the $*$-homomorphisms $\phi_{ij}$). Let $C[0, 1]_a$ denote the subspace of $C[0, 1]$ defined as

$$C[0, 1]_a = \{f \in C[0, 1] : f(0) = \frac{a}{a+1}f(1)\}.$$

**Proposition 2.0.1** Let $A(C, D, a)$ be a building block algebra. Then there exists an isometric isomorphism $\iota : (\text{Aff}T^+A, \| \cdot \|_A) \rightarrow (C[0, 1]_a, \| \cdot \|_\infty)$. Furthermore, $\inf\{f(\tau) : \tau \in T^+A, \|\tau\| = 1\} = \inf\iota(f)$ for all $f \in \text{Aff}T^+A$.

**Proof.** Every trace on a building block $A$ has the form $tr \otimes \mu$, where $tr$ is the usual normalized matrix trace, and $\mu$ is a finite measure on $(0, 1]$. The extreme traces of norm equal to one are parameterized by $t \in (0, 1]$, and are
given as $tr \otimes \delta_t$, where $\delta_t$ is the normalized point mass at $t$. In the weak-* topology, as $t \to 0$, $tr \otimes \delta_t \to \frac{a}{a+1} tr \otimes \delta_1$. Therefore the map

$$\iota : (\text{Aff}T^+A, \| \cdot \|_A) \to (C[0,1], \| \cdot \|_{\infty})$$

$$f \mapsto tr \otimes \delta_t(f) = \iota(f)(t)$$

establishes an isometric isomorphism between the two spaces. Since the infimum of an affine function occurs on the set of extreme traces, the second part of the proposition follows directly from the definition of the map $\iota$.

A second norm can be introduced on the building block algebra $A(C, D, a)$ as follows: given a function $n \in \text{Aff}T^+A$ such that $\inf \iota(n) > 0$ (with the map $\iota$ as defined in Proposition 2.0.1), define the closed convex set

$$\Sigma_n = \{ \tau \in T^+A : n(\tau) = 1 \}.$$ 

Let

$$\| f \|_n = \sup \{ f(\tau) : \tau \in \Sigma_n \}. \quad (2.3)$$

Clearly, the set $\Sigma_n$ is closed in the weak-* topology. The fact that it is compact follows immediately from the following proposition:

**Proposition 2.0.2** Let $A(C, D, a)$ be a building block algebra and $n \in \text{Aff}T^+A$ be an element of its space of affine functions such that $\| n \|_A \leq 1$. If $\inf \iota(n) = \alpha > 0$ then $\Sigma_n \subset \frac{1}{\alpha} \Sigma_A$.

**Proof.** Let us show that $\| \tau \| \leq 1/\alpha$ for all $\tau \in \Sigma_n$. Let $f$ be an affine function such that $\| f \|_A \leq 1$. By Proposition 2.0.1, for all traces $\tau \in T^+A$ of norm equal to one, $n(\tau) \geq \alpha$, and hence

$$\alpha f(\tau) \leq n(\tau) \text{ for all } \tau \in T^+A$$
Then for any \( \tau \in \Sigma_n \), \( \tau(f) \leq \tau(n)/\alpha \leq 1/\alpha \), and therefore \( \|\tau\| \leq 1/\alpha \).

For the remainder of this section \( (C(\mathbb{T}), \| \cdot \|_\infty) \), the space of positive real valued functions over the circle, will be identified with the subspace \( \{ f \in C[0,1] : f(0) = f(1) \}, \| \cdot \|_\infty \). The proof of the following proposition is similar to that of Proposition 2.0.1.

**Proposition 2.0.3** Let \( A(C, D, a) \) be a building block algebra and \( n \in \text{Aff}T^+A \) such that \( \inf \iota(n) > 0 \) (where \( \iota \) denotes the map defined in Proposition 2.0.1). Then \( \text{Aff}(T^+A, \| \cdot \|_n) \) is isometrically isomorphic to \( (C(\mathbb{T}), \| \cdot \|_\infty) \) by an isomorphism that carries \( n \) to the unit element of \( C(\mathbb{T}) \). The isomorphism can be concretely realized as follows:

\[
\iota'_n : (\text{Aff}(T^+A, \| \cdot \|_n)) \rightarrow (C(\mathbb{T}), \| \cdot \|_\infty) \\
f \mapsto \iota(f)/\iota(n).
\]

Furthermore, \( \inf \{ f(\tau) : \tau \in \Sigma_n \} = \inf \iota'_n(f) \).

**Proof.** First let's check that the image of \( \iota'_n \) lies in the subspace of \( C[0,1] \) that has been identified with \( C(\mathbb{T}) \) by showing that the values of the function \( \iota(f)/\iota(n) \in C[0,1] \) are equal at the endpoints:

\[
\frac{\iota(f)}{\iota(n)}(0) = \frac{\iota(f)(0)}{\iota(n)(0)} = \left( \frac{a}{a+1} \right) \frac{\iota(f)(1)}{(a+1)\iota(n)(1)} = \frac{\iota(f)}{\iota(n)}(1).
\]

Since \( \inf \iota(n) > 0 \) it follows from Proposition 2.0.2 that \( \Sigma_n = \{ \tau \in T^+A : n(\tau) = 1 \} \) is a compact base for the cone \( T^+A \). We claim that the extreme traces of \( \Sigma_n \) are parameterized by \( t \in (0,1] \), and are given as

\[
\frac{1}{\iota(n)(t)} t^r \otimes \delta_t
\]
where $\delta_t$ is the normalized point mass at $t$. To see that this is true it suffices to show that every such trace is actually in $\Sigma_n$ (clearly every extreme ray of $T^+ A$ is a multiple of one of these traces);

$$n\left(\frac{1}{\iota(n)(t)} tr \otimes \delta_t\right) = \frac{1}{\iota(n)(t)} n(tr \otimes \delta_t) = \frac{\iota(n)(t)}{\iota(n)(t)} = 1.$$

Therefore the map

$$\iota_n' : (\text{Aff}T^+ A, \| \cdot \|_n) \to C(\mathbb{T})$$

$$f \mapsto f\left(\frac{1}{\iota(n)(t)} tr \otimes \delta_t\right) = \frac{\iota(f)(t)}{\iota(n)(t)}$$

establishes an isometric isomorphism between the two spaces. The statement equating the infimum of $f$ on the compact convex set $\Sigma_n$ to the infimum of $\iota_n'(f)$ follows immediately from the definition of the map $\iota_n'$.

### 2.1 Intertwining the invariant

In section 2 two different norms were introduced on the space of affine functions of a building block algebra. As noted in section 2, the norms $\| \cdot \|_{A_i}$ defined by equation (2.1) extend continuously to a semi-norm on the inductive limit algebra by equation (2.2). In the first part of this section the norms $\| \cdot \|_{n_i}$ induced by certain elements $n_i \in \text{Aff}T^+ A_i$ and defined by equation (2.3) will be extended continuously to a norm on the inductive limit algebra.

In [Ell3] an intertwining of the invariant is obtained by factoring the identity map through a finite dimensional normed space, approximately on finitely many elements at each finite stage. In our setting the approximation
will be made with respect to the two different norms at each finite stage. In the second part of this section these results are established.

Let \((A_i, \phi_{ij})\) be an inductive limit system of building blocks \(A_i(C_i, D_i, a_i)\) with inductive limit \(A\). There are induced maps \(\phi_{ij}^* : T^+A_j \rightarrow T^+A_i\) and \(\phi_{ij} : \text{Aff} T^+A_i \rightarrow \text{Aff} T^+A_j\) between the tracial cones and the affine function spaces, respectively, for \(j > i\).

Let \(n_1 \in \text{Aff} T^+A_1\) be any function such that \(\inf\lambda(n_1) > 0\). Given an inductive limit system \((A_i, \phi_{ij})\), define \(n_i = \phi_{1i*}(n_1)\). The following proposition ensures that if \(\inf\lambda(n_1) > 0\) then \(\inf\lambda(n_j) > 0\) for all \(j > i\) (this condition is necessary to define a coherent family of norms \(\| \cdot \|_{n_i}\) on the inductive limit system).

**Proposition 2.1.1** Let \(f \in \text{Aff} T^+A_i\) be a continuous affine function on a building block algebra that is bounded below; \(\inf\lambda(f) > 0\). Then \(\inf\lambda(\phi_{ij*}(f)) > 0\) for all \(j > i\).

**Proof.** From the structure theory of representations of building block algebras \(A_i(C_i, D_i, b_i)\), we know that for any homomorphism \(\phi_{ij}\) and \(y \in [0, 1]\) there exist positive integers \(M_{j,y}\) and \(E_{j,y}\), and real numbers \(x_k \in (0, 1), k = 1, \ldots, M_{j,y}\) such that \(\phi_{ij}(y)(f')\) is unitarily equivalent to

\[
\bigoplus_{k=1}^{M_{j,y}} f'(x_k) \bigoplus_{1}^{E_{j,y}} e_\infty(f') \bigoplus_{1}^{Z_{j,y}} 0
\]

for all \(f' \in A_i\). Therefore for \(y \in [0, 1]\),

\[
\lambda(\phi_{ij*}(f))(y) = \text{tr}_{D_j}(\phi_{ij}(f')(y)) = \frac{\dim(D_i)^{M_{j,y}}}{\dim(D_j)^{M_{j,y}}} \sum_{k=1}^{M_{j,y}} \text{tr}_{D_i}(f'(x_k)) + \frac{\dim(C_i)}{\dim(D_j)} \sum_{k=1}^{E_{j,y}} \text{tr}_{C_i}(e_\infty(f'))
\]
where \( f' \in A_i \) is any lift of \( f \in \text{Aff} T^+ A_i \).

As \( \inf \iota(n_j) > 0 \) for all \( j \geq 1 \), by Proposition 2.0.2, \( \Sigma_{n_j} \) is compact base for the tracial cone \( T^+ A_j \), and therefore induces a bounded norm \( \| - \|_{n_j} \) on the affine function space \( \text{Aff} T^+ A_j \).

**Proposition 2.1.2** Let \( n_1 \in \text{Aff} T^+ A_1 \) be such that \( \iota(n_1) > 0 \), and let \( n_j = \phi_{1j*}(n_1) \) for all \( j > 1 \). Then \( \phi_{ij*}(\Sigma_{n_j}) \subset \Sigma_{n_i} \).

**Proof.** Consider the following calculation:

\[
\Sigma_{n_j} = \Sigma_{\phi_{ij*}(n_i)} = \{ \tau \in T^+ A_j : \phi_{ij*}(n_i)(\tau) = 1 \} = \{ \tau \in T^+ A_j : n_i(\phi_{ij}^*(\tau)) = 1 \}.
\]

It follows that

\[
\phi_{ij*}(\Sigma_{n_j}) \subset \Sigma_{n_i}.
\]

**Corollary 2.1.1** Let \( n_1 \in \text{Aff} T^+ A_1 \) be an affine function such that \( \inf \iota(n_1) > 0 \), and let \( n_j = \phi_{1j*}(n_1) \) for all \( j > 1 \). Then \( \inf_{n_j}(\phi_{ij*}(f)) \leq \inf_{n_j}(\phi_{ij*}(f)) \) for any affine function \( f \in \text{Aff} T^+ A_i \) if \( j \geq i \).

**Proof.** By Proposition 2.1.2, \( \phi_{ij*}(\Sigma_{n_j}) \subset \Sigma_{n_i} \). Therefore, for \( j \geq i \),

\[
\inf_{n_j}(\phi_{ij*}(f)) = \inf\{ \phi_{ij*}(f)(\tau) : \tau \in \Sigma_{n_j} \} = \inf\{ f(\tau) : \tau \in \phi_{ij*}(\Sigma_{n_j}) \}
\]
By Proposition 2.1.2, $\Sigma_{n_i}$ forms a coherent sequence of sets for the inverse limit system $(T^+A_i, \phi_{ij}^*)$. As $n_1$ is in the Pedersen ideal of the simple inductive limit algebra $A$, $\infty > \tau(n_1) > 0$ for all $\tau \in T^+A$. Therefore the tracial cone $T^+A$ is generated by positive multiples of threads of the restricted inverse limit system

$$(\Sigma_{n_i}, \phi_{ij}^*).$$

Let the set of threads of this inverse system be denoted by $\Sigma_{n_\infty}$. Since each of the finite stages $\Sigma_{n_i}$ is compact, so is the set of threads. Therefore $\Sigma_{n_\infty}$ is a compact base for the cone of traces of the inductive limit algebra $A$ and hence induces a norm on its space of continuous affine functions. Another way to define $\Sigma_{n_\infty}$ is as the subset of $T^+A$ of traces that are equal to one on the element $n_\infty \in \text{Aff}T^+A$. Recall from Proposition 2.0.3 that $\inf_{n_i} \phi_{ij}^*(f) = \inf \{ f(\tau) : \tau \in \Sigma_{n_i} \}$; using this definition it is easy to check the following continuity properties for the infimum and supremum:

$$\inf \{ \phi_{ij}^*(f)(\tau) : \tau \in \Sigma_{n_\infty} \} = \lim_{j \to \infty} \inf_{n_i} \phi_{ij}^*(f) \quad (2.5)$$

$$\sup \{ \phi_{ij}^*(f)(\tau) : \tau \in \Sigma_{n_\infty} \} = \lim_{j \to \infty} \sup_{n_i} \phi_{ij}^*(f). \quad (2.6)$$

for all $f \in \text{Aff}T^+A_i$. In particular it should be noted that $\Sigma_{n_\infty}$ does not contain the zero trace; this follows immediately from the fact that every trace in $\Sigma_{n_\infty}$ evaluates to one on the element $n_\infty \in \text{Aff}T^+A$.

To apply Elliott's intertwining argument it is necessary to factor the invariant at each finite stage through a finite space, approximately on finitely
many elements:

$$( \text{Aff}T^+A_i, \| \cdot \|_{A_i,n_i} ) \rightarrow (C(\mathbb{R}^N), \| \cdot \|_{A_i,n_i} ) \rightarrow (\text{Aff}T^+A_i, \| \cdot \|_{A_i,n_i})$$

Given a finite set $F \subset \text{Aff}T^+A_i$, this is accomplished as in [Ell1] by choosing a sufficiently fine partition of unity $\{ \gamma_i \}_1^N \subset \text{Aff}T^+A_i$ and then approximately factorizing the identity map as follows:

$$f \mapsto (f(x_1), f(x_2), f(x_3), \cdots, f(x_N)) \mapsto \sum_{i=1}^N \gamma_i.$$ 

Recall that in Proposition 2.0.3 we established the isomorphism $\iota'_n : (\text{Aff}T^+A_i, \| \cdot \|_{n_i}) \rightarrow (C(\mathbb{T}), \| \cdot \|_\infty)$. Given a finite set $\{x_k\}_{k=1}^N \subset [0, 1)$ and $n_i \in \text{Aff}T^+A_i$ such that $\inf n_i > 0$ define a positive map $\rho'$ as follows:

$$\rho' : \text{Aff}T^+A_i \rightarrow \mathbb{R}_+^N$$

$$f \mapsto \iota'_n(f)(x_k), k = 1, \ldots, N. \quad (2.7)$$

Define the norms $\| \cdot \|_{A_i}$ and $\| \cdot \|_{n_i}$ on $(u_k)_{k=1}^N \in \mathbb{R}_+^N$ as follows:

$$\| (u_k)_{k=1}^N \|_{n_i} = \sup\{u_k\}_{k=1}^N$$

$$\| (u_k)_{k=1}^N \|_{A_i} = \sup\{u_k(\iota(n_k)(x_k))\}_{k=1}^N.$$

It is clear that $\rho'$ is contractive with respect to the norm $\| \cdot \|_{n_i}$. Let us check that the map is also contractive with respect to the norm $\| \cdot \|_{A_i}$; if $f \in \text{Aff}T^+A_i$ then

$$\| \rho'(f) \|_{A_i} = \sup\{\iota'_n(f)(x_k)\iota(n_i)(x_k)\}_{k=1}^N$$

$$= \sup\{\iota(f)(x_k)\}_{k=1}^N$$

$$\leq \| f \|_{A_i}. $$
Lemma 2.1.1 Let \( A(C, D, a) \) be a building block algebra and \( n \in \text{Aff}T^+A \) such that \( \inf_{\epsilon}(n) > 0 \) and \( \|n\|_A \leq 1 \). For any \( \epsilon > 0 \) and finite set \( F \subset (\text{Aff}T^+A, \|\cdot\|_{A,n}) \) there exists a positive integer \( N, \) finite sets \( \{x_k\}_{k=1}^N \subset [0, 1) \) and \( \{\gamma_k\}_{k=1}^N \subset \text{Aff}T^+A, \) and a positive contraction \( \rho \equiv (\rho_k)_{k=1}^N : (\text{Aff}T^+A, \|\cdot\|_{A,n}) \rightarrow (\mathbb{R}_+^N, \|\cdot\|_{A,n}) \) such that
\[
\|f - \sum_{k=1}^N \rho_k(f)\gamma_k\|_{A,n} < 2\epsilon
\]
for all \( f \in F \) and
\[
\|\sum_{k=1}^N \rho_k(f)\gamma_k\|_{A,n} \leq \|f\|_{A,n}
\]
for all \( f \in \text{Aff}T^+A. \)

Proof. By choosing an appropriate value of \( \epsilon \) in the hypothesis of the lemma, we can reduce to the case that \( \|f\|_{A,n} \leq 1. \) Let \( \{\gamma'_k\}_{k=1}^N \subset C(\mathbb{T}) \) be a partition of unity, and let \( \{x_k\}_{k=1}^N \subset [0, 1) \) be such that
\[
\|\gamma'_n(f) - \sum_{k=1}^N \gamma'_n(f)(x_k)\gamma_k\|_{\infty} < \epsilon
\]
for all \( f \in F \) and
\[
\left\| \frac{\gamma_n(x)}{\gamma'_n(x_k)} - 1 \right\|_{\infty} < \epsilon \text{ for } x \in \text{supp}(\gamma_k).
\]
(We have used \( \text{supp}(\gamma'_k) \) to denote the subset \( \{t \in \mathbb{T} : \gamma'_k(t) > 0\}. \)) Let \( \rho' \) be defined as in equation (2.8) with respect to the finite set \( \{x_k\}_{k=1}^N, \) and \( n \in \text{Aff}T^+A. \) Let \( \rho(f) = \frac{1}{1+\epsilon}\rho'(f) = \frac{1}{1+\epsilon}(\gamma'_n(f)(x_k))_{k=1}^N \) and \( \gamma_k = (\gamma'_n)^{-1}(\gamma'_k). \) Then
\[
\|f - \sum_{k=1}^N \rho_k(f)\gamma_k\|_n
\]
\[= \|\iota'_n(f) - \frac{1}{1+\varepsilon} \sum_{k=1}^{N} \iota'_n(f)(x_k)\gamma_k\|_{\infty}\]
\[\leq \|\iota'_n(f) - \sum_{k=1}^{N} \iota'_n(f)(x_k)\gamma_k\|_{\infty} + \| \sum_{k=1}^{N} \iota'_n(f)(x_k)\gamma_k - \frac{1}{1+\varepsilon} \sum_{k=1}^{N} \iota'_n(f)(x_k)\gamma_k\|_{\infty}\]
\[\leq \varepsilon + \frac{\varepsilon}{1+\varepsilon} \|\iota'_n(f)\|_{\infty}\]
\[\leq 2\varepsilon.\]

And, using the above inequality,
\[
\|f - \sum_{k=1}^{N} \rho_k(f)\gamma_k\|_{A} = \|\iota(f) - \sum_{k=1}^{N} \rho_k(f)\iota(\gamma_k)\|_{\infty}
\]
\[= \|\iota'_n(f) - \frac{1}{1+\varepsilon} \sum_{k=1}^{N} \iota'_n(f)(x_k)\gamma_k\|_{\infty}\]
\[\leq 2\varepsilon \|n\|_{A} \leq 2\varepsilon.\]

To complete the proof of the lemma we need to check that the map \(f \mapsto \sum_{k=1}^{N} \rho_k(f)\gamma_k\) is approximately contractive with respect to both norms:
\[
\| \sum_{k=1}^{N} \rho_k(f)\gamma_k\|_{n} = \| \frac{1}{1+\varepsilon} \sum_{k=1}^{N} \iota'_n(f)(x_k)\gamma_k\|_{\infty}\]
\[\leq \|\iota'_n(f)\|_{\infty} \leq \|f\|_{n}.\]

With respect to the norm \(\| \cdot \|_{A}\) we can make a similar estimate as follows:
\[
\| \sum_{k=1}^{N} \rho_k(f)\gamma_k\|_{A} = \| \frac{1}{1+\varepsilon} \sum_{k=1}^{N} \iota'_n(f)(x_k)\iota(\gamma_k)\|_{\infty}\]
\[= \frac{1}{1+\varepsilon} \| \sum_{k=1}^{N} \iota(f)(x_k)\iota(n)(\gamma_k)\|_{\infty}\]
\[= \frac{1}{1+\varepsilon} \| \sum_{k=1}^{N} \iota(f)(x_k)\gamma_k\frac{\iota(n)}{\iota(n)(x_k)}\|_{\infty}.\]
By assumption, the partition of unity was chosen fine enough so that \( \| \frac{\iota(n)(x)}{\iota(n)(x_k)} - 1 \|_\infty < \varepsilon \) for \( x \in \text{supp}(\gamma_k) \). Therefore
\[
\| \frac{\iota(n)(x)}{\iota(n)(x_k)} \|_\infty < 1 + \varepsilon \quad \text{for} \quad x \in \text{supp}(\gamma'_k)
\]
and hence
\[
\| \sum_{k=1}^N \rho_k(f) \gamma_k \|_A = \frac{1}{1 + \varepsilon} \| \sum_{k=1}^N \iota(f)(x_k) \gamma'_k \frac{\iota(n)}{\iota(n)(x_k)} \|_\infty
\leq \frac{1}{1 + \varepsilon} (1 + \varepsilon) \| \sum_{k=1}^N \iota(f)(x_k) \gamma'_k \|_\infty
\leq \| \iota(f) \|_\infty = \| f \|_A.
\]
This completes the proof of the lemma.

Let \( n_1 \in \text{Aff}^+ A_1 \) and \( m_1 \in \text{Aff}^+ B_1 \) be affine functions such that
\[
\inf(\iota(n_1)) > 0 \quad \text{and} \quad \inf(\iota(m_1)) > 0.
\]
Let
\[
n_i = \phi_{1i*}(n_1) \quad \text{and} \quad m_i = \phi_{1i*}(m_1).
\]
The remaining part of this section will be devoted to constructing an intertwining of the affine function spaces \( \lim_\to(\text{Aff}^+ A_i, \| \cdot \|_{A_i, n_i}) \) and \( \lim_\to(\text{Aff}^+ B_i, \| \cdot \|_{B_i, m_i}) \). The inclusion of Propositions 2.1.3 and 2.1.4 at the end of this section sets the stage for the intertwining of the inductive limit algebras \( \lim_\to(A_i, \phi_{ij}) \) and \( \lim_\to(B_i, \psi_{ij}) \) which will be carried out in Section 2.2.

By Lemma 2.1.1, given a finite set \( F \subset \text{Aff}^+ A_i \) and \( \varepsilon > 0 \) there exists an positive integer \( N(A_i) \) and an approximate factorization of the
identity map on $(\text{Aff}T^+A_1, \| \cdot \|_{A_1,n_1})$ through the finitely generated cone 
$(\mathbb{R}_+^{N(A_1)}, \| \cdot \|_{A_1,n_1})$ within $\varepsilon$ on the finite set $F$. By choosing an appropriate dense sequence in $\text{Aff}T^+A$ and factorizing the identity map on finite subsets of the sequence at each finite stage within an appropriate tolerance we can construct an approximate intertwining of $\lim_\rightarrow(\text{Aff}T^+A_1, \| \cdot \|_{A_1,n_1})$ and $\lim_\rightarrow(\mathbb{R}_+^{N(A_1)}, \| \cdot \|_{A_1,n_1})$. It then follows directly from Theorem 2.2 of [Ell2] that $\lim_\rightarrow(\text{Aff}T^+A_1, \| \cdot \|_{A_1,n_1})$ and $\lim_\rightarrow(\mathbb{R}_+^{N(A_1)}, \| \cdot \|_{A_1,n_1})$ are isomorphic. Similarly we can construct an approximate intertwining of $\lim_\rightarrow(\text{Aff}T^+B_1, \| \cdot \|_{B_1,m_1})$ and $\lim_\rightarrow(\mathbb{R}_+^{N(B_1)}, \| \cdot \|_{B_1,m_1})$.

By the above arguments, and the assumption that $(\text{Aff}T^+A, \| \cdot \|_A)$ is isomorphic to $(\text{Aff}T^+B, \| \cdot \|_B)$, we know that $\lim_\rightarrow(\mathbb{R}_+^{N(A_1)}, \| \cdot \|_A)$ is isomorphic to $\lim_\rightarrow(\mathbb{R}_+^{N(B_1)}, \| \cdot \|_B)$. It is easy to intertwine finitely generated normed spaces; the argument is very similar to that given in [Ell1], and appears explicitly in [Ell3]. The argument in our case is exactly the same, except that the given isomorphism, $\phi : \text{Aff}T^+A \rightarrow \text{Aff}T^+B$ is not isometric with respect to the norms $\| \cdot \|_\infty$ and $\| \cdot \|_\infty$. It is, however, for the purposes of constructing an intertwining enough to check that the norms are equivalent with respect to the isomorphism $\phi$ in the following sense: there exist positive constants $M_1$ and $M_2$ such that

$$M_2\|f\|_\infty \leq \|\phi(f)\|_\infty \leq M_1\|f\|_\infty$$

for all $f \in \text{Aff}T^+A$. Let $M_1 = \|\phi(n_\infty)\|_\infty = \sup\{\phi(n_\infty)(\tau) : \tau \in \Sigma_m\}$. Using this expression for the norm, it follows that

$$\|\phi(f)\|_\infty = \sup\{f(\phi^*(\tau)) : \tau \in \Sigma_m\} \leq \sup\{f(\phi^*(\tau)) : \phi(n_\infty)(\tau) = M_1\}$$
for all $f \in \text{Aff}^+ T$. Similarly, $\|\phi^{-1}(f)\|_{n_{\infty}} \leq M_1 \|f\|_{m_{\infty}}$ for all $f \in \text{Aff}^+ B$. Let $M_2 = 1/M_1$, then together with the previous result

$$M_2 \|f\|_{n_{\infty}} \leq \|\phi(f)\|_{m_{\infty}} \leq M_1 \|f\|_{n_{\infty}}$$

(2.9)

for all $f \in \text{Aff}^+ T$.

We can also prove that there exist real numbers $m_1, m_2 > 0$ such that

$$\inf\{\phi(f)(\tau) : \tau \in \Sigma_{m_{\infty}}\} \geq m_1 \inf\{f(\tau) : \tau \in \Sigma_{n_{\infty}}\}$$

(2.10)

and

$$\inf\{\phi(f)(\tau) : \tau \in \Sigma_{m_{\infty}}\} \leq m_2 \inf\{f(\tau) : \tau \in \Sigma_{n_{\infty}}\}$$

by similar means. Let $m_1 = \inf\{\phi(n_{\infty})((\tau)) : \tau \in \Sigma_{m_{\infty}}\}$ (these estimates will prove useful at a later stage in the intertwining argument). Then

$$\inf\{\phi(f)(\tau) : \tau \in \Sigma_{m_{\infty}}\} \geq \inf\{f(\phi^*(\tau)) : \phi(n_{\infty})(\tau) = m_1\}$$

$$= m_1 \inf\{f(\phi^*(\tau)) : \phi(n_{\infty})(\tau) = 1\}$$

$$= m_1 \inf\{f(\phi^*(\tau)) : n_{\infty}(\phi^*(\tau)) = 1\}$$

$$= m_1 \inf\{f(\tau) : n_{\infty}(\tau) = 1\}$$

$$= m_1 \inf\{f(\tau) : \tau \in \Sigma_{n_{\infty}}\}.$$

The identical statement that holds for $\phi^{-1}$ can be used to find the constant $m_2$. 

Approximate intertwinnings are transitive (this property is used implicitly in constructing an intertwining of the affine function spaces in [EL3]), and by the arguments given previously, we have therefore constructed an approximate intertwining of \((\text{Aff}^{T}A_{i}, \| \cdot \|_{A_{i},n_{1}}, \phi_{ij*}) \) and \((\text{Aff}^{T}B_{i}, \| \cdot \|_{B_{i},m_{1}}, \psi_{ij*})\);

\[
\begin{align*}
\text{Aff}^{T}A_{1}, \| \cdot \|_{A_{1},n_{1}} & \rightarrow \text{Aff}^{T}A_{2}, \| \cdot \|_{A_{2},n_{2}} \rightarrow \cdots \rightarrow \text{Aff}^{T}A_{n_{\infty}}, \| \cdot \|_{A_{n_{\infty}}} \\
\text{Aff}^{T}B_{1}, \| \cdot \|_{B_{1},m_{1}} & \rightarrow \text{Aff}^{T}B_{2}, \| \cdot \|_{B_{2},m_{2}} \rightarrow \cdots \rightarrow \text{Aff}^{T}B_{m_{\infty}}, \| \cdot \|_{B_{m_{\infty}}}
\end{align*}
\]

The next step in Elliott's isomorphism algorithm is to lift each of the maps at finite stages between affine function spaces to maps between the building block algebras. This will be accomplished by means of Theorem 3.0.1, the existence theorem. In our setting we cannot apply the existence theorem immediately to the approximately commuting diagram given above. In order to satisfy the hypothesis of the theorem we need to pass to suitable subsequences. Furthermore, the conclusions of the existence theorem do not, as given, preserve the approximate commutativity of the diagram of affine function spaces; the estimate in the conclusion of the theorem is with respect to a norm that is different than the norms given in the approximate intertwining. Both of these difficulties can be surmounted by passing to suitable subsequences in the approximate intertwining, as will be demonstrated in Section 2.2. The following propositions are sufficient to carry out this procedure.

**Proposition 2.1.3** At any finite stage \(A_{i}\), there exist real numbers \(\mu, M > 0\) and a positive integer \(N\) such that for any affine function \(s \in \text{Aff}^{T}A_{i},\)
\[ \|s\|_{A_i} \leq 1 \text{ and } \inf(\xi(s)) > 1/2, \text{ and any map } \xi : A_i \to B_j \text{ composed of at least } N \text{ horizontal steps before a diagonal step, } \|\xi(s)\|_{m_j} \leq M \text{ and } \inf(\xi(s)) \geq \mu. \]

**Proof.** The first step to proving the proposition is to find bounds for the norm and infimum of the element \( \phi_{i_0}(s) \) in the inductive limit affine function space using the bounds at the finite stage \( \text{Aff}T^+ A_i \) given in the hypothesis of the proposition. As \( \| \cdot \|_{A_i} \) and \( \| \cdot \|_{n_i} \) are equivalent norms, there exists a positive real number \( M' > 0 \) such that \( \|s\|_{n_i} \leq M' \) (where \( i \) is fixed) for all \( s \in \text{Aff}T^+ A_i \) such that \( \|s\|_{A_i} \leq 1 \). As the connecting maps \( \phi_{ij} \) are contractive, by the equivalence of the norms \( \| \cdot \|_{n_{\infty}} \) and \( \| \cdot \|_{m_{\infty}} \) given by equation (2.9), there exists a positive constant \( M'' > 0 \) such that

\[
\|\phi \circ \phi_{i_0}(s)\|_{m_{\infty}} \leq M''
\]

for all \( s \in \text{Aff}T^+ A_i \) such that \( \|s\|_{A_i} \leq 1 \).

As \( \|n_i\|_{A_i} = \|\xi(n_i)\|_{\infty} \leq 1 \),

\[
\inf(\xi_{n_i}(s)) = \inf(\frac{\xi(s)}{\xi(n_i)}) \\
\geq \inf(\xi(s)) \\
> 1/2.
\]

By Corollary 2.1.1, the maps \( \phi_{ij} \) are infimum non-decreasing with respect to the element \( n_i \), and therefore \( \inf\{\phi_{i_0}(s)(\tau) : \tau \in \Sigma_{n_{\infty}} \} > 1/2 \). Therefore by equation (2.10) there exists a positive constant \( m' \) such that

\[
\inf\{\phi \circ \phi_{i_0}(s)(\tau) : \tau \in \Sigma_{m_{\infty}} \} > m'.
\]
As the diagram is approximately commuting, there exists a positive integer $N'$ such that
\[ \| \phi \circ \phi_{i_0s}(s) - \psi_{k_0s} \circ \gamma_k \circ \phi_{iks}(s) \|_{m_\infty} < m'/4 \] (2.14)
for all $k > N'$. As the connecting maps $\psi_{ij*}$ are continuous with respect to the sequence of norms and infimums induced by the element $m_i$ (see equations (2.5) and (2.6)), and the diagram commutes approximately, there exists a positive integer $N \geq N'$ such that
\[ \| \| \gamma_k \circ \phi_{ik*}(s) \|_{m_k} - \| \psi_{k0s} \circ \gamma_k \circ \phi_{ik*}(s) \|_{m_\infty} \| < m'/4 \] (2.15)
\[ \| \inf(\gamma_k \circ \phi_{ik*}(s) |_{\Sigma_m}) - \inf(\psi_{k0*} \circ \gamma_k \circ \phi_{ik*}(s) |_{\Sigma_\infty}) \| < m'/4 \] (2.16)
for all $k > N$.

From equation (2.11) and equation (2.14) it follows that
\[ \| \psi_{k0s} \circ \gamma_k \circ \phi_{ik*}(s) \|_{m_\infty} \leq M'' + m'/4. \]
The above equation together with the estimate in equation (2.15) yields
\[ \| \gamma_k \circ \phi_{ik*}(s) \|_{m_k} \leq M'' + m'/4 + m'4 = M'' + m'/2. \]
Let $M = M'' + m'/2$, then
\[ \| \xi(s) \|_{m_k} \leq M \]
where $\xi = \gamma_k \circ \phi_{ik*}$ is any map from $A_i$ to $B_j$ composed of at least $N$ horizontal steps before a vertical step.

If we notice that equation (2.14) is equivalent to the statement $\sup \{ \phi \circ \phi_{i_0s}(s)(\tau) - \psi_{k_0s} \circ \gamma_k \circ \phi_{ik*}(s)(\tau) : \tau \in \Sigma_{m_\infty} \}$ then it is apparent that using
the lower bound on the infimum of $\phi \circ \phi_{\Sigma_{\infty}}(s)|_{\Sigma_{m_\infty}}$ given in equation (2.13) yields a lower bound of $m' - m'/4$ for the infimum of $\psi_{k_{\Sigma_{\infty}}} \circ \gamma_k \circ \phi_{\Sigma_{m_\infty}}(s)|_{\Sigma_{m_\infty}}$:

$$\inf\{\psi_{k_{\Sigma_{\infty}}} \circ \gamma_k \circ \phi_{\Sigma_{m_\infty}}(s)|_{\Sigma_{m_\infty}}\} > \frac{3}{4}m'.$$

The above equation together with the estimate in equation (2.16) yields

$$\inf(\gamma_k \circ \phi_{\Sigma_{m_k}}(s)|_{\Sigma_{m_k}}) > \frac{3}{4}m' - \frac{m'}{4}.$$

Let $\mu = m'/2$, then

$$\inf\left(\frac{\iota(\xi(s))}{\iota(m_k)}\right) = \inf(\gamma_k \circ \phi_{\Sigma_{m_k}}(s)|_{\Sigma_{m_k}}) > \mu.$$

The following proposition is a consequence of the so-called delta density condition for simple inductive limits.

**Proposition 2.1.4** Let $B = \lim_{\longrightarrow}(B_i(C_i, D_i, b_i), \phi_{ij})$ be a simple inductive limit of building block algebras. Let $m_1 \in \text{Aff}^{+}B_1$ such that $\inf(\iota(m_1)) > 0$ and let $m_i = \phi_{1i*}(m_1)$. Then for any real number $M > 0$, there exists a positive integer $N$ such that for all $j \geq N$, $\dim(D_j)(\iota(m_j)(y)) > M$ for all $y \in [0, 1]$ and $\frac{\dim(D_j)}{b_j}(\iota(m_j)(0)) > M$.

**Proof.** It is well known that simple approximately subhomogeneous algebras with injective connecting maps satisfy the so-called delta density condition: for any partition $\{\delta_n\}_{n=1}^K$ of $C[0, 1]$, there exists a positive integer $N' > 0$ such that $\inf(\iota \circ \phi_{1j*} \circ \iota^{-1}(\delta_n)) > 0$ for all $n$ and $j \geq N'$.

From the structure theory of representations of building block algebras $B_i(C_i, D_i, b_i)$, we know that for any homomorphism $\phi_{1j}$ and $y \in [0, 1]$ there
exist positive integers $M_{j,y}$ and $E_{j,y}$, and real numbers $x_i \in (0, 1), i = 1, \ldots, M_{j,y}$ such that $\phi_{ij}(y)(f)$ is unitarily equivalent to

$$
\bigoplus_{i=1}^{M_{j,y}} f(x_i) \bigoplus_{i=1}^{E_{j,y}} e_\infty(f) \bigoplus_{i=1}^{Z_{j,y}} 0
$$

(2.17)

for all $f \in B_1$. Therefore for $y \in [0, 1]$,

$$
\iota(\phi_{ij*}(m_1))(y) = \text{tr}_{D_j}(\phi_{ij}(m'_{j1})(y))
= \frac{\dim (D_1)}{\dim (D_j)} \sum_{i=1}^{M_{j,y}} \text{tr}_{D_1}(m_1(x_i)) + \frac{\dim (C_1)}{\dim (D_j)} \sum_{i=1}^{E_{j,y}} \text{tr}_{C_1}(e_\infty(m_1))
= \frac{\dim (D_1)}{\dim (D_j)} \sum_{i=1}^{M_{j,y}} \iota(m_1)(x_i) + \frac{\dim (C_1)}{\dim (D_j)} \sum_{i=1}^{E_{j,y}} \iota(m_1)(1)
$$

(2.18)

where $m'_{j1} \in A_1$ is any lift of $m_1$, and $\text{tr}_{D_j}$ and $\text{tr}_{C_i}$ are the normalized matrix traces on $D_j$ and $C_i$ respectively. For $y = 0$ we can make a stronger statement; recall that all irreducible representations of $A_1$ have multiplicity $b_j$ at the left endpoint. Therefore $\phi_{ij}(0)(f)$ is unitarily equivalent to

$$
\bigoplus_{i=1}^{b_j} f(x_i) \bigoplus_{i=1}^{M_{j,0}} e_\infty(f) \bigoplus_{i=1}^{Z_{j,0}} 0
$$

where $b_jM_{j,0} = M_{j,0}, b_jE_{j,0}' = E_{j,0}$ and $b_jZ_{j,0}' = Z_{j,0}$. Therefore, by an argument similar to that given by equation (2.18),

$$
\iota(\phi_{ij*}(m_1))(0) = \frac{b_j}{b_j + 1} \left( \frac{\dim (D_1)}{\dim (C_j)} \sum_{i=1}^{M_{j,0}} \iota(m_1)(x_i) + \frac{\dim (C_1)}{\dim (C_j)} \sum_{i=1}^{E_{j,0}} \iota(m_1)(1) \right).
$$

(2.19)

Let $\alpha = \inf(\iota(m_1))$. Then by equation (2.18),

$$
\dim (D_j) \iota(\phi_{ij*}(m_1))(y) \geq M_{j,y} \alpha
$$
and by equation (2.19),
\[
\frac{\dim(D_j)}{b_j} \mu(\phi_{ij^*}(m_1))(0) = \dim(C_j) \frac{b_j + 1}{b_j} \mu(\phi_{ij^*}(m_1))(0)
\geq M'_{j,y} \alpha
\]
(we have used the fact that \(\dim(C_j) = (b_j + 1)\dim(D_j)\)). It follows from the delta density condition that as \(j\) tends to infinity, \(\inf\{M_{j,y} : y \in [0, 1]\}\) and \(M_{j,0}\) tend to infinity. As \(\alpha\) is fixed this completes the proof of the proposition.

### 2.2 Isomorphism

In this section we will lift the approximate intertwining of the affine function spaces to an approximate intertwining of the algebras. By Elliott's approximate intertwining theorem we can then conclude that the algebras \(A\) and \(B\) are isomorphic.

Lifting an approximate intertwining of affine function spaces to an approximate (not necessarily commuting) intertwining of the building block algebras is accomplished in three easy steps using Propositions 2.1.3 and 2.1.4 and the existence theorem. We will show that given a finite set \(F \subset \text{Aff} T^+ A_i\) and \(\varepsilon > 0\) there exists a positive integer \(L\) such that for any \(j \geq L, \xi_j \equiv \gamma_j \circ \phi_{ij^*} : (\text{Aff} T^+ A_i, \| \cdot \|_{n_i}) \rightarrow (\text{Aff} T^+ B_j, \| \cdot \|_{m_j})\) can be lifted (approximately with respect to the norm \(\| \cdot \|_{m_j}\) on the finite set \(F\)) to a homomorphism \(\psi : A_i \rightarrow B_j\).

**Step 1.** By Proposition 2.1.3, there exists real numbers \(\mu, M_1\) and a positive integer \(N_1\) such that for any affine function \(s \in \text{Aff} T^+ A_i\) such that
Step 2. We apply the existence theorem to the finite set $F$ and epsilon value of $\varepsilon/M_1$ to yield a positive integer $N$ and an affine function $\nu, \|\nu\|_{A_i} \leq 1$ and $\inf(\nu) > 1/2$ (the affine function $\nu$ is labeled as $n$ in the statement of the existence theorem; we have chosen the label $\nu$ for reasons of clarity in the argument that follows). In particular, for $j \geq N_1$, and for the affine function $\nu$, equations (2.20) and (2.21) take the form:

$$\|\xi_j(s)\|_{m_j} \leq M_1$$

and

$$\inf\left(\frac{\xi_j(s)}{\nu(m_j)}\right) \geq \mu$$

for all $j \geq N_1$.

Step 3. By Proposition 2.1.4, for the real number $N/\mu$, there is a positive integer $N_2$ such that for all $j \geq N_2$,

$$\dim(D_j)(\nu(m_j)(y)) > N/\mu \text{ for all } y \in [0, 1]$$

(2.24)
Let \( L = \max(N_1, N_2) \). For \( j \geq L \), by equations (2.23), (2.24) and (2.25),
\[
\frac{\dim (D_j)}{b_j} (\zeta(m_j)(0)) > \frac{N}{\mu}.
\] (2.25)

By the above equations, for \( j \geq L \) the hypothesis of Theorem 3.0.1, the existence theorem, have been satisfied for the finite set \( F, \varepsilon/M_1 \) and contractive positive map \( \xi_j : \text{Aff}T^+A_i \to \text{Aff}T^+B_j \). Therefore, we may apply the theorem to conclude that there exists a homomorphism \( \psi : A_i \to B_j \) with induced map \( \psi_* : \text{Aff}T^+A_i \to \text{Aff}T^+B_j \) such that
\[
\|\xi_j(f) - \psi_*(f)\|_{\xi_j(\nu)} < \varepsilon/M_1
\] (2.26)

for \( f \in F \). Using equation (2.22) it easy to prove the following estimate on norms:
\[
\| \cdot \|_{m_j} \leq M_1 \| \cdot \|_{\xi_j(\nu)};
\]
we can argue as follows
\[
\|f\|_{m_j} = \| \frac{\zeta(f)}{\zeta(m_j)} \|_{\infty} \\
\leq \| \frac{\zeta(f)}{\zeta(\xi_j(\nu))} \|_{\infty} \| \frac{\zeta(\xi_j(\nu))}{\zeta(m_j)} \|_{\infty}
\]
\[ \leq M_1 \| f \|_{c_1(\nu)}. \]

Therefore, by equation (2.26),

\[ \| \xi_j(f) - \psi_\ast(f) \|_{m_j} < \varepsilon \]  

for \( f \in F \). This completes the part of the intertwining argument in which maps between the affine function spaces are lifted to maps between the building block algebras.

At this stage we have a (not necessarily approximately commutative) diagram of algebra homomorphisms that induces an approximately commutative diagram of inductive limit systems \(((\text{Aff}^T A_i, \| \cdot \|_{A_i,m_i}), \phi_{ij})\) and \(((\text{Aff}^T B_i, \| \cdot \|_{B_i,m_i}), \psi_{ij})\). We can apply the uniqueness theorem successively to each triangle in the diagram to obtain an approximately commuting diagram. The argument is straightforward. Given a finite set \( F \subset A_i \) and \( \varepsilon > 0 \) there exists two families of affine functions \( \{ \delta_k \}_{1}^{n} \) and \( \{ h_k \}_{1}^{n} \) for which certain conditions have to be met if we are to apply the uniqueness theorem.

As the algebra \( A \) is simple and the connecting maps \( \phi_{ij} \) are injective, by Corollary 2.1.1 there exists a positive integer \( N_1 \) and a real number \( \delta > 0 \) such that for all \( j \geq N_1 \) the infimum of each element \( \delta_k \) restricted to the compact base \( \Sigma_{n_j} \) is bounded below by \( \delta \):

\[ \inf(\phi_{ij\ast}(\delta_k)|_{\Sigma_{n_j}}) > \delta \text{ for } k = 1, \ldots, n. \]

As the diagram of affine function spaces commutes approximately, there exists a positive integer \( N_2 \) such that for all \( j \geq N_2 \),

\[ (\gamma_i \circ \psi_{ij\ast} \circ \gamma_j \circ \phi_{ij\ast}(h_k) - \phi_{ij\ast}(h_k))|_{\Sigma_{n_i}} < \delta/2 \]
for \( k = 1, \ldots, n \). Therefore, by the equations above, for \( j \geq \max(N_1, N_2) \)
and for any two diagonal maps between building block algebras, \( \xi_j : A_t \to B_j \)
and \( \xi'_j : B_j \to A_t \), by Theorem 4.0.1, the uniqueness theorem, there exists a
unitary \( U \) in the unitization of \( A_t \) such that

\[
\| \phi_u(f) - \text{Ad}_U(\xi'_j \circ \xi_j(f)) \| < \varepsilon
\]

for \( f \in F \). This completes the approximate intertwining. By Elliott's ap-
proximate intertwining theorem, the algebras \( A \) and \( B \) are isomorphic. This
completes the proof of Theorem 1.0.1, the isomorphism theorem.
Chapter 3

Existence

In her thesis L. Li [Li] improved K. Thomsen's approximation theorem for Markov operators by removing the dependence on the operator from the hypothesis of the theorem. Recall that a Markov operator is a positive, affine, unital map between normed spaces. In our setting the maps that arise are positive, affine and contractive. We will build on Li's existence theorem to show that such maps are induced approximately (in the topology of pointwise convergence) by averages of *-homomorphisms between building blocks.

Theorem 3.0.1 (existence) Let $A \equiv A(C_1, D_1, a)$ be a building block algebra. For any finite set $F \subset \text{Aff}(T^+ A)$ and $1/4 > \varepsilon > 0$, there is a natural number $N$ and an affine function $n \in \text{Aff}(T^+ A)$, $\|n\|_A \leq 1$ and $\inf(\nu(n)) \geq 1/2$ such that for any building block algebra $B \equiv B(C_2, D_2, b)$ and contractive positive linear map $\xi : (\text{Aff}(T^+ A), \| \cdot \|_A) \rightarrow (\text{Aff}(T^+ B), \| \cdot \|_B)$ if $\dim(D_2) \geq \max(N/\inf(\nu(n)), Nb/\nu(n))(0)$ then there is a *-homomorphism $\psi : A \rightarrow B$ (with induced map $\psi_* : \text{Aff}(T^+ A) \rightarrow \text{Aff}(T^+ B)$) such that $\|\xi(f) - \psi_*(f)\|_{\xi(n)} < \ldots$
74ε for all f ∈ F.

**Proof.** In section 3.1 the desingularized space $X^d$ associated to a building block algebra $A$ and a $*$-homomorphism $L$ from $A$ into a fixed matrix algebra over $C(X^d)$ are constructed. In section 3.2 the map $\xi$, given in the hypothesis of the theorem is rescaled to a Markov operator from $C(T)$ to itself. Li’s existence theorem is then applied to the rescaled map to show that it is induced approximately by an average of maps, $\phi_i$ from the circle to itself. Finally, in section 3.3 each map $\phi_i$ is lifted into the desingularized space $X^d$; composed with $L$ they induce maps from $A$ to $B$ that average to the given map $\xi$ between the affine function spaces.

### 3.1 The desingularized space

As a disclaimer we would like to note that a "desingularized space" $X^d$ is not constructed explicitly during the course of the proof. We have used the term by analogy with the result given by Li’s theorem, namely that completely positive maps between $C(X)$ and $C(Y)$ are approximate averages of $*$-homomorphisms induced by maps $\phi_i : Y \to X$. In our setting we will define maps $p_s(n, l)(\bullet, \bullet)$ and $r_s(m, k)(\bullet, \bullet, \bullet)$ by equations (3.3) and (3.4) respectively, where by analogy the parameter "$s$" is a coordinate in the desingularized space $X^d$. In section 3.3 we will lift the finite set of maps $\phi_i : Y \to X$ (in our setting $X = Y = T$) to maps from $Y$ to $X^d$. We will use the lifted maps together with $p_s(n, l)(\bullet, \bullet)$ and $r_s(m, k)(\bullet, \bullet, \bullet)$ to define maps from $A$ to $B$.

Let $X^d_p = [0, 2((a + 1)p - a)]$ denote the "$p$-fold extended interval". The
desingularized space $X^s$ is constructed by gluing together copies of $X^s_k$ for various values of $k$ (picture $X^s_p$ as the "backbone" of the desingularized space with different copies of $X^s_k$ for various values of $k$ linking points along the backbone — this will be explained more clearly in section 3.3). Define the map $L': A \to M_{(a+1)^2} (C(X^s_p))$ up to unitary equivalence in each fibre as follows:

$$f \mapsto \begin{cases} \bigoplus_{1}^{a+k/2+1} f(t-k) & \text{for } t \in [k, k+1], k \text{ even} \\ \bigoplus_{1}^{a+1} f(0) \bigoplus_{1}^{(k-1)/2+1} f(1-(t-k)) & \text{for } t \in [k, k+1], k \text{ odd}. \end{cases}$$

By conjugating by an appropriate (discontinuous) unitary path we can ensure that the map $L'$ is continuous. Define $L$: $\text{Aff} T^+ A \to C(X^s_p)$ for $f \in \text{Aff} T^+ A$ as

$$L(f)(x) = \text{tr}_{(a+1)^2} (L'(f')(x)),$$

where $\text{tr}_{(a+1)^2}$ is the normalized matrix trace on $M_{(a+1)^2}(C)$ and $f' \in A$ is any lift of $f \in \text{Aff} T^+ A$.

Given $x_t \in [0, 1]$, define $x_{t,l} \in X^s_p$ for $1 \leq l \leq p$ as

$$x_{t,l} = x_t + (l-1)2(a+1).$$

Then

$$L(f)(x_{t,l}) = tr_{(a+1)^2} \sum_{1}^{t(a+1)} f'(x_t) = \sum_{1}^{t(a+1)} f(x_t).$$

(3.1)

An important consequence of equation (3.1) is that for $x \in X^s_l \hookrightarrow X^s_p$ (we may consider a copy of $X^s_l = [0, 2((a+1)l-a)]$ to be canonically included in $X^s_p = [0, 2((a+1)p-a)]$ for $l \leq p$),

$$|L(f)(x)| \leq \frac{l}{p} \|f\|_A.$$  

(3.2)
Remark 3.1.1  For the remainder of this proof the term linear path
joining two points $x_{t_1,l_1}, x_{t_2,l_2} \in X^d_p$ will denote the path
\[ p_s = (1 - s)x_{t_1,l_1} + sx_{t_2,l_2} \]
for $s \in [0, 1]$.

Let $l = n + m$ and $t \in [0, 1]$. Up to unitary equivalence,
\[ L'(f')(x_{t,l}) = \bigoplus_{1}^{l(n+1)} f'(t) \bigoplus_{1}^{n(n+1)} f'(t) \bigoplus_{1}^{m(n+1)} f'(t) \]
\[ = L'(f')(x_{t,n}) \oplus L'(f')(x_{t,m}). \]

Inspired by the above calculation, we can consider the point $x_{t,l}$ to be "split" into two components, $(x_{t,n}, x_{t,m})$. We will not keep track of the unitary that is used to split a point since conjugating by a unitary does not change the hypothesis or conclusion of the theorem. The importance of identifying $x_{t,l}$ with $(x_{t,m}, x_{t,n})$ is that for the purpose of this proof it is necessary to construct paths in which the first and second coordinate are varied separately. There are two general classes of paths that are considered. The first of these is constructed by joining $x_{t,n+1}$ to $x_{t,l}$ by splitting $x_{t,n+1}$ into two components and varying the second coordinate linearly inside $X^d_m$:
\[ p_s(n, l) : x_{t,n+1} \equiv (x_{t,n}, x_{t,1}) \leadsto (x_{t,n}, x_{t,m}) \equiv x_{t,l}. \quad (3.3) \]

In more detail, let $(x_{t_1,n}, x_{t_2,m}) \in X^d_n \times X^d_m$. Define
\[ L'(f')(x_{t_1,n}, x_{t_2,m}) = L'(f')(x_{t_1,n}) \oplus L'(f')(x_{t_2,m}). \]
Let $p_s(n, l)$, with $l = n + m$, be the path whose first component remains constant with a value of $x_t, n$ and whose second component joins $x_{t, 1}$ to $x_{t, m}$ linearly inside $X^d_m$ (if $n = 0$ then the first coordinate is null; in this case $p_s(n, l)$ is defined to be the linear path in $X^d_m$ joining $x_{t, 1}$ to $x_{t, l}$). Then $L(f)(x_t, l) = L(f)(p_0(n, l))$ and $L(f)(x_t, n + 1) = L(f)(p_1(n, l))$. This path has the useful property that the value of the function $L(f)$ varies by at most $m/p\|f\|_A$ over the course of the path; by equation (3.2) since the non-constant part of the path lies entirely inside $X^d_m$, for $s_1, s_2 \in [0, 1]$:

$$|L(f)(p_{s_1}(n, l)) - L(f)(p_{s_2}(n, l))|$$

$$= |tr_{(a+1)^2p}(L'(f')(1 - s_1)x_{t, 1} + s_1x_{t, m}) - L'(f')(1 - s_2)x_{t, 1} + s_2x_{t, m})|$$

$$\leq m/p\|f\|_A.$$
path. Let \( s_1, s_2 \in [0, 1] \), then
\[
|\mathcal{L}(f)(r_{s_1}(m, k)) - \mathcal{L}(f)(r_{s_2}(m, k))|
\]
\[
= |\text{tr}_{(a+1)^2}(\mathcal{L}'(f')(1 - s_1)x_0, m + s_1x_1, m) - \mathcal{L}'(f')(1 - s_2)x_0, m + s_2x_1, m)|
\]
\[
\leq m/p\|f\|_A. \tag{3.5}
\]
There is also a relation between the values of \( \mathcal{L}(f)(x_{0,p-k}, x_{1,k}) \) for \( k \leq p \) and \( \mathcal{L}(f)(0) \) similar to the relation given in equation (3.1):
\[
\mathcal{L}(f)(x_{0,p-k}, x_{1,k}) = 1/p((p - k)f(0) + kf(1))
\]
\[
= 1/p((p - k)f(0) + k((a + 1)/a)f(0))
\]
\[
= (1 + k/\alpha p)f(0). \tag{3.6}
\]

3.2 The rescaled map

In Proposition 2.0.3 the isomorphism
\[
\iota_n : (\text{Aff} T^+ A, \| \cdot \|_n) \to (C(T), \| \cdot \|_{\infty})
\]
\[
f \mapsto f/n \tag{3.7}
\]
was established for building block algebras \( A \), where \( n \in \text{Aff} T^+ A \) is an affine function such that \( \inf n > 0 \) (in this section \( \iota(f) \in C[0, 1] \) will be identified with \( f \) for all affine functions \( f \in \text{Aff} T^+ A \) — for the definition of \( \iota \) see Proposition 2.0.1). Under the identification given by equation (3.7), \( \iota \) induces a Markov map \( \xi_T \) from \( C(T) \) to itself that can be concretely described as follows:
\[
\xi_T : C(T) \to C(T)
\]
\[ \ell_n'(f) = \frac{f}{n} \rightarrow \frac{\xi(f)}{\xi(n)} \]  

(3.8)

for \( f \in C[0,1] \). By Theorem 2.1 of Li [Li] for any finite set \( G \subset C(T) \) and \( \varepsilon > 0 \) there exists an \( N > 0 \) such that for any Markov map \( \xi_T \) there are \( N \) homomorphisms \( \phi_i : C(T) \rightarrow C(T) \) such that \( ||\xi_T(g) - 1/N \sum_{i=1}^{N} \phi_i(g)|| < \varepsilon \) for all \( g \in G \).

For our purposes we require maps \( \phi_i \) that can be be lifted to \( C[0,1] \); in more detail, let \( \theta \) denote a fixed inclusion from \( C(T) \) to \( C[0,1] \) (given by identifying the subalgebra of functions which agree at the endpoints of the interval with \( C(T) \)); we require that there exist maps \( \phi'_i : C[0,1] \rightarrow C(T) \) such that \( \phi_i = \phi'_i \circ \theta \).

**Proposition 3.2.1** Let \( \theta \) denote a fixed inclusion from \( C(T) \) to \( C[0,1] \) induced by identifying the endpoints of the unit interval. Given a finite set \( G \subset C(T) \) and \( \varepsilon > 0 \) there exists an \( N > 0 \) such that for any Markov map \( \xi_T : C(T) \rightarrow C(T) \) there are \( N \) homomorphisms \( \phi_i : C[0,1] \rightarrow C(T) \) such that \( ||\xi_T(g) - 1/N \sum_{i=1}^{N} \phi_i \circ \theta(g)||_\infty < 2\varepsilon \) for all \( g \in G \).

**Proof.** The proof follows from a slight variation of an argument given by Nielsen and Thomsen in Lemma 4.1 of [NT]. Let \( \{t_1, t_2, \ldots, t_k\} \) be a partition of \( [0,1] \), and \( \{h_i\}_{i=1}^{k} \) be a partition of unity of \( C(T) \) such that

\[ ||g - \sum_{i=1}^{k} \theta(g)(t_i)h_i||_\infty < \varepsilon \]  

(3.9)

for all \( g \in G \). Define maps \( t : C[0,1] \rightarrow \mathbb{R}^k \) and \( s : \mathbb{R}^k \rightarrow C(T) \) as follows:

\[ t(f) \mapsto (f(t_1), f(t_2), \ldots, f(t_k)) \text{ for } f \in C[0,1] \]
Let
\[ s(x_1, x_2, \ldots, x_k) \mapsto \sum_{i=1}^{k} x_i h_i \text{ for } x_i \in \mathbb{R}. \]

Let
\[ \xi'_T = \xi_T \circ s \circ t. \]

Now we apply Li's theorem to the set $\theta(G) \subset C[0,1]$. By Theorem 2.1 of [Li] given a finite subset $\theta(G) \subset C[0,1]$ and $\varepsilon > 0$ there exists an $N > 0$ such that for any Markov map $\xi'_T$ there are $N$ homomorphism $\phi_i : C[0,1] \to C(\mathbb{T})$ such that
\[ \|\xi'_T(g) - 1/N \sum_{i=1}^{N} \phi_i(g)\|_\infty < \varepsilon \] (3.10)
for all $g \in \theta(G)$. The partition of unity was chosen fine enough so that
\[ \|g - s \circ t \circ \theta(g)\|_\infty < \varepsilon / \|\xi_T\|_\infty \]
for all $g \in G$. Applying the map $\xi_T$,
\[ \|\xi_T(g) - \xi_T(\theta(g))\|_\infty < \varepsilon \] (3.11)
for $g \in G$. It follows from the inequalities (3.10) and (3.11) that
\[ \|\xi_T(g) - 1/N \sum_{i=1}^{N} \phi_i \circ \theta(g)\|_\infty < 2\varepsilon \]
for $g \in G$. This completes the proof of the proposition.

For the remainder of this section we will identify the functions in $C(\mathbb{T})$ with their image in $C[0,1]$ under the map $\theta$. Applying Proposition 3.2.1 to the finite set $\nu'_n(F) \subset C([0,1])$, we can conclude that there are $N'$ homomorphisms $\phi_i : C[0,1] \to C(\mathbb{T})$ such that
\[ \|\xi_T(\nu'_n(f)) - 1/N' \sum_{i=1}^{N'} \phi_i(\nu'_n(f))\|_\infty < \varepsilon. \]
Let $\phi_t^* : \mathbb{T} \to [0, 1]$ denote the map from circle to the unit interval induced by $\phi_t$. By the definition of $\xi_T$ given in equation (3.8), the above inequality becomes

$$\left\| \frac{\xi(f)}{\xi(n)} - \frac{1}{N'} \sum_{i=1}^{N'} f \circ \phi_t^* \right\|_\infty < \varepsilon.$$ 

For $y \in [0, 1]$ this is equivalent to

$$\frac{1}{\xi(n)(y)}|\xi(f)(y) - \frac{1}{N'} \sum_{i=1}^{N'} \frac{\xi(n)}{n(\phi_t^*)} f(\phi_t^*(y))| < \varepsilon \quad (3.12)$$

or

$$\left\| \frac{\xi(f)}{\xi(n)} - \frac{1}{N'} \sum_{i=1}^{N'} \frac{\xi(n)}{n(\phi_t^*)} f(\phi_t^*(y)) \right\|_{\xi(n)} < \varepsilon.$$ 

In subsection 3.3 it will be shown that given a map $\phi_t^* : \mathbb{T} \to [0, 1]$ there exists a map $\phi_t^d : [0, 1] \to X^d$ such that

$$\frac{1}{\xi(n)(y)}|\xi(n)(y) - \frac{1}{N'} \sum_{i=1}^{N'} \xi(n) f(\phi_t^d(y)) - L(f)(\phi_t^d)(y)| < 72\varepsilon$$

for all $y \in \mathbb{T}$.

In the remainder of this subsection we will define the affine function $n$ given in the hypothesis of the theorem and the value of the integer $p$ that is chosen for the backbone $X_p^d$ of the desingularized space. Find $\delta > 0$ such that if $|x| < \delta$ then

$$|f(x) - f(0)| < \varepsilon \quad (3.13)$$

for all $f \in F$. Let $N = (a+1)^3 N'/\varepsilon$. Define $n \in \text{Aff}^+A$ as follows:

$$n(x) = \left\{ \begin{array}{ll} \frac{a}{a+1} + (1 - \frac{a}{a+1}) \frac{x}{\delta} & \text{for } x \leq \delta \\ 1 & \text{for } x > \delta. \end{array} \right.$$
Let \( p \) be the largest integer greater than \((a+1)\max(1/(\varepsilon\inf \xi(n)), b/(\varepsilon \xi(n)(0)), 4)\) such that \( p(a + 1)^2 N' \) is less than or equal to \( \dim(D_2) \). Then

\[
\frac{a + 1}{\varepsilon \inf \xi(n)} < \varepsilon, \quad \frac{(a + 1)b}{p\xi(n)(0)} < \varepsilon
\]

(3.14)

and

\[
\frac{\dim(D_2) - p(a + 1)^2 N'}{\dim(D_2)} < \frac{(a + 1)^2 N'}{\dim(D_2)} \varepsilon \frac{N}{\inf \xi(n)'}, \quad \frac{N b}{\xi(n)(0)} \frac{N}{\inf \xi(n)'}, \quad \frac{N}{\xi(n)(0)} < \frac{\varepsilon}{a + 1} \min(\inf \xi(n), \frac{\xi(n)(0)}{b}).
\]

(3.15)

Such an integer \( p \) always exists since

\[
\max(\frac{a + 1}{\varepsilon \inf \xi(n)'}, \frac{(a + 1)b}{\varepsilon \xi(n)(0)})(a + 1)^2 N' = \max(\frac{N}{\inf \xi(n)'}, \frac{N b}{\xi(n)(0)}) \leq \dim(D_2).
\]

### 3.3 Lifting to \( M_{(a+1)^2 p}(C(X^\#)) \)

In this section it will be shown that given a map \( \phi : [0, 1] \to [0, 1] \) such that \( \phi(0) = \phi(1) \) there exists a map \( \phi^\#: [0, 1] \to X^\# \) such that

\[
\frac{1}{\xi(n)(y)} \left| \frac{\xi(n)(y)}{n(\phi)} f(\phi(y)) - (f(y)) \right| < 72 \varepsilon
\]

for all \( f \in F \), and such that \( L'(f')(\phi^\#(y)) \) defines a map from \( A \) to \( B \) of small fibre dimension; \( \dim(L'(f')(\phi^\#(y))) \leq p(a + 1)^2 \). In order to see that \( L'(f')(\phi^\#(y)) \) does indeed define a map from \( A \) to \( B \) it is enough to check that the right multiplicity of \( L'(f')(\phi^\#(y)) \) is divisible by \( b + 1 \), the left multiplicity is \( b/(b + 1) \) times the right multiplicity and that \( \dim(L'(f')(\phi^\#(y))) \leq \)
dim(D_2) for all f' \in A. The last of the three conditions follows immediately from the definition of p given at the end of Section 3.2. The first two conditions can be expressed in more detail as follows; we require that:

\[ \mathcal{L}'(f')(\phi^t(0)) = \bigoplus_{1}^{r} \gamma(f) \]

\[ \mathcal{L}'(f')(\phi^t(1)) = \bigoplus_{1}^{r} \gamma(f) \]

for all f' \in A, where r is divisible by b+1, l = b/(b+1)r and \( \gamma : A \to M_q(C) \) is a representation of A such that \( r q \leq \dim(D_2) \).

In this section, as in section 3.2, we will identify affine functions f \in \text{Aff}T^+ A and g \in \text{Aff}T^+ B with their images \( \iota(f) \) and \( \iota(g) \) in \( C[0,1]_a \) and \( C[0,1]_b \) respectively. In particular, it should be noted that \( \xi(f) \in C[0,1]_b \) and \( n(\phi) \in C(T) \hookrightarrow C[0,1] \) (where the map \( \theta \) was defined in section 3.2).

By choosing an appropriate value of \( \varepsilon \) in the hypothesis of the theorem we can reduce to the case that \( \|f\|_A \leq 1 \) for all \( f \in F \). Find a \( \delta_p > 0 \) such that if \( |t_1 - t_2| < \delta_p \) then

\[ \frac{\xi(n)}{n(\phi)}(t_1) - \frac{\xi(n)}{n(\phi)}(t_2) < \frac{1}{p}. \]

(3.16)

Let \( \{y_1, \ldots, y_R\} \) be a \( \delta_p \)-dense partition of \([0,1]\) such that \( |\phi(y) - \phi(0)| < \delta \) for \( y \in [y_1, y_2] \) and if \( \frac{\xi(n)}{n(\phi)}(y_1) < 1 + 1/p \) then \( \frac{\xi(n)}{n(\phi)}(y_2) < 1 + 1/p \). As \( \xi(n)(y) \leq 1 \) and \( n(\phi(y)) \geq a/(a+1) \) it follows that

\[ \frac{\xi(n)}{n(\phi)}(y) \leq \frac{a + 1}{a}. \]

(3.17)

Let us construct a continuous path \( \phi^t \) from \( Y = [0,1] \) to the desingularized space \( X^t \) by constructing a sequence of paths on the intervals \([y_j, y_{j+1}]\) that
agree at the endpoints. There are three different classes of paths that will be constructed depending on the values of $\xi(n, \phi)(y_j)$ and $\xi(n, \phi)(y_{j+1})$.

Case 1: $\xi(n, \phi)(y_j), \xi(n, \phi)(y_{j+1}) < 1 + 1/p$.

Given an integer $\beta_i > 1$ we can find a positive integer $l_i \leq p$ such that

$$\left| \frac{\xi(n)}{n(\phi)}(y_i) - l_i/p \right| < \beta_i/p$$

for $i = j, j + 1$. Assume that $l_{j+1} \geq l_j$ (if $l_{j+1} < l_j$ then define the path as below, but in the opposite direction). The path $\phi^\delta$ on the interval $[y_j, y_{j+1}]$ is defined to begin at $x_{\phi(y_j), l_j}$ and end at $x_{\phi(y_{j+1}), l_{j+1}}$. It is constructed by splitting the left endpoint into two components,

$$x_{\phi(y_j), l_j} = (x_{\phi(y_j), l_j - 1}, x_{\phi(y_j), 1})$$

and then varying each component separately. The first component follows the path given by $\phi$ for $y \in [y_j, y_{j+1}]$:

$$x_{\phi(y), l_j - 1}.$$

The second component follows the linear path $p_\delta(1, l_{j+1} - l_j)$ (described by equation (3.3)) inside $X^{l_j} =_{l_j}$ from $x_{\phi(y_j), 1}$ to $x_{\phi(y_j), l_{j+1} - l_j}$ and then a linear path from $x_{\phi(y_j), l_{j+1} - l_j}$ to $x_{\phi(y_{j+1}), l_{j+1} - l_j}$. Let $q_y$ denote the path followed by the second component. For $y \in [y_j, y_{j+1}]$ define

$$\phi^\delta(y) = (x_{\phi(y), l_j - 1}, q_y).$$

Let us compare $C(f)(\phi^\delta(y))$ and $\xi(n, \phi)(y) f(\phi(y))$. For $y \in [y_j, y_{j+1}]$:

$$\left| \frac{\xi(n)}{n(\phi)}(y) f(\phi(y)) - C(f)(\phi^\delta(y)) \right|$$
\begin{align*}
\leq & \left| \frac{\xi(n)}{n(\phi)} (y) f(\phi(y)) - \frac{l_j}{p} f(\phi(y)) \right| + \left| \frac{l_j}{p} f(\phi(y)) - \mathcal{L}(f)(\phi^k(y)) \right|. \quad (3.19)
\end{align*}

Since
\begin{align*}
\left| \frac{\xi(n)}{n(\phi)} (y) f(\phi(y)) - \frac{l_j}{p} f(\phi(y)) \right| & \leq \frac{\xi(n)}{n(\phi)} (y) - \frac{l_j}{p} \|f\|_A \\
& \leq \frac{\beta_j + 1}{p}
\end{align*}

it suffices to find an estimate for the second of the two terms in equation (3.19) considered above. As \( q_y \in X^j_{l_j-1} \), by the bound given in equation (3.2)
\begin{align*}
|\mathcal{L}(f)(q_y)| & \leq \frac{l_j + 1 - l_j}{p} \|f\|_A \\
& \leq \frac{\beta_j + \beta_j + 1}{p}.
\end{align*}

The second term of equation (3.19) may now be estimated as follows:
\begin{align*}
\left| \frac{l_j}{p} f(\phi(y)) - \mathcal{L}(f)(\phi^k(y)) \right| & = \left| \frac{l_j}{p} f(\phi(y)) - \mathcal{L}(f)(x_{\phi(y), l_j-1}, q_y) \right| \\
& \leq \left| \frac{l_j}{p} f(\phi(y)) - \frac{l_j - 1}{p} f(\phi(y)) \right| + |\mathcal{L}(f)(q_y)| \\
& \leq \frac{\beta_j + \beta_j + 1}{p}.
\end{align*}

Therefore on \([y_j, y_{j+1}],\)
\begin{align*}
\frac{1}{\xi(n)(y)} \left| \frac{\xi(n)}{n(\phi)} (y) f(\phi(y)) - \mathcal{L}(f)(\phi^k(y)) \right| & \leq \frac{2\beta_j + \beta_j + 1 + 3}{\xi(n)(y)p}.
\end{align*}

**Case 2:** \( \frac{\xi(n)}{n(\phi)} (y_j) \frac{\xi(n)}{n(\phi)} (y_{j+1}) \geq 1 + 1/p. \) Assume that \( \frac{\xi(n)}{n(\phi)} (y_{j+1}) \geq \frac{\xi(n)}{n(\phi)} (y_j). \)

As \( \frac{\xi(n)}{n(\phi)} (y) \leq \frac{\alpha + 1}{a} \), given an integer \( \beta_i > 0 \) we can find a positive integer \( k_i \leq p \)
such that

\[ \left| \frac{ap + k_i}{ap} - \frac{\xi(n)}{n(\phi)}(y_i) \right| < \frac{\beta_i}{p} \]  \tag{3.20}

for \( i = j, j + 1 \).

The path is constructed on the interval \([y_j, y_{j+1}]\) as follows: \( \phi^s \) joins \((x_{0,p-k_j}, x_{1,k_j})\) to \((x_{0,p-k_{j+1}}, x_{1,k_{j+1}})\) and is given by \( r_s(k_{j+1} - k_j, k_j) \) in equation (3.4) with the parameter \( s \) rescaled so that the path begins at \( s = y_j \) and ends at \( s = y_{j+1} \). As \( |k_{j+1} - k_j| \leq a(\beta_j + \beta_{j+1} + 1) \), by equation (3.5) for \( s_1, s_2 \in [y_j, y_{j+1}] \),

\[ |\mathcal{L}(f)(r_{s_1}) - \mathcal{L}(f)(r_{s_2})| \leq \frac{a(\beta_j + \beta_{j+1} + 1)}{p}. \]  \tag{3.21}

As \( \frac{n(n)}{n(\phi)}(y) \) is within \( 1/p \) of \( \frac{n(n)}{n(\phi)}(y_j) \) on \((y_j, y_{j+1})\) and since \( 1 + 1/p \) is a lower bound for \( \frac{n(n)}{n(\phi)}(y_j) \) it follows that

\[ \frac{\xi(n)}{n(\phi)}(y) > 1 \]

for \( y \in [y_j, y_{j+1}] \). (This is the crucial hypothesis needed for the proof of case 2 of the theorem; the argument from this point onwards will be used in case 3 as well.)

**Proposition 3.3.1** If \( \frac{n(n)}{n(\phi)}(y) > 1 \) then \( \xi(n)(y) > a/(a+1) \) and \( \phi(y) \in [0, \delta) \).

**Proof.** Recall that \( n(x) = 1 \) for \( x \geq \delta \) and \( n(x) \geq a/(a + 1) \) for \( x \in [0, \delta] \). As \( \xi \) is contractive, \( \xi(n)(y) \leq 1 \) for all \( y \in [0, 1] \). The hypothesis of the proposition then yields the following two inequalities:

\[ \xi(n)(y) > n(\phi(y)) \geq \frac{a}{a + 1} \]
and

\[ 1 \geq \xi(n)(y) > n(\phi(y)). \]

The result follows immediately.

The conclusions of Proposition 3.3.1 together with equation (3.13), give an estimate for \( f(\phi(y)) \) as follows:

\[
\frac{1}{\xi(n)(y)} |f(\phi(y)) - f(0)| < \frac{a+1}{a} |f(\phi(y)) - f(0)| < \varepsilon. \tag{3.22}
\]

Let us compare \( \mathcal{L}(f)(\phi^*(y)) \) and \( \frac{\xi(n)}{n(\phi)}(y)f(\phi(y)) \):

\[
\frac{1}{\xi(n)(y)} \frac{\xi(n)}{n(\phi)}(y)f(\phi(y)) - \mathcal{L}(f)(\phi^*(y))| \\
\leq \frac{1}{\xi(n)(y)} \left( \frac{\xi(n)}{n(\phi)}(y)||f(\phi(y)) - f(0)|| + \frac{\xi(n)}{n(\phi)}(y)f(0) - \frac{ap + k_j}{ap} f(0) \right) \\
+ \left| \frac{ap + k_j}{ap} f(0) - \mathcal{L}(f)(\phi^*(y)) \right|.
\]

The first of the three terms above was estimated, essentially, in equation (3.22) (recall that \( |\frac{\xi(n)}{n(\phi)}(y)| \leq \frac{a+1}{a} \) by equation (3.17)); in particular

\[
\frac{1}{\xi(n)(y)} \left| \frac{\xi(n)}{n(\phi)}(y)||f(\phi(y)) - f(0)|| \right| \leq \frac{a+1}{a} \varepsilon \leq 2\varepsilon.
\]

The middle term can be estimated as follows:

\[
\frac{1}{\xi(n)(y)} \left| \frac{\xi(n)}{n(\phi)}(y)f(0) - \frac{ap + k_j}{ap} f(0) \right| \leq \frac{1}{\xi(n)(y)} \left| \frac{\xi(n)}{n(\phi)}(y) - \frac{ap + k_j}{ap} ||f||_A \right|
\]

\[
\leq \frac{\beta_j + 1}{p\xi(n)(y)}.
\]

To estimate the third term we use the bound on the variation of \( \mathcal{L}(f)(r_s(k_{j+1} - k_j, k_j)) \) given by equation (3.21) and the identity given in equation (3.6):

\[
\frac{1}{\xi(n)(y)} \left| \frac{ap + k_j}{ap} f(0) - \mathcal{L}(f)(\phi^*(y)) \right|
\]
Therefore
\[
\frac{1}{\xi(n)(y)} \left| \frac{\xi(n)}{n(\phi)}(y) f(\phi(y)) - \mathcal{L}(f)(\phi^*(y)) \right| < 2\varepsilon + \frac{a(2\beta_j + \beta_{j+1} + 2)}{\xi(n)(y)p}.
\]

**Case 3:** One of $\frac{\xi(n)}{n(\phi)}(y_j)$ and $\frac{\xi(n)}{n(\phi)}(y_{j+1})$ is greater than or equal to $1 + 1/p$, and the other is less than $1 + 1/p$.

We can assume without loss of generality that $\frac{\xi(n)}{n(\phi)}(y_{j+1}) > \frac{\xi(n)}{n(\phi)}(y_j)$. As $\frac{\xi(n)}{n(\phi)}(y)$ is within $1/p$ of $\frac{\xi(n)}{n(\phi)}(y_{j+1})$ it follows that
\[
\frac{\xi(n)}{n(\phi)}(y) > 1.
\]

By Proposition 3.3.1, $\xi(n)(y) \geq a/(a + 1)$ and $\phi(y) \in [0, \delta)$ for $y \in [y_j, y_{j+1}]$. As in equations (3.18) and (3.20), given integers $\beta_j, \beta_{j+1} > 0$ choose integers $l_j$ and $k_j$ such that
\[
\left| \frac{\xi(n)}{n(\phi)}(y_j) - l_j/p \right| < \beta_j/p \quad \text{(3.23)}
\]
and
\[
\left| \frac{ap + k_{j+1}}{ap} - \frac{\xi(n)}{n(\phi)}(y_{j+1}) \right| < \frac{\beta_{j+1}}{p}. \quad \text{(3.24)}
\]

Choose $\delta_1 > 0$ such that $y_j < \delta_1 < y_{j+1}$. On the interval $[\delta_1, y_{j+1}]$ define $\phi^*$ to be the path $r_s(k_{j+1}, 0)$ (given by equation (3.4), rescaled to begin at $s = \delta_1$.
and end at \( s = y_{j+1} \) that joins \((x_{0,p})\) to \((x_{0,p-k_{j+1}}, x_{1,k_{j+1}})\). The argument
given in Case 2 then proves that

\[
\frac{1}{\xi(n)(y)} \left| \frac{\xi(n)}{n(\phi)}(y)f(\phi(y)) - f(\phi^*(y)) \right| < 2\varepsilon + \frac{a(2\beta_j + \beta_j + 2)}{\xi(n)(y)p}
\]
on this interval.

There are two steps to defining \( \phi^* \) on the interval \([y_j, \delta_1]\). The first step
is to join \( x_0.l_j \) to \( x_0.p \). The second step is to join \( x_{\phi(y_j),l_j} \) to \( x_0.l_j \).

Choose \( \delta_2 > 0 \) such that \( y_j < \delta_2 < \delta_1 \). Define \( \phi^*(y) \) on \([\delta_2, \delta_1]\) to be the
path \( p_s(l_j, p) \) defined as in equation (3.3), joining \( x_{0,l_j} \) to \( x_{0,p} \), and rescaled
to begin at \( s = \delta_2 \) and end at \( s = \delta_1 \). For \( y \in [\delta_2, \delta_1] \),

\[
\left| \frac{\xi(n)}{n(\phi)}(y)f(\phi(y)) - \mathcal{L}(f)(\phi^*(y)) \right|
\]

\[
< \left| \frac{\xi(n)}{n(\phi)}(y)\|f(\phi(y)) - f(0)\| + \frac{\xi(n)}{n(\phi)}(y)f(0) - \frac{l_j}{p}f(0) \right|
\]

\[
+ \left| \frac{l_j}{p}f(0) - \mathcal{L}(f)(\phi^*(y)) \right|
\]

\[
< \frac{a + 1}{a} \varepsilon + \frac{\beta_j + 1}{p} \|f\|_A + \frac{p - l_j}{p} \|f\|_A
\]

\[
< 2\varepsilon + \frac{3\beta_j + 1}{p}.
\]

On \([y_j, \delta_1]\) define \( \phi^*(y) \) to be the linear path joining \( x_{\phi(y_j),l_j} \) to \( x_0.l_j \) inside
\( X^d_\mathcal{X} \). Then on this interval the same comparison made above holds, but with
the sum of the three terms in equation (3.25) bounded by

\[
\frac{a + 1}{a} \varepsilon + \frac{\beta_j + 1}{p} \|f\|_A + \frac{l_j}{p} \varepsilon < 3\varepsilon + \frac{\beta_j + 1}{p}.
\]

As \( \frac{\xi(n)}{n(\phi)}(y) > 1 \), and \( n(x) \geq a/(a + 1) \),

\[
\frac{1}{\xi(n)(y)} < \frac{a + 1}{a}.
\]
Therefore on the interval \([y_j, y_{j+1}]\),
\[
\frac{1}{\xi(n)(y)} \left| \frac{\xi(n)}{n(\phi)}(y)f(\phi(y)) - \mathcal{L}(\phi^s(y)) \right| < 6\varepsilon + \frac{6\beta_j + 2}{p}.
\]
This completes the arguments for case 3.

The map \(\phi^s(y)\) is defined on \([0, 1]\) by considering one of the three cases for each of the intervals \([y_j, y_{j+1}]\) and making an appropriate choice of \(\beta_j\). For intervals \([y_j, y_{j+1}], j \neq 1, R - 1\) define \(\phi^s(y)\) as in case 1, 2 or 3 (depending on the values of \(\frac{\xi(n)}{n(\phi)}(y_j)\) and \(\frac{\xi(n)}{n(\phi)}(y_{j+1})\)) with \(\beta_j = 2\). Then, using equation (3.14),
\[
\frac{1}{\xi(n)(y)} \left| \frac{\xi(n)}{n(\phi)}(y)f(\phi(y)) - \mathcal{L}(\phi^s(y)) \right| < \max(\frac{9}{p\xi(n)(y)}, 2\varepsilon + \frac{8a}{p\xi(n)(y)}, 6\varepsilon + \frac{14}{p\xi(n)(y)}) < 20\varepsilon
\] (3.26)
on \([y_2, y_{R-1}]\).

For the intervals \([y_1, y_2]\) and \([y_{R-1}, y_R]\) there are three subcases that must be considered depending on the values of \(\frac{\xi(n)}{n(\phi)}(y_1)\) and \(\frac{\xi(n)}{n(\phi)}(y_R)\).

**Subcase A:** \(\frac{\xi(n)}{n(\phi)}(y_R) \leq 1 + 1/p\).

As \(\frac{\xi(n)}{n(\phi)}(y_1) = \frac{b}{b+1} \frac{\xi(n)}{n(\phi)}(y_R)\) it follows that \(\frac{\xi(n)}{n(\phi)}(y_1) \leq 1 + 1/p\) as well. If we let \(\beta_1 = b\) then we can choose \(l_1\) to be divisible by \(b\) in equation (3.18). Let \(l_R = \frac{b+1}{b} l_1\). Then
\[
\left| \frac{l_R}{p} - \frac{\xi(n)}{n(\phi)}(y_R) \right| = \frac{b+1}{b} \left| \frac{l_1}{p} - \frac{\xi(n)}{n(\phi)}(y_1) \right| < \frac{b+1}{p}.
\] (3.27)

Therefore \(\beta_R = b + 1\) is consistent with this choice of \(l_R\). Define the map \(\phi^s(y)\) as in case 1 or case 2 with the above values of \(\beta_1\) and \(\beta_R\) on the intervals
Then, on the these intervals, by equation (3.14) and the estimates given in case 1 and case 2,

\[ \frac{1}{\xi(n)(y)} \left| \frac{\xi(n)}{n(\phi)}(y)f(\phi(y)) - \mathcal{L}(f)(\phi^d(y)) \right| < \max \left( \frac{2b + 7}{p\xi(n)(y)}, \frac{2b + 6}{p\xi(n)(y)} \right) < 10\varepsilon. \]

Finally, let us check that the endpoint multiplicities of \( \mathcal{L}'(f')(\phi^d(y)) \) have been suitably chosen to define elements of \( B \) for all \( f' \in A \). At the left endpoint

\[
\mathcal{L}'(f')(\phi^d(0)) = \mathcal{L}'(f')(x_{\phi(0)}, i_1)_{i_1(a+1)} = \bigoplus_{1} f'(\phi(0))
\]

and at the right endpoint

\[
\mathcal{L}'(f')(\phi^d(1)) = \mathcal{L}'(f')(x_{\phi(1)}, i_R)_{i_R(a+1)} = \bigoplus_{1} f'(\phi(1))
\]

Since the left endpoint multiplicity is divisible by \( b \) and the right endpoint multiplicity is \( (b+1)/b \) times the left endpoint multiplicity, \( \mathcal{L}'(\phi^d(y)) \) satisfies the boundary conditions necessary to define a map from \( A \) to \( B \).

**Subcase B:** \( \frac{\xi(n)}{n(\phi)}(y_R) \geq 1 + 1/p \) and \( \frac{\xi(n)}{n(\phi)}(y_1) \geq 1 + 1/p \).

With \( \beta_1 = b \) we can find a positive integer \( k_1 \leq p \) such that \( ap + k_1 \) is divisible by \( b \) in equation (3.20). Let \( k_R = \frac{b+1}{b}(ap + k_1) - ap \). A similar argument to that given in equation (3.27) then proves that \( \left| \frac{ap + k_R}{ap} - \frac{\xi(n)}{n(\phi)}(y_R) \right| < \frac{b+1}{p} \). It follows that \( \beta_R = b + 1 \) is consistent with this choice of \( k_R \). Define the map
\( \phi^p \) as in case 2 or case 3 with the above values of \( k_1 \) and \( k_R \) on the intervals \([y_1, y_2]\) and \([y_{R-1}, y_R]\). Therefore, on these intervals by the estimates given in cases 1 and 2 and equation (3.14),

\[
\frac{1}{\xi(n)(y)} \left| \frac{\xi(n)}{n(\phi)} (y) f(\phi(y)) - f(\phi^p(y)) \right| < \max(2\varepsilon + \frac{2b + 6}{p\xi(n)(y)}, 6\varepsilon + \frac{6b + 8}{p\xi(n)(y)}) < 20\varepsilon.
\]

The right endpoint multiplicity can be calculated as follows:

\[
\mathcal{L}'(f')(\phi^p(1)) = \mathcal{L}'(f')(x_{0,p-k_R}, x_{1,k_R})
= \bigoplus_{1} f'(0) \bigoplus_{1} f'(1)
= \bigoplus_{1} e_\infty(f') \bigoplus_{1} e_\infty(f')
= \bigoplus_{1} e_\infty(f')
\]

for \( f' \in A \). A similar calculation made for the left endpoint multiplicity yields

\[
\mathcal{L}'(f')(\phi^p(0)) = \bigoplus_{1} e_\infty(f').
\]

Therefore the left endpoint multiplicity is divisible by \( b \) and the right endpoint multiplicity is \((b + 1)/b\) times the left endpoint multiplicity. Therefore \( \mathcal{L}'(\phi^p(y)) \) satisfies the necessary boundary conditions to define a map from \( A \) to \( B \).

**Subcase C:** \( \frac{\xi(n)}{n(\phi)} (y_1) < 1 + 1/p \) and \( \frac{\xi(n)}{n(\phi)} (y_R) \geq 1 + 1/p \).

With \( \beta_R = b + 1 \) we can find a positive integer \( k_R \leq p \) such that \( ap + k_R \) is divisible by \( a(b + 1) \) in equation (3.20). Let \( l_1 = \frac{(ap + k_R)b}{a(b + 1)} \). Then

\[
\left| \frac{l_1}{p} - \frac{\xi(n)}{n(\phi)} (y_1) \right| = \frac{b}{b + 1} \left| \frac{(b + 1)l_1}{bp} - \frac{\xi(n)}{n(\phi)} (y_R) \right|
\]
\[ \frac{b}{b+1} \left[ \frac{ap + k_R}{ap} \right] - \frac{\xi(n)}{n(\phi)} (y_R) \]
\[ < \frac{b}{p}. \]

Therefore, \( \beta_1 = b \) is consistent with this choice of \( l_1 \). On the interval \([y_{R-1}, y_R]\) define \( \phi^* \) as in case 2 or case 3 with the choice of \( k_R \) as above. On \([y_1, y_2]\) let \( \phi^* \) be a path joining \( x_{0,1} \) to \( x_{\phi(y_2),2} \). There are two steps. Find \( \delta_1 > 0 \) such that \( y_1 < \delta_1 < y_2 \). On \([y_1, \delta_1]\) we join \( x_{0,1} \) to \( x_{0,1} \) as in equation (3.3) with the map \( p_s(l_1, l_2) \), then we join \( x_{0,1} \) linearly to \( x_{\phi(y_2),2} \) on the interval \([\delta_1, y_2]\).

Let us show that
\[ \frac{1}{\xi(n)(y)} \left| \frac{\xi(n)}{n(\phi)}(y) f(\phi(y)) - f(\phi^*(y)) \right| \]

is small along these two paths.

First let us find a upper bound for \( \frac{1}{\xi(n)(y)} \). As \( \frac{\xi(n)}{n(\phi)}(y_1) = \frac{b}{b+1} \frac{\xi(n)}{n(\phi)}(y_R) \geq 1 + \frac{1}{p} \),
\[ \frac{\xi(n)}{n(\phi)}(y) \geq \frac{b}{b+1} - \frac{1}{p} > \frac{1}{2} - \frac{1}{4} \]
on the interval \([y_1, y_2]\). As \( n(\phi)(y) \geq a/(a+1) \) and \( p \geq 4 \), it follows that
\[ \frac{1}{\xi(n)(y)} < 8. \]

As \( \phi(0) = \phi(1) \in [0, \delta] \) and \( |\phi(y) - \phi(0)| < \delta \) for \( y \in [y_1, y_2] \) it follows that, on this interval,
\[ |\phi(y) - \phi(0)| < 2\delta. \]

Therefore, on the interval \([y_1, y_2]\),
\[ \left| \frac{\xi(n)}{n(\phi)}(y) \right| |f(\phi(y)) - f(0)| < 2\varepsilon \]
and
\[ \left| \frac{\xi(n)}{n(\phi)}(y) - \frac{l_1}{p} \right| < \frac{b}{p}. \]
Along the path from \( x_{0,i_1} \) to \( x_{0,i_2} \),

\[
\frac{l_1}{p} f(0) - \mathcal{L}(f)(\phi^y(y)) < \frac{l_2 - l_1}{p} < \frac{\beta_2 + \beta_1 + 1}{p} = \frac{3 + b}{p}.
\]

Along the linear path from \( x_{0,i_2} \) to \( x_{n(y_2),i_2} \),

\[
\frac{l_1}{p} f(0) - \mathcal{L}(f)(\phi^y(y)) \leq \frac{l_1}{p} f(0) - f(x_{0,i_2}) + |f(x_{0,i_2} - \mathcal{L}(f)(\phi^y(y))| \\
\leq \frac{l_2 - l_1}{p} \|f\|_A + \frac{l_2}{p} 2\varepsilon \\
\leq \frac{\beta_2 + \beta_1 + 1}{p} + 2\varepsilon = \frac{b + 3}{p} + 2\varepsilon.
\]

It follows from equation (3.25) that on the interval \([y_1, y_2]\)

\[
\frac{\xi(n)}{\xi(n)(y)} f(\phi(y)) - \mathcal{L}(f)(\phi^y(y)) \leq 2\varepsilon + \frac{b}{p} + \max\left(\frac{3 + b}{p}, \frac{3 + b}{p} + 2\varepsilon\right) \\
< 9\varepsilon.
\]

Together with the upper bound on \( \frac{1}{\xi(n)(y)} \), we can conclude that

\[
\frac{1}{\xi(n)(y)} \frac{\xi(n)}{\xi(n)(y)} f(\phi(y)) - \mathcal{L}(f)(\phi^y(y)) \leq 72\varepsilon
\]
on the interval \([y_1, y_2]\).

Let us check that the endpoint multiplicities are consistent. The right endpoint multiplicity can be calculated using equation (3.28):

\[
\mathcal{L}'(f')(\phi^y(1)) = \mathcal{L}'(f')(x_{0,p-k_R}; x_1.k_R) \\
= \bigoplus_{1} e_\infty(f').
\]

The left endpoint multiplicity can be calculated as follows:

\[
\mathcal{L}'(f')(\phi^y(0)) = \mathcal{L}'(f')(x_{0,i_1})
\]
Therefore the left endpoint multiplicity is $b/(b + 1)$ times the right endpoint multiplicity and is divisible by $b$.

To summarize our results so far in section 3.3: given a map $\phi : [0, 1] \to [0, 1]$ such that $\phi(0) = \phi(1)$, we have defined a map $\phi^* : [0, 1] \to X^*$ such that

$$\frac{1}{\xi(n)} |\xi(f)(y) - \xi(f^*)(y)| < 72\varepsilon$$

for all $y \in [0, 1]$. (The value of $72\varepsilon$ is the maximum of the epsilon values found in the three subcases A, B and C for intervals containing an endpoint, and the epsilon value given in equation (3.26) for intervals in the interior of $[0, 1]$.) In the remainder of this section we will define the map $\psi$ that is given in the conclusion of the theorem, and check that it has the required degree of comparability with $\xi$.

Recall that in section 3.2, a set of $N'$ maps $\phi_i^* : \mathbb{T} \to [0, 1]$ were found such that for $y \in [0, 1] \hookrightarrow \mathbb{T},$

$$\frac{1}{\xi(n)} |\xi(f)(y) - \frac{1}{N'} \sum_{i=1}^{N'} \frac{\xi(n)}{n(\phi_i^*)} f \circ \phi_i^*(y)| < \varepsilon$$

(see equation (3.12)). We may consider each $\phi_i^*$ to be a map from the interval to itself such that $\phi_i^*(0) = \phi_i^*(1)$. For each map $\phi_i^*$, by the arguments given
earlier in this subsection, there exists a map \( \phi_i^x : [0, 1] \to X \) such that

\[
\frac{1}{\xi(n)(y)} \left| \frac{\xi(n)}{n(\phi_i^x(y))} f(\phi_i^x(y)) - \mathcal{L}(f)(\phi_i^x(y)) \right| < 72\varepsilon.
\]

Let

\[
\psi(f') = \bigoplus_{i=1}^{N'} \mathcal{L}'(f')(\phi_i^x)
\]

for \( f' \in A \). As \( \mathcal{L}'(f'(y)) \in M_{(a+1)^2p}(\mathbb{C}) \) for all \( y \in [0, 1] \), \( \dim(\psi(f)(y)) = N'(a+1)^2p \) and is less than or equal to \( \dim(D_2) \) by the definition of \( p \). Furthermore, the maps \( \phi_i^x \) were chosen so that the multiplicity of \( \mathcal{L}'(f')(\phi_i^x(0)) \) is \( b/(b+1) \) the multiplicity \( \mathcal{L}'(f')(\phi_i^x(1)) \). Therefore, suitably conjugated by a unitary in \( D_2 \otimes C[0, 1] \), \( \psi \) defines a map from \( A \) to \( B \).

Let \( \text{tr}_{D_2} \) and \( \text{tr}_{(a+1)^2p} \) denote the canonical normalized matrix traces on \( D_2 \) and \( M_{(a+1)^2p}(\mathbb{C}) \) respectively. Then

\[
\psi_*(f)(y) = \text{tr}_{D_2}(\psi(f')(y)) = \sum_{i=1}^{N'} \frac{(a+1)^2p}{\dim D_2} \text{tr}_{(a+1)^2p}(\mathcal{L}'(f')(\phi_i^x(y))))
\]

\[
= \frac{(a+1)^2p}{\dim D_2} \sum_{i=1}^{N'} \mathcal{L}(f)(\phi_i^x(y)).
\]

Let us compare \( \frac{(a+1)^2p}{\dim D_2} \) and \( \frac{1}{N'} \), weighted with a factor of \( \frac{1}{\xi(n)(y)} \) using equation (3.15):

\[
\frac{1}{\xi(n)(y)} \left( \frac{(a+1)^2p}{\dim D_2} - \frac{1}{N'} \right) < \frac{1}{\xi(n)(y)N'} \left( \frac{\varepsilon}{\min(\xi(n), \frac{\xi(n)(0)}{b})} \right)
\]

\[
< \varepsilon.
\]

It follows that

\[
\frac{1}{\xi(n)(y)} \left| \psi_*(f) - \frac{1}{N'} \sum_{i=1}^{N'} \mathcal{L}(f)(\phi_i^x(y)) \right| < \varepsilon
\]
for all $y \in [0, 1]$ and $f \in F$. We also know that

\[
\frac{1}{\xi(n)(y)} \left| \frac{1}{N'} \sum_{i=1}^{N'} \mathcal{L}(f)(\phi_i(y)) - \frac{1}{N'} \sum_{i=1}^{N'} \frac{\xi(n)}{n(\phi_i^c)}(y)f(y) \right|
\leq \frac{1}{N'} \sum_{i=1}^{N'} \frac{1}{\xi(n)(y)} \left| \mathcal{L}(f)(\phi_i^c(y)) - \frac{\xi(n)}{n(\phi_i^c)}(y)f(y) \right|
< 72\varepsilon
\]

and

\[
\frac{1}{\xi(n)(y)} \left| \frac{1}{N'} \sum_{i=1}^{N'} \frac{\xi(n)}{n(\phi_i^c)}(y)f(y) - \xi(f)(y) \right| < \varepsilon
\]

for all $y \in [0, 1]$ and $f \in F$. Therefore

\[
\frac{1}{\xi(n)(y)} |\psi_\star(f)(y) - \xi(f)(y)| < 74\varepsilon
\]

for all $y \in [0, 1]$ and $f \in F$, or equivalently,

$$\|\psi_\star(f) - \xi(f)\|_{\xi(n)} < 74\varepsilon$$

for all $f \in F$. 
Chapter 4

Uniqueness

Definition 4.0.1 The self-adjoint element

\[ h(t) = (1 \oplus 1 \oplus \ldots 1 \oplus t) \otimes \text{Id}_{a_1} \]

will be referred to as the canonical self-adjoint element of \( A_1 \).

Theorem 4.0.1 (uniqueness) Let \( A_1 \equiv A(C_1, D_1, a_1) \) be a building block algebra and let \( h \) be the canonical self-adjoint element of \( A_1 \). For any finite set \( F \subset A_1 \) and \( \varepsilon > 0 \) there exists a natural number \( n \) and two families of functions \( \{\delta_i\}_{i=1}^n, \{h_i\}_{i=1}^n \subset \text{Aff}T^+A_1 \) such that for any two maps \( \phi, \psi : \text{Aff}T^+A_1 \to \text{Aff}T^+A_2 \) (where \( A_2 \equiv A(C_2, D_2, a_2) \) is also a building block algebra) if for all \( \tau \in T^+A_2 \) there exists an \( m > 0 \) such that \( \phi_*(\delta_n)(\tau), \psi_*(\delta_n)(\tau) > m, |\phi_*(h_n)(\tau) - \psi_*(h_n)(\tau)| < m \), and \( \phi(h) \) and \( \psi(h) \) have at least 3 distinct eigenvalues for all \( t \in [0, 1] \), then there exists a unitary \( U \) in the unitization of \( A_2 \) such that

\[ \|\phi(f) - U\psi(f)U^*\| < 1011\varepsilon \text{ for all } f \in F. \]
The uniqueness theorem is proven by a straightforward application of the following lemma and theorem.

**Lemma 4.0.1** Let $A_1 \equiv A(C_1, D_1, a_1)$ be a building block algebra. Let $h$ be the canonical self-adjoint element of $A_1$. For any $\delta > 0$ there exists an $n$ and two families of test functions $\{\delta_i\}_{i=1}^{n-1}, \{h_i\}_{i=1}^n \subset \text{Aff}^+ A_1$ such that for any two maps $\phi, \psi : \text{Aff}^+ A_1 \rightarrow \text{Aff}^+ A_2$, where $A_2 \equiv A(C_2, D_2, a_2)$ is also a building block algebra, if for all $\tau \in T^+ A_2$ there exists a real number $m$ such that $\phi(\delta_i)(\tau), \psi(\delta_i)(\tau) > m$ and $|\phi(h_i)(\tau) - \psi(h_i)(\tau)| < m$ for $1 \leq i \leq n$ then the eigenvalues of $\phi(h)(s)$ and $\psi(h)(s)$ can be paired within $\delta$ for all $s \in [0, 1]$.

**Proof.** The argument is essentially the same as that given in Theorem 6 of [Ell3]. Let $n$ be any positive integer greater than $3/\delta$. We will define the two families of test functions, $\{h_i\}_{i=1}^n, \{\delta_i\}_{i=1}^{n-1} \subset \text{Aff}^+ A_1$ as follows:

$$
\iota(h_i)(t) = \begin{cases} 
  a_1/(a_1 + 1) & \text{for } 0 \leq t \leq i/n \\
  a_1/(a_1 + 1) + n(t - i)/(a_1 + 1) & \text{for } i/n \leq t \leq (i + 1)/n \\
  1 & \text{for } (i + 1)/n \leq t \leq 1
\end{cases}
$$

and

$$
\delta_i = h_i - h_{i+1}.
$$

We will define a family of characteristic functions, $\{k_i\}_{i=0}^{n-1}$ as follows:

$$
\iota(k_i)(t) = \begin{cases} 
  a_1/(a_1 + 1) & \text{for } 0 \leq t \leq (i + 1)/n \\
  1 & \text{for } (i + 1)/n < t \leq 1.
\end{cases}
$$
Let $\text{tr}_{D_i}$ and $\text{tr}_{C_i}$ denote the normalized matrix trace on $D_i$ and $C_i$ respectively for $i = 1, 2$. From the structure theory of representations of $A_1$, we know that for any homomorphism $f_\phi : A_1 \rightarrow D_2$ and $s \in [0, 1]$ there exist positive integers $M$ and $E$, and real numbers $x_i \in (0, 1), i = 1, \ldots, M$ such that $f_\phi(f)$ is unitarily equivalent to

$$\bigoplus_{i=1}^{M} f(x_i) \bigoplus_{1}^{E} e_\infty(f) \bigoplus_{1}^{Z} 0$$

(4.1)

for all $f \in A_1$. The number of eigenvalues of $f_\phi(h)$ that are greater than or equal to $i/n$ can be expressed in terms of $x_i$ and $E$ as

$$(a_1 + 1)\# \{x_i : x_i \geq i/n\} + a_1\# \{x_i : x_i < i/n\} + E.$$

The following calculation demonstrates that we can compute the above expression using affine function data:

$$\nu(\phi_*(k_i))(s) = \text{tr}_{D_2}(f_\phi(k_i))$$

$$= \frac{\dim (D_1)}{\dim (D_2)} \sum_{j=1}^{M} \text{tr}_{D_1}(k_i'(x_j)) + \frac{\dim (C_1)}{\dim (D_2)} \sum_{j=1}^{E} \text{tr}_{C_1}(e_\infty(k'_i))$$

$$= \frac{\dim (D_1)}{\dim (D_2)} \sum_{j=1}^{M} \nu(k_i)(x_i) + \frac{\dim (C_1)}{\dim (D_2)} \sum_{j=1}^{E} \nu(m_1)(1)$$

$$= \frac{1}{\dim (D_2)} ((a_1 + 1)\# \{x_i : x_i \geq i/n\}$$

$$+ a_1\# \{x_i : x_i < i/n\} + E)$$

(4.2)

where $k'_i$ is any lift of $k_i$. From the hypothesis of the lemma we know that for every $s \in [0, 1]$ there exists an $m' > 0$ such that

$$|\nu(\phi_*(h_i))(s) - \nu(\psi_*(h_i))(s)| < m'$$
and

\[ \lambda(\phi_*(\delta_i))(s), \lambda(\psi_*(\delta_i))(s) > m'. \]

From the above equations, as \( \delta_i = h_i - h_{i+1} \),

\[
\begin{align*}
\lambda(\phi_*(h_i))(s) &= \lambda(\phi_*(h_{i+1}))(s) + \lambda(\phi_*(\delta_i))(s) \\
&> \lambda(\phi_*(h_{i+1}))(s) + m' \\
&> \lambda(\psi_*(h_{i+1}))(s)
\end{align*}
\]

and

\[
\lambda(\psi_*(h_i))(s) \geq \lambda(\phi_*(h_{i+1}))(s).
\]

As \( k_{i-1} > h_i > k_i \),

\[
\begin{align*}
\lambda(\phi_*(k_{i-1}))(s) &> \lambda(\phi_*(h_i))(s) \geq \lambda(\psi_*(h_{i+1}))(s) > \lambda(\phi_*(k_{i+1}))(s) \\
&> \lambda(\psi_*(h_{i+1}))(s)
\end{align*}
\]

and

\[
\begin{align*}
\lambda(\psi_*(k_{i-1}))(s) &> \lambda(\psi_*(h_i))(s) \geq \lambda(\phi_*(h_{i+1}))(s) > \lambda(\psi_*(k_{i+1}))(s)
\end{align*}
\]

for \( i = 1, \ldots, n - 2 \). Therefore, by equation (4.2) there are at least as many eigenvalues of \( \phi(h)(s) \) which are greater than or equal to \( (i - 1)/n \) as there are eigenvalues of \( \psi(h)(s) \) which are greater than or equal to \( (i + 1)/n \) for \( i = 1, \ldots, n - 2 \). The same also relation holds with \( \phi(h)(s) \) and \( \psi(h)(s) \) interchanged. It follows that we can match the eigenvalues in descending order within \( 3/n \), and hence within \( \delta \).

**Theorem 4.0.2** Let \( A_1 \equiv A(C_1, D_1, a_1) \) be building block algebra and \( h \) its canonical self-adjoint element. For any finite set \( F \subset A_1 \) and \( \varepsilon > 0 \) there
exists a $\delta > 0$ such that for any two maps $\phi, \psi: A_1 \to A_2$ (where $A_2 \equiv A(C_2, D_2, a_2)$ is also a building block algebra), if the eigenvalues of $\phi(h)(t)$ and $\psi(h)(t)$ can be paired within $\delta$, and there are at least 3 distinct eigenvalues for all $t \in [0, 1]$, then there exists a unitary $U$ in the unitization of $A_2$ such that

$$\|\phi(f) - U\psi(f)U^*\| < 1009\varepsilon$$

**Proof.** The argument proceeds in four steps. In Section 4.1 we construct certain standard maps $\phi'$ and $\psi'$ from $A_1$ to $C[0, 1] \otimes D_2$ that are approximately unitarily equivalent to $\phi$ and $\psi$ respectively by unitaries in $C[0, 1] \otimes D_2$. (A notion of standard maps between building blocks was introduced in [EGJS]. Our construction is completely different from theirs, but the application — to proving a uniqueness theorem for arbitrary maps between building blocks — is the same.) In Section 4.2 we show that $\phi'$ and $\psi'$ are sufficiently close on the given finite set of elements; for all $f \in F$,

$$\|\phi'(f) - \psi'(f)\| < 7\varepsilon.$$

In Section 4.3 unitaries $U_1$ and $U_2$ are constructed that are sufficiently close to each other with respect to the finite set $F$, and twist the standard maps $\phi', \psi'$ into $A_2$:

$$\text{Ad}_{U_1}\phi', \text{Ad}_{U_2}\psi': A_1 \to A_2.$$

Finally, in Section 4.4 we apply Jiang and Su's argument (essentially an application of Lemma 5.1 of [JS]) to show that the given maps $\phi$ and $\psi$ are approximately unitarily equivalent to $\text{Ad}_{U_1}\phi'$ and $\text{Ad}_{U_2}\psi'$, where the unitary equivalence is given by unitaries in the unitization of $A_2$. 
Remark 4.0.1 By twisting by a unitary if necessary we can assume that the maps $L, R: C \to D$ given in the definition of a building block have the form

$$L(c) = \bigoplus_{l=1}^{a} c \bigoplus_{l=1}^{\dim(C)} 0$$

$$R(c) = \bigoplus_{l=1}^{a+1} c$$

where $c \in C$. Furthermore, as $A(C, D, a) = A(C, D, a) \otimes C$, we can reduce to the case that $A_1 = A(C, D_1, a_1)$.

Remark 4.0.2 Since the standard maps are constructed fibrewise, the term standard map, or map in standard form, will also be used for maps from $A_1$ to $D_2$.

### 4.1 Constructing the standard maps

The standard maps are constructed fibrewise and in two steps. The first step is to associate a sequence of real numbers, and a pair of positive integers (satisfying certain compatibility conditions) to a finite dimensional representation of a building block algebra. This is accomplished by Lemma 4.1.1. The second step, in some sense, undoes the first; given a finite sequence of real numbers and a pair of positive integers we construct a representation $\text{Std}$ of the building block algebra $A_1$.

Since $F$ is a finite set of functions, there exists a $\delta' > 0$ such that if $|t_0 - t_1| < \delta'$ then $\|f(t_0) - f(t_1)\| < \varepsilon/2$ for all $f \in F$. Let

$$\delta = \min(\delta', \varepsilon/\pi)$$

(4.3)
Definition 4.1.1 Let $e_s$ and $f_s$ denote evaluation at $s$, $0 \leq s \leq 1$ for the algebras $A_1$ and $A_2$ respectively. Let $e_\infty$ and $f_\infty$ denote evaluation at the irreducible fibre at infinity for $A_1$ and $A_2$ respectively. Then $e_s : A_1 \to D_1$, $e_\infty : A_1 \to C_1$, $f_s : A_2 \to D_2$ and $f_\infty : A_2 \to C_2$.

The following equations are a consequence of the mapping torus construction given to define the building blocks:

$$e_0 = \bigoplus_{1}^{a_1} e_\infty \oplus 0 \quad (4.4)$$

$$e_1 = \bigoplus_{1}^{a_1+1} e_\infty \quad (4.5)$$

(Similar relations hold for $f_0$ and $f_1$, but with $a_2$ replacing $a_1$ in the above equations.) The first step to defining a standard map is the following lemma about decomposing finite dimensional representations of building block algebras.

Lemma 4.1.1 Given a finite dimensional representation $\alpha : A_1 \to M_m(\mathbb{C})$, where $A_1$ is a building block, there is a unique sequence $1 \geq s_1 \geq s_2 \geq \cdots \geq s_F \geq 0$, and unique positive integers $E$ and $Z$ such that:

(i) $E < a_1 + 1$

(ii) $E < a_1$ and $s_i < 1$ for all $i = 1, \ldots, F$ if $Z > 0$

(iii) $\alpha$ is unitarily equivalent to $e_{s_1} \oplus e_{s_2} \oplus \cdots \oplus e_{s_F} \bigoplus_1^E e_\infty \bigoplus_1^Z 0$.

Proof. Every irreducible representation of $A_1$ is unitarily equivalent
to $e_\alpha$ or $e_s$, for some $s \in (0, 1)$. Therefore, for any representation $\alpha$ of $A_1$ there exists a decreasing sequence $1 > s'_1 \geq s'_2 \geq \cdots \geq s'_{r_E'} > 0$, and positive integers $E'$ and $Z'$ such that $\alpha$ is unitarily equivalent to

$$e_{s'_1} \oplus e_{s'_2} \oplus \cdots \oplus e_{s'_{r_E'}} \bigoplus_{i=1}^{E'} e_\infty \bigoplus_{i=1}^{Z'} 0$$

We can find a decomposition for $\alpha$ that satisfies conditions (i), (ii) and (iii) of the lemma by grouping evaluations at infinity together with zeros as in equation (4.4), and then grouping suitably many leftover evaluations at infinity together as in equation (4.5). A more detailed description is as follows. Let $E' = a_1 q_{E'} + r_{E'}$, $0 \leq r_{E'} < a_1$. There are two cases.

**Case 1: $Z' \leq q_{E'}$.**

Let $Z = 0$. Group together $Z'$ zeros with $a_1 Z'$ evaluations at infinity as in (4.4) to form $Z'$ evaluations at zero. Let $a_1 (q_{E'} - Z') + r_E = (a_1 + 1) q_{E''} + E$, $0 \leq E < a_1 + 1$. Group together $(a_1 + 1) q_{E''}$ evaluations at infinity as in (4.5) to form $q_{E''}$ evaluations at one. Then $\alpha$ is unitarily equivalent to

$$\bigoplus_{i=1}^{Z'} e_0 \oplus e_{s'_1} \oplus \cdots \oplus e_{s'_{r_E'}} \bigoplus_{i=1}^{q_{E''}} e_1 \bigoplus_{i=1}^{E} e_\infty.$$  

**Case 2: $Z' > q_{E'}$.**

Let $E = r_{E'}$ and $Z = Z' - q_{E'}$. Group together $q_{E'}$ zeros with $a_1 q_{E'}$ evaluations at infinity as in (4.4) to form $q_{E'}$ evaluations at zero. Then $\alpha$ is unitarily equivalent to

$$\bigoplus_{i=1}^{q_{E'}} e_0 \oplus e_{s'_1} \oplus \cdots \oplus e_{s'_{r_E'}} \bigoplus_{i=1}^{E} e_\infty \bigoplus_{i=1}^{Z} 0.$$
By the arguments given in Case 1 and Case 2, \( 0 \leq E \leq \alpha_1 \), and if \( Z > 0 \) then \( E < \alpha_1 \) and \( s_i < 1 \) for all \( i = 1, \ldots, F \); this determines a sequence \( 1 \geq s_1 \geq s_2 \geq \cdots \geq s_F \geq 0 \) such that \( \alpha \) is unitarily equivalent to
\[
e_{s_1} \oplus e_{s_2} \oplus \cdots \oplus e_{s_F} \bigoplus_{i=1}^{E} e_{\infty} \bigoplus_{i=1}^{Z} 0.
\]

To prove uniqueness, let \( 1 \geq s'_1 \geq s'_2 \geq \cdots \geq s'_{F'} \geq 0 \) be a sequence of real numbers, \( E' \) and \( Z' \) positive integers satisfying conditions (i), (ii) and (iii) of the lemma. The evaluation map, \( e_t \) is irreducible except for \( t = 0, 1 \). Assuming that \( t \neq 0, 1 \), then by condition (iii), \( s_t \in (s'_i)_{F'}^{F} \) and \( s'_t \in (s_i)_{F}^{F} \).

This proves that the sequences are identical, except possibly differing in the number of ones and zeros; we can therefore reduce to the case that \( s_i \) and \( s'_i \) are equal to zero or one for all values of \( i \).

Suppose that \( s_i = 0 \) for \( i = 1, \ldots, q \) and \( s_i = 1 \) for \( i = q + 1, \ldots, F \). Then
\[
e_{s_1} \oplus \cdots \oplus e_{s_F} \bigoplus_{1}^{E} e_{\infty} \bigoplus_{1}^{Z} 0 \text{ is unitarily equivalent to }
\]
\[
a_1q + (a_1 + 1)(F-q) + E \bigoplus_{1}^{a_1q + (a_1 + 1)(F-q) + E} e_{\infty} \bigoplus_{1}^{q+Z} 0.
\]

Similarly, suppose that \( s'_i = 0 \) for \( i = 1, \ldots, q' \) and \( s_i = 1 \) for \( i = q'+1, \ldots, F' \). Then
\[
e_{s'_1} \oplus \cdots \oplus e_{s'_{F'}} \bigoplus_{1}^{E'} e_{\infty} \bigoplus_{1}^{Z'} 0 \text{ is unitarily equivalent to }
\]
\[
a_1q' + (a_1 + 1)(F'-q') + E' \bigoplus_{1}^{a_1q' + (a_1 + 1)(F'-q') + E'} e_{\infty} \bigoplus_{1}^{q'+Z'} 0.
\]

Noting that \( e_{\infty} \) is irreducible, and comparing the two representations,
\[
a_1q + (a_1 + 1)(F-q) + E = a_1q' + (a_1 + 1)(F'-q' + E') \quad (4.6)
\]
\[q + Z = q' + Z'. \quad (4.7)
\]

Case 1: \( Z = 0 \) and \( Z' > 0 \).
By condition (ii) of the lemma, if \( Z' > 0 \), then \( q' = F' \) and \( E' < a_1 \). Then the two equations, above, reduce to:

\[
\begin{align*}
    a_1q + (a_1 + 1)(F - q) + E & = a_1F' + E' \\
    q & = F' + Z'.
\end{align*}
\]

Isolating \( F' \) in the second equation and substituting into the first,

\[
(a_1 + 1)(F - q) + E + a_1Z' = E'.
\]

Since \( Z' > 0 \) and \( E' < a_1 \) the above equation contradicts our assumption that \( Z = 0 \) and \( Z' > 0 \).

**Case 2**: \( Z = 0 \) and \( Z' = 0 \).

Then, equation (4.7) reduces to \( q = q' \). Substituting into equation (4.6),

\[
(a_1 + 1)F + E = (a_1 + 1)F' + E'.
\]

Since \( E, E' < a_1 + 1 \), \( F = F' \) and \( E = E' \).

**Case 3**: \( Z > 0 \) and \( Z' > 0 \).

Then by condition (ii) of the lemma, \( q' = F' \), \( q = F \), \( E < a_1 \) and \( E' < a_1 \). Equation (4.6) reduces to

\[
a_1F' + E' = a_1F + E.
\]

It follows that \( F = F' \) and \( E = E' \). This concludes the proof of the lemma.

The remainder of this section will be devoted to constructing maps

\[
\text{Std}(s_1, s_2, \ldots, s_F, E, Z) : A_1 \rightarrow M_m(\C) \text{ given a sequence of real numbers}
\]
1 \geq s_1 \geq s_2 \geq \cdots \geq s_F \geq 0 and positive integers \( E \) and \( Z \). There are three cases.

**Case 1:** \( Z = 0 \). Define the map as follows:

\[
\text{Std}(s_1, s_2, \ldots, s_F, E, Z) = e_{s_1} \oplus e_{s_2} \oplus \cdots \oplus e_{s_F} \bigoplus_{1}^{E} e_{\infty}.
\]

**Case 2:** \( 0 \leq Z < a_1 - E \). The following parameterized family of unitaries will be used repeatedly in Cases 2, 3, and 4:

\[
U(s_1, s_2, \ldots, s_Z; E) = u_{1,s_1,E}u_{2,s_2,E} \cdots u_{Z,s_Z,E} \text{ where } E + Z = a_1 \tag{4.8}
\]

and

\[
U'(s_1, s_2, \ldots, s_Z; E) = u'_{1,s_1,E}u'_{2,s_2,E} \cdots u'_{Z,s_Z,E} \text{ where } E + Z < a_1. \tag{4.9}
\]

The set of unitaries \( u_{i,1,E} \) for \( i = 1, \ldots, Z \) are defined on the Hilbert space \( \mathcal{H}_k \) with basis \( \{\xi_i\}^Z_i \) to act as the unitary

\[
\begin{bmatrix}
0 & 1 \\
1 & 0
\end{bmatrix}
\]

on the subspace with basis \( \{\xi_{m+(a_1+1)i}, \xi_{m+Z(a_1+1)+E+i}\} \) and as the identity on the rest of \( \mathcal{H}_k \), where \( m = k - (Z(a_1 + 1) + E + Z + 1) \). In more detail,

\[
u_{i,1,E}(\xi_{m+(a_1+1)i}) = \xi_{m+Z(a_1+1)+E+i}
\]

\[
u_{i,1,E}(\xi_{m+Z(a_1+1)+E+i}) = \xi_{m+(a_1+1)i};
\]

\[
u_{i,1,E}(\xi_j) = \xi_j \text{ for } j \neq m + (a_1 + 1)i, m + Z(a_1 + 1) + E + i.
\]
Let $u_{t,t,E}$ be a unitary path joining $u_{t,0,E} = \text{Id}$ to $u_{t,1,E}$ in the subspace spanned by $\xi_{m+(a_1+1)i}$ and $\xi_{m+Z(a_1+1)E+i}$ such that
\[
\|u_{t_1,t_2,E} - u_{t_2,E}\| \leq \pi(t_1 - t_2).
\] (4.11)

The family of unitaries, $u'_{t,t,E}$, $i = 1, \ldots, Z$ and $t \in [0, 1]$ are defined in a similar way. The unitary $u'_{t,1,E}$ is defined by the matrix given in equation (4.10) on the subspace with basis $\{\xi_{m'+(a_1+1)i}, \xi_{m'+Z(a_1+1)+E+i}\}$ and as the identity on the rest of $\mathcal{H}_k$, where $m' = k - (Z(a_1 + 1) + E + Z)$. We can define $u'_{t,t,E}$ to be any unitary path satisfying equation (4.11) joining the identity to $u'_{t,1,E}$.

**Remark 4.1.1** The unitary $U(s_1, s_2, \ldots, s_Z; E)$ acts as the identity except on the subspace
\[
\text{sp}\{\xi_{m+(a_1+1)i}\}_{i=1}^{Z} \cup \text{sp}\{\xi_{m+Z(a_1+1)+E+i}\}_{i=1}^{Z} \subset \text{sp}\{\xi_{i=k-(a_1+1)}^{k}\}.
\]

This observation will prove to be important for making estimates later in the proof of the uniqueness theorem.

**Remark 4.1.2** The unitary $U(s_1, s_2, \ldots, s_Z; E)$ is completely determined by the sequence of real numbers $s_1, s_2, \ldots, s_Z$ and the positive integer $E$ once the dimension of the Hilbert space on which it is acting is specified. For the remainder of the proof of this theorem the dimension of the Hilbert space will not be explicitly specified, but $U(s_1, s_2, \ldots, s_Z; E)$ will only arise in the context of its adjoint action on a finite dimensional representation of a building block algebra; the dimension of the Hilbert space on which it acts will then be assumed to be the same as the dimension of the space on which the building block algebra is represented. The above comments also apply to
Let
\[ R = \text{Ad}_{U'(s_1, s_2, \ldots, s_Z; E)}(e_{s_1} \oplus e_{s_2} \oplus \cdots \oplus e_{s_Z} \oplus e_{\infty} \oplus 0). \]

Define the map as follows:
\[ \text{Std}(s_1, s_2, \ldots, s_F, E, Z) = e_{s_{Z+1}} \oplus e_{s_{Z+2}} \oplus \cdots \oplus e_{s_F} \oplus R. \]

**Case 3:** \( Z \geq a_1 - E \). Define two representations of \( A_1 \) as follows:
\[ R = \text{Ad}_{U(s_1, s_2, \ldots, s_{a_1-1}; E)}(e_{s_1} \oplus e_{s_2} \oplus \cdots \oplus e_{s_{a_1-1}} \oplus e_1 \oplus e_{a_1+1-E} \oplus 0). \]
and
\[ L = e_{s_{a_1-E+1}} \oplus e_{s_{a_1-E+2}} \oplus \cdots \oplus e_{s_F} \oplus R. \]

Define a unitary shift \( V_m \) on a finite dimensional Hilbert space, \( \mathcal{H}_m \) of dimension at least \( a_1 + 1 \) as follows:
\[ V_m(\xi_i) = \begin{cases} 
\xi_{m-(a_1+1)+i} & \text{for } i = 1, 2, \ldots, a_1 + 1, \\
\xi_{i-(a_1+1)} & \text{for } i > a_1 + 1.
\end{cases} \]

(By assumption there are at least 3 distinct eigenvalues for \( \phi(h)(s) \) and in particular at least one eigenvalue that is neither 0 nor 1. Therefore \( F \geq 1 \) and hence \( L \) is represented on a Hilbert space of dimension at least \( a_1 + 1 \).)

For the remainder of the proof of this theorem, the Hilbert space on which \( V_m \) acts will not be explicitly specified (the subscript will be dropped), however in all cases \( V \) will act by an adjoint action on a representation of a building block; the dimension of the space on which \( V \) acts will be the same as the
dimension of the space on which the algebra is represented. (The same is true for the unitary \(U(s_1, \ldots, s_Z; E)\) — see Remark 4.1.2.)

Given \(M : A_1 \to M_\ast(\mathbb{C})\), where

\[
M = e_{t_1} \oplus e_{t_2} \oplus \cdots \oplus e_{t_r} \oplus M'
\]

for some finite dimensional representation \(M'\) of \(A_1\), define two maps \(\nu_r : (A_1 \to M_\ast(\mathbb{C})) \to (A_1 \to M_{s+a_1+1}(\mathbb{C}))\) and \(\nu_{r,r'} : (A_1 \to M_\ast(\mathbb{C})) \to (A_1 \to M_{s+r'}(\mathbb{C}))\) as follows:

\[
\nu_r(M) = \text{Ad}_{U(t_1, t_2, \ldots, t_r, 0, \ldots, 0)^{\otimes a_1+1}}(\text{Ad}(\nu^*)^{\otimes a_1}(M) \bigoplus_{l} 0), \ r \leq a_1
\]

and

\[
\nu_{r,r'}(M) = \text{Ad}_{U(t_1, t_2, \ldots, t_r, 0, \ldots, 0)^{\otimes r'}}((\text{Ad}(\nu^*)^{\otimes r'})(M) \bigoplus_{l} 0), \ r \leq r' < a_1.
\]

By positive integer division, let

\[
Z - (a_1 + 1 - E) = k_Z(a_1 + 1) + n_Z, 0 \leq n_Z < a_1 + 1, k_Z \geq 0
\]

and

\[
F - (a_1 - E) = k(a_1) + n, 0 \leq n < a_1, k \geq 0.
\]

There are three subcases for defining \(\text{Std}(s_1, s_2, \ldots, s_F, E, Z)\).

**Subcase 3.1:** If \(k_Z \leq k\), and \(n_Z \leq r\) if \(k_Z = k\) then define the map as follows:

\[
\text{Std}(s_1, s_2, \ldots, s_F, E, Z) = \nu_{r_Z, r_Z}^{(\nu_{a_1}^{k_Z})(L)}.
\]

**Subcase 3.2:** If \(k_Z = k\) and \(n_Z > r\) then define the map as follows:

\[
\text{Std}(s_1, s_2, \ldots, s_F, E, Z) = \nu_{r, r_Z}^{(\nu_{a_1}^{k_Z})(L)}.
\]
Subcase 3.3: If $k_Z > k$ then define the map as follows:

$$\text{Std}(s_1, s_2, \ldots, s_F, E, Z) = t_{0,r_Z}^{k_Z-k-1}(t_{0})^k.$$ 

Remark 4.1.3 It's possible to give a more explicit construction for $(t_{a_1})^m(L)$ for $m \leq k$:

$$(t_{a_1})^m(L) = e_{s_{a_1} - E + m(a_1) + l} \oplus \cdots \oplus e_{s_F} \oplus \bigoplus_{j=0}^{m-1} S_j$$

where

$$S_j = \text{Ad}_U(s_{a_1} - E + a_1(j+1) \cdots - s_{a_1} - E + a_1(j+2)) (e_{a_1} \oplus \cdots \oplus e_{s_{a_1}} \bigoplus_{1}^{a_1+1} 0).$$

(The notation $S(s_1, \ldots, s_{a_1}) = \text{Ad}_U(s_1, \ldots, s_{a_1}) (e_{a_1} \oplus \cdots \oplus e_{s_{a_1}} \bigoplus_{1}^{a_1+1} 0)$ will also be used in the sequel.)

The standard maps $\phi', \psi' : A_1 \to C[0,1] \otimes D_2$ associated with the maps $\phi$ and $\psi$ between the building block algebras $A_1$ and $A_2$ are constructed fibrewise, in two steps. By Lemma 4.1.1, for any $s \in [0,1]$ we can find a unique sequence of real numbers $1 \geq s_1 \geq \cdots \geq s_F \geq 0$ and a pair of positive integers $E_1, Z_1$ satisfying conditions (i) and (ii) of the lemma, such that $f_s \phi$ is unitarily equivalent to $e_{a_1} \oplus \cdots \oplus e_{s_{F_1}} \bigoplus_{1}^{s_{F_1}} e_{\infty} \bigoplus_{1}^{Z_1} 0$. Similarly we can find a positive sequence $1 \geq t_1 \geq \cdots \geq t_{F_2} \geq 0$ and a pair of positive integers $E_2, Z_2$ for $f_s \psi$. The second step is to define the standard map at the fibre $s$ as the representation given by evaluating the map Std on the data given above:

$$f_s \phi' = \text{Std}(s_1, \ldots, s_{F_1}, E_1, Z_1)$$
\[ f_s \psi' = \text{Std}(t_1, \ldots, t_{F_2}, E_2, Z_2). \]

This completes the construction of the standard maps associated with the homomorphisms \( \phi \) and \( \psi \).

The following lemma proves that unitaries \( U(t_1, \ldots, t_r; E) \) and \( U(s_1, s_2, \ldots, s_r; E) \) are close if their indices are sufficiently close.

**Proposition 4.1.1** Let \( 1 \geq t_1 \geq t_2 \geq \cdots \geq t_r \geq 0 \) and \( 1 \geq s_1 \geq s_2 \geq \cdots \geq s_r \geq 0 \) be two sequences of real numbers such that \( |t_i - s_i| < \delta \), and \( E \) be a positive integer. Then

\[ \|U(t_1, t_2, \ldots, t_r; E) - U(s_1, s_2, \ldots, s_r; E)\| < \pi \delta. \]

**Proof.** As \( |t_i - s_i| < \delta \), \( \|u_{t_i, t_i, E} - u_{s_i, s_i, E}\| < \pi \delta \); since \( u_{t_i, t_i, E} \) and \( u_{s_i, s_i, E} \) act on orthogonal Hilbert spaces for \( i \neq j \), the conclusion follows immediately.

**Proposition 4.1.2** Let \( \alpha = \text{Std}(s_1, \ldots, s_F, E, Z) \) and \( \beta = \text{Std}(t_1, \ldots, t_F, E, Z) \) be represented on the same Hilbert space. Let \( p_i \) and \( q_i \) denote the support projections of \( e_{s_i} \) and \( e_{t_i} \) of \( \alpha \) and \( \beta \) respectively. If \( s_i = t_i \) then \( p_i = q_i \). Furthermore, there exists a unitary \( U \) such that \( U p_i U^* = q_i \) for all \( i \in \{1, \ldots, F\} \) and \( \|\text{Id} - U\| \leq \pi \max\{|s_i - t_i|\}_{i=1}^F \).

**Proof.** We believe that the proof of the proposition is clear from the construction of standard maps, but will nevertheless try and provide further explanation. There are three cases.
Case 1: $Z < a_1 - E$.

By Case 2 of the construction given for maps in Section 4.1 standard form,

$$\alpha = e_{sZ+1} \oplus \cdots \oplus e_{sF} \oplus R_1$$

and

$$\beta = e_{tZ+1} \oplus \cdots \oplus e_{tF} \oplus R_2$$

where $R_1$ and $R_2$ are defined as follows:

$$R_1 = \text{Ad}_{U'(s_1, \ldots, s_Z; E)}(e_{s_1} \oplus \cdots \oplus e_{sZ} \bigoplus_{1}^{E} e_{\infty} \bigoplus_{1}^{Z} 0)$$

$$R_2 = \text{Ad}_{U'(t_1, \ldots, t_Z; E)}(e_{t_1} \oplus \cdots \oplus e_{tZ} \bigoplus_{1}^{E} e_{\infty} \bigoplus_{1}^{Z} 0).$$

For $i \geq Z + 1$ it is clear from the above description of the maps that the support projection of $e_{s_i}$ is $e_{t_i}$ are the same.

For $i < Z+1$ we need to examine the structure of the unitaries $U(\bullet, \ldots, \bullet)$ used to define the maps $R_i$. The unitaries $U'(s_1, \ldots, s_Z; E)$ and $U'(t_1, \ldots, t_Z; E)$ are defined as a product of "elementary unitaries", $u'_{i,s,E}$ and $u'_{i,t,E}$ by equation (4.9). Each of the elementary unitaries $u'_{i,s,E}$ act as the identity except on the subspace spanned by $\{\xi_{m+(a_1+1)i}, \xi_{m+Z(a_1+1)+E+i}\}$ where $m + Z(a_1 + 1) + E + Z = \dim R_1 = \dim R_2$. As the dimension of the subspace on which $R_1$ is canonically represented is equal to $Z(a_1 + 1) + E + Z$, $m = 0$. Therefore, the unitary $u'_{i,s,E}$ acts (non-trivially) only on the subrepresentation $e_{s_i}$ and the $i$'th zero of the direct summand $\bigoplus_{1}^{Z} 0$, for $1 \leq i \leq Z$. If $s_i = t_i$ then the unitaries $u'_{i,s,E}$ and $u'_{i,t,E}$ will by definition be equal, and hence the support projections of $e_{s_i}$ and $e_{t_i}$ will also be equal. In general, we
know that

\[ \| u'_{i,s_i,E} - u'_{i,t_i,E} \| \leq \pi |s_i - t_i| . \]

Let \( U = U'(t_1, \ldots, t_Z; E)(U'(t_1, \ldots, t_Z; E))^* \). Then \( U_p U^* = q_i \), where \( p_i \) and \( q_i \) are the support projections of the subrepresentations \( e_{s_i} \) and \( e_{t_i} \) respectively, for \( 1 \leq i \leq Z \). As the unitary \( U \) can be written as a product of elementary matrices, \( \| U - \text{Id} \| \leq \pi \max \{|s_i - t_i|\}_{i=1}^Z \).

**Case 2:** \( Z \geq a_1 - E \).

There are two subcases.

**Subcase 2.1:** \( k_Z \leq k \).

If \( k_Z \leq k \), and \( r_Z \leq r \) if \( k_Z = k \) then by Subcase 3.1 of Section 4.1, the maps are defined as follows: \( \alpha = \iota'_{r_Z,r_Z}(\iota_{a_1})^{k_Z}(L_1) \) and \( \beta = \iota'_{r_Z,r_Z}(\iota_{a_1})^{k_Z}(L_2) \).

If \( k_Z = k \) and \( r_Z > r \) then by Subcase 3.2 of Section 4.1, the maps are defined as \( \alpha = \iota'_{r_Z,r_Z}(\iota_{a_1})^{k_Z}(L_1) \) and \( \beta = \iota'_{r_Z,r_Z}(\iota_{a_1})^{k_Z}(L_2) \). In both cases, as \( k_Z \leq k \), by Remark 4.1.3 we can give an explicit construction for \( (\iota_{a_1})^{k_Z}(L_i) \):

\[ (\iota_{a_1})^{k_Z}(L_1) = e_{s_{a_1-E+k_Z(a_1)+1}} \bigoplus \cdots \bigoplus e_{s_{\ell}} \bigoplus R_1 \bigoplus S_{1,j} \]

and

\[ (\iota_{a_1})^{k_Z}(L_2) = e_{t_{a_1-E+k_Z(a_1)+1}} \bigoplus \cdots \bigoplus e_{t_{\ell}} \bigoplus R_2 \bigoplus S_{2,j} \]

where

\[
R_1 = \text{Ad}_{U'(s_1, \ldots, s_Z; E)}(e_{s_1} \bigoplus \cdots \bigoplus e_{s_Z} \bigoplus e_{\infty} \bigoplus 0) \\
R_2 = \text{Ad}_{U'(t_1, \ldots, t_Z; E)}(e_{t_1} \bigoplus \cdots \bigoplus e_{t_Z} \bigoplus e_{\infty} \bigoplus 0)
\]
From the construction given above, it is clear that for \( i \geq a_1 - E + k_Za_1 + 1 \) the support projection of \( e_{s_i} \) and \( e_{t_i} \), viewed as subrepresentations of \( \iota_{a_1}^{k_Z}(L_1) \) and \( \iota_{a_1}^{k_Z}(L_2) \) respectively, are equal. The arguments given in Case 1 for \( R_1 \) and \( R_2 \) apply equally well to \( R_1, R_2, S_{1,j} \) and \( S_{2,j} \). For each subrepresentation \( e_{s_i} \) and \( e_{t_i} \) of \( R_1 \) and \( R_2 \) (or \( S_{1,j} \) and \( S_{2,j} \)) if \( s_i = t_i \) then their respective support projections are equal. As in Case 1 we can find a unitary \( U \) such that \( Up_iU^* = q_i \) and \( ||U - Id|| \leq \pi \max\{|s_i - t_i|\}_{i=1}^{a_1 - E + k_Za_1 + 1} \), for \( 1 \leq i \leq a_1 - E + k_Za_1 + 1 \).

The action of \( \iota_{r_Z} \) or \( \iota_{r_Z} \) on \( \iota_{a_1}^{k_Z}(L_1) \) and \( \iota_{a_1}^{k_Z}(L_2) \) is implemented by a unitary shift \( (V^*)^{r_Z} \) and a unitary twist of the form \( U''(\bullet, \ldots, \bullet) \). The unitary \( U''(\bullet, \ldots, \bullet) \) can be decomposed into a product of elementary unitaries. As argued in Case 1, the elementary unitaries agree if their indices are equal, and are otherwise supported on a subrepresentation of the corresponding index. Furthermore, the difference between two elementary unitaries is bounded by the difference between their indices.

**Subcase 2.2: \( k_2 > k \).**

By Subcase 3.3 of Section 4.1, \n
\[
\alpha = \iota_{r_Z}(\iota_0)^{k_Z-k-1}(\iota_{a_1})^k(L_1)
\]

and \n
\[
\beta = \iota_{r_Z}(\iota_0)^{k_Z-k-1}(\iota_{a_1})^k(L_2).
\]
We can apply Subcase 2.1 to the maps $\iota_r(\iota_{a_1})^k(L_1)$ and $\iota_r(\iota_{a_1})^k(L_2)$ to conclude that the support projections of the subrepresentations $e_{s_i}$ and $e_{t_i}$ are equal when $s_i = t_i$, and can in general be conjugated to each other by a unitary whose distance to the identity is bounded by the maximum of the difference of $s_i$ and $t_i$ for $i = 1, \ldots, F$. As the map $\iota'_{0, rz}(t_0)^{kz-k-1}$ has the same unitary action on $\iota_r(\iota_{a_1})^k(L_1)$ and $\iota_r(\iota_{a_1})^k(L_2)$, the conclusions outlined above also hold true for the maps $\alpha$ and $\beta$. This completes the proof of the proposition.

### 4.2 Comparing maps in standard form

This section will be devoted entirely to proving the following theorem about standard maps.

**Lemma 4.2.1** Let $A_1$ and $A_2$ be building blocks and $h$ be the canonical self-adjoint element of $A_1$. Let $\delta$ be a real number such that $\varepsilon/2\pi > \delta \geq 0$. Let $F$ be a subset of $A_1$ such that if $|t_0 - t_1| < \delta$ then $\|f(t_0) - f(t_1)\| < \varepsilon$ for all $f \in F$. Let $\phi$ and $\psi$ be maps from $A_1$ to $A_2$ such that the eigenvalues of $\phi(h)(t)$ and $\psi(h)(t)$ can be matched to within $\delta$, and such that there are at least $a_1 + 1$ distinct such values, for each $t \in [0, 1]$. Then

$$\|\phi'(f) - \psi'(f)\| < 7\varepsilon \text{ for all } f \in F.$$  

**Proof.** As $\phi'(f)$ and $\psi'(f)$ are matrix valued functions over the unit interval, it is sufficient to show that $\phi'(f)(s)$ and $\psi'(f)(s)$ are within $\varepsilon$ for all $s \in [0, 1]$ and $f \in F$. Let $s$ be any point in the interval $[0, 1]$, then after grouping representations together by applying Lemma 4.1.1, there exists...
unique sequences $1 \geq s_1 \geq s_2 \cdots \geq s_{F_1} \geq 0$ and $1 \geq t_1 \geq t_2 \cdots \geq t_{F_2} \geq 0$, unique positive integers $E_1, E_2, Z_1$, and $Z_2$ satisfying conditions (i) and (ii) of the lemma such that $f_s \phi$ and $f_s \psi$ are unitarily equivalent to $e_{s_1} \oplus e_{s_2} \oplus \cdots \oplus e_{s_{F_1}} \oplus e_{E_1}^s e_{E_2}^t \oplus Z_1^s 0$ and $e_{t_1} \oplus e_{t_2} \oplus \cdots \oplus e_{t_{F_2}} \oplus e_{E_1}^s e_{E_2}^t \oplus Z_2^s 0$ respectively.

Define integers $k_i, r_i, k_{Z_i}$ and $r_{Z_i}$ for $i = 1, 2$ as follows:

$$F_i - (a_i - E_i) = k_i a_i + r_i$$
$$Z_i - (a_i + 1 - E_i) = k_{Z_i} (a_i + 1) + r_{Z_i}$$

where $0 \leq r_i < a_i, 0 \leq r_{Z_i} < a_i + 1$ and $k_i, k_{Z_i}$ are positive. There are four cases. The strategy is the same in all four cases; we begin with $f_s \psi(f)$ and then compare it with a sequence of similar expressions (where terms in the sequence are within $\varepsilon$ of neighbouring terms in the sequence on the finite set $F$), until we arrive at the last term in the sequence, $f_s \phi'(f)$.

**Case 1:** $Z_1 < a_1 + 1 - E_1$ and $Z_2 < a_1 + 1 - E_2$.

Without loss of generality it is possible to assume that $Z_1 \leq Z_2$. Let $Z = Z_2 - Z_1$. By counting the dimensions of the representations,

$$\dim(D_2) = (a_1 + 1) F_1 + E_1 + Z_1 = (a_1 + 1) F_2 + E_2 + Z_2.$$  

As $E_i + Z_i < a_i + 1$ for $i = 1, 2$,

$$E_1 + Z_1 = E_2 + Z_2$$

and $F_1 = F_2$.  

(4.13)

Let $F = F_1 = F_2$ and $Z = Z_2 - Z_1 = E_1 - E_2$. The eigenvalues at $s$ of $\phi(h)$ and $\psi(h)$ in ascending order, with multiplicity are:

$$\text{e.v.'s } \phi(h): 0, \ldots, 0, s_{F_1}, \ldots, s_{F-Z+1}, s_{F-Z}, \ldots, s_1, 1, \ldots, 1, 1, \ldots, 1$$

$$\text{e.v.'s } \psi(h): 0, \ldots, 0, s_{F_1}, \ldots, s_{F-Z+1}, s_{F-Z}, \ldots, s_1, 1, \ldots, 1, 1, \ldots, 1$$
e.v.'s $\psi(h)$:  $0, \ldots, 0, 0, \ldots, 0, t_F, \ldots, t_{Z+1}, t_Z, \ldots, t_1, 1, \ldots, 1.$

As the eigenvalues can be matched to within $\delta$, comparing the above two lists the following relations are evident:

$$|s_i - 0| < \delta \text{ for } i = F, F - 1, \ldots, F - Z + 1$$

$$|t_i - 1| < \delta \text{ for } i = 1, 2, \ldots, Z$$

$$|s_{i-Z} - t_i| < \delta \text{ for } i = Z + 1, Z + 2, \ldots F. \quad (4.14)$$

In terms of evaluation maps,

$$|e_{s_i}(f) - e_0(f)| < \delta \text{ for } i = F, F - 1, \ldots, F - Z + 1$$

$$|e_{t_i}(f) - e_1(f)| < \delta \text{ for } i = 1, 2, \ldots, Z$$

$$|e_{s_{i-Z}}(f) - e_{t_i}(f)| < \delta \text{ for } i = Z + 1, Z + 2, \ldots F$$

for $f \in F$. The above relations will be used repeatedly to make the following estimates:

$$f \cdot \psi'(f)$$

$$= \bigoplus_{i=Z+1}^{F} e_{t_i} \oplus R_2(f)$$

$$= \bigoplus_{i=Z+1}^{F} e_{t_i} \oplus Ad_U^{(t_1, \ldots, t_{Z+1}; E_2)} (e_{t_1} \oplus \cdots \oplus e_{t_{Z+1}} \oplus e_{\infty} \oplus 0)(f)$$

$$\sim 2\pi \delta \bigoplus_{i=Z+1}^{F} e_{t_i} \oplus Ad_U^{(s_1, \ldots, s_{Z+1}; E_2)} (\bigoplus_{i=1}^{Z} e_{t_i} \oplus e_{t_i} \oplus e_{\infty} \oplus 0 \oplus 0)(f)$$

$$\sim \epsilon \bigoplus_{i=Z+1}^{F} e_{t_i} \oplus Ad_U^{(0, \ldots, s_1, \ldots, s_{Z+1}; E_2)} (\bigoplus_{i=1}^{Z} e_{e_0} \oplus e_{s_i} \oplus e_{\infty} \oplus e_{\infty} \oplus 0)(f)$$
for all $f \in F$. By the above calculation, and noting that $2\pi\delta < \varepsilon$,

$$||\phi'(f) - \psi'(f)|| < 3\varepsilon.$$ 

**Case 2:** $Z_1 < a_1 + 1 - E_1$ and $Z_2 \geq a_1 + 1 - E_2$.

To simplify the argument it is necessary to perturb $f_s\phi'$ if $s_i = 1$ for some value of $i$. The conclusion of Lemma 4.1.1 ensures that $s_i = 1$ for some value of $i$, only if $Z_1 = 0$. Suppose the $s_i = 1$ for $i = 1, \ldots, k$, then define $\phi'': A_1 \rightarrow M_m(\mathbb{C})$ as follows:

$$\phi'' = e_{s_1'} \oplus e_{s_2'} \oplus \cdots \oplus e_{s_k'} \oplus e_{\infty}\bigoplus\bigoplus_1^{E_1}$$

where

$$s_i' = \begin{cases} 
\max(1 - \delta, s_{k+1}) & \text{for } i = 1, \ldots, k \\
\phantom{\max(1 - \delta, s_{k+1})} & \text{otherwise.}
\end{cases}$$

From the construction of $\phi''$ it is clear that $s_i' \neq 1$ for all $i$. As $|s_i - s_i'| < \delta$, $||e_{s_i}(f) - e_{s_i'}(f)|| < \varepsilon$ for $f \in F$. It follows from the construction of $\phi'$ that

$$||\phi'(f) - \phi''(f)|| < \varepsilon$$ for $f \in F$. 
Therefore we can assume that $s_i \neq 1$ for all $i$, provided that an extra $\varepsilon$ is accounted for in the final degree of comparability for this case of the proof.

As in case one, by counting the dimensions of representations,

\[
(a_1 + 1)F_1 + Z_1 + E_1 = \dim(D_2)
\]
\[
= (a_1 + 1)F_2 + Z_2 + E_2
\]
\[
= (a_1 + 1)(F_2 + 1) + Z_2 - (a_1 + 1 - E_2)
\]
\[
= (a_1 + 1)(F_2 + 1) + kZ_2(a_1 + 1) + rZ_2
\]
\[
= (a_1 + 1)(F_2 + kZ_2 + 1) + rZ_2.
\]

(Recall that the positive integers $kZ_2$ and $rZ_2$ were define by the pair of equations (4.12).) Let $Z = Z_2 - Z_1$. It follows from the above calculation and the assumption $Z_1 + E_1 < a_1 + 1$ that

\[
rZ_2 = Z_1 + E_1
\]
\[
F_1 = F_2 + kZ_2 + 1
\]
\[
Z = E_1 - E_2 + (kZ_2 + 1)(a_1 + 1).
\]  

Since $kZ_2 \geq 0$ and $|E_1 - E_2| \leq a_1$ the last equation, above, guarantees that $Z > 0$. The number of eigenvalues of $\phi'(h)(s)$ with eigenvalue one is $a_1F_1 + E_1$ since $e_{s_i} \neq 1$ for all $i$. Similarly, the number of eigenvalues of $\psi'(h)(s)$ with eigenvalue one is $a_1F_2 + E_2$. Their difference is

\[
a_1(F_1 - F_2) + E_1 - E_2 = a_1(kZ_2 + 1) + E_1 - E_2.
\]

The eigenvalues at $s$ of $\phi'(h)$ and $\psi'(h)$ in ascending order, with multiplicity are:

e.v.'s $\phi'(h)$: $0, \ldots, 0, s_{F_1}, \ldots, s_{F_1-Z+1}, s_{F_1-Z}, \ldots, s_1, \underbrace{1, \ldots, 1}_{l-1}, 1, \ldots, 1$
e.v.'s $\psi(h): 0, \ldots, 0, t_{l_1}, \ldots, t_{l_1-1}, \ldots, t_1, 1, \ldots, 1$

where $l - 1 = a_1(k_{Z_2} + 1) + E_1 - E_2$. Comparing the above two lists, the following relations are evident and will be used repeatedly:

$$|s_i - 0| < \delta \text{ for } i = F_1, F_1 - 1, \ldots, F_1 - Z + 1$$

$$|t_i - 1| < \delta \text{ for } i = 1, 2, \ldots, l - 1$$

$$|t_{l-1+i} - s_i| < \delta \text{ for } i = 1, 2, \ldots, F_2 - (l - 1)$$

$$F_2 - l = F_1 - Z - 1. \quad (4.17)$$

As in case one, the above relations guarantee corresponding relations between the evaluation maps on a finite set of elements $F$.

**Proposition 4.2.1** $k_2 \geq k_{Z_2}$.

**Proof.** Since $|t_i - 1| < \delta$ for $a_1(k_{Z_2} + 1) + E_1 - E_2$ distinct values of $i$, $F_2 \geq a_1(k_{Z_2} + 1) + E_1 - E_2$. Then $a_1 k_2 + r_2 = F_2 - (a_1 - E_2) \geq a_1 k_{Z_2} + E_1$, which can be rearranged as

$$a_1(k_2 - k_{Z_2}) \geq E_1 - r_2.$$

Since $r_2 < a_1$, it follows from the above inequality that $k_2 \geq k_{Z_2}$. (The positive integers $k_2$ and $r_2$ were defined in (4.12).)

Following the arguments given in Remark 4.1.3, as $k_{Z_2} \leq k_2$ and $Z_2 \geq a_1 + 1 - E_2$,

$$l_{a_1}^{k_{Z_2}}(L_2) = e_{t_{a_1-2+k_{Z_2}(a_1)+1}} \oplus \cdots \oplus e_{t_{2}} \oplus R_2 \bigoplus_{j=0}^{k_{Z_2}-1} S_j.$$
From the second equation in (4.17), \(|t_i - 1| < \delta\) for the first \(l - 1\) values of \(i\); using this inequality we can make the following estimate for \(R_2(f)\):

\[
R_2(f) = AdU(t_1, \ldots, t_{a_1-E_2}; E_2)(e_{t_1} \oplus \cdots \oplus e_{t_{a_1-E_2}} \bigoplus_{1}^{E_2} e_{a_1+1-E_2} \bigoplus_{1}^{E_∞} 0)(f)
\]

\[
\sim_{2\pi \delta} AdU(1, \ldots, 1; E_2)(e_{t_1} \oplus \cdots \oplus e_{t_{a_1-E_2}} \bigoplus_{1}^{E_2} e_{a_1+1-E_2} \bigoplus_{1}^{E_∞} 0)(f)
\]

\[
\sim_{\epsilon} AdU(1, \ldots, 1; E_2)(e_{1} \oplus \cdots \oplus e_{1} \bigoplus_{1}^{E_∞} e_{a_1+1-E_2} \bigoplus_{1}^{E_∞} 0)(f)
\]

\[
= \bigoplus_{1}^{a_1+1-E_2} e_0(f) \quad (4.18)
\]

for all \(f \in F\). For \(j \leq k_{Z_2} - 1\) and \(i \leq a_1 + 1\),

\[
a_{1} - E_{2} + ja_{1} + i \leq a_{1} - E_{2} + (k_{Z_2} - 1)a_{1} + (a_{1} + 1) \leq l - 1.
\]

Therefore, by the second equation of (4.17), \(|t_{a_1-E_2+ja_1+i} - 1| < \delta\) for \(1 \leq i \leq a_1 + 1\) and \(j \leq k_{Z_2} - 1\). Using this inequality a similar estimate can be found for \(S_j(f)\) as was found for \(R_2(f)\):

\[
S_j(f) = AdU(t_{a_1-E_2+ja_1+1}, \ldots, t_{a_1-E_2+ja_1+(a_1+1)})(e_{t_{a_1-E_2+ja_1+1}} \oplus \cdots \oplus e_{t_{a_1-E_2+ja_1+(a_1+1)}} \bigoplus_{1}^{a_1+1} 0)(f)
\]

\[
\sim_{2\pi \delta} AdU(1, \ldots, 1)(e_{t_{a_1-E_2+ja_1+1}} \oplus \cdots \oplus e_{t_{a_1-E_2+ja_1+(a_1+1)}} \bigoplus_{1}^{a_1+1} 0)(f)
\]

\[
\sim_{\epsilon} AdU(1, \ldots, 1)(e_1 \oplus \cdots \oplus e_1 \bigoplus_{1}^{a_1+1} 0)(f)
\]

\[
= \bigoplus_{1}^{a_1+1} e_0(f) \quad (4.19)
\]
for all $f \in F$. Using the above approximations to $R_2$ and $S_j$ and noting that $2\pi \delta < \varepsilon$,

$$k_{Z_2}^{(L_2)}(f)_{a_1} \sim_{2\varepsilon} e_{t_{a_1-2+E_2} + k_{Z_2}(a_1) + 1} \bigoplus e_{t_{F_2}} + e_0 (f)$$

$$= e_{t_{E_1}} \bigoplus e_{t_{F_2}} + e_0 (f)$$

Therefore,

$$k_{Z_2}^{(L_2)}(f)_{a_1} \sim_{3\varepsilon} e_{1} \bigoplus e_{t_{E_1}} + e_{t_{F_2}} + e_0 (f)$$

There are two subcases.

**Subcase 2.1**: $k_{Z_2} \leq k_2$, and $r_{Z_2} \leq r_2$ if $k_{Z_2} = k_2$.

Under these assumptions, and using the first of the three equations in (4.15) for the last step,

$$F_2 - l + 1 = (a_1 - E_2) + a_1 k_2 + r_2 - (a_1 k_{Z_2} + 1 + E_1 - E_2)$$

$$= a_1 (k_2 - k_{Z_2}) + r_2 - E_1$$

$$\geq r_{Z_2} - E_1$$

$$= Z_1.$$  \hspace{1cm} (4.21)

We will use the above calculation and equations (4.15) and (4.17) to simplify the expression given by applying $\ell_{r_{Z_2},r_{Z_2}}'$ to equation (4.20);

$$f_{s} \psi'(f)$$
\[
\begin{align*}
= \ & \U_z^{k_z} L_z (f) \\
\sim_{\varepsilon} \ & \U_{z+1} F_1 + E_1 (e_1 \oplus e_{t_2} \oplus \cdots \oplus e_{t_2} ) \oplus e_{0} (f) \\
\sim_{\varepsilon} \ & e_{t_2} \oplus \cdots \oplus e_{t_2} \oplus e_{0} \\
\oplus \text{Ad} U(1, \ldots , 1, t_2, t_3, t_3 + 1) (e_1 \oplus e_{t_2} \oplus \cdots \oplus e_{t_2} ) \oplus e_{0} \oplus 0 (f) \\
= \ & e_{t_2} \oplus \cdots \oplus e_{t_2} \oplus e_{0} \\
\oplus \text{Ad} U(t_2, \ldots , t_3, t_3 + 1) (e_1 \oplus e_{t_2} \oplus \cdots \oplus e_{t_2} ) \oplus e_{0} \oplus 0 (f) \\
\sim_{\varepsilon} \ & e_{s_1 + 1} \oplus \cdots \oplus e_{s_1 + 1} \\
\oplus \text{Ad} U(s_1, \ldots , s_1) (e_1 \oplus e_{s_1} \oplus \cdots \oplus e_{s_1} ) \oplus e_{0} \oplus 0 (f) \\
= \ & e_{s_1 + 1} \oplus \cdots \oplus e_{s_1 + 1} \oplus e_{0} \oplus R_1 (f).
\end{align*}
\]

Since \(|s_i - 0| < \delta\) for the \(Z\) values of the index, \(i = F_1 - Z + 1, \ldots F_1\), and noting that \(Z = (k_Z + 1)(a_1 + 1) + E_1 - E_2\), the above expression is approximately within \(\varepsilon\) of

\[
e_{s_1 + 1} \oplus \cdots \oplus e_{s_1 + 1} \oplus e_{s_1 + 1} \oplus \cdots \oplus e_{s_1 + 1} \oplus R_1 (f) = f_s \phi'(f)
\]
on the finite set \(F\). Therefore, from the above estimates, for \(f \in F\),

\[
\| f_s \psi'(f) - f_s \phi'(f) \| < 6\varepsilon.
\]

**Subcase 2.2:** \(k_Z = k_2\) and \(r_{Z} > r_2\).
Under these assumptions, and noting the similar calculation made in (4.21),

\[ F_2 - l + 1 = a_1(k_2 - k_{Z_2}) + r_2 - E_1 \]
\[ = r_2 - E_1 \]
\[ \leq r_{Z_2} - E_1 \]
\[ = Z_1. \]

Then applying \( \iota'_{r_2,r_{Z_2}} \) to equation (4.20),

\[ f_2'\psi'(f) \]
\[ = \iota'_{r_2,r_{Z_2}}^{k_{Z_2}}(L_2)(f) \]
\[ \sim_{3\varepsilon} \iota'_{l_{F_2-l+1}+E_1,Z_1+E_1}(e_1 \oplus e_t \oplus \cdots \oplus e_{t_{F_2}} \oplus e_0)(f) \]
\[ \sim_{3\varepsilon} e_0 \oplus \text{Ad}_{U'}(1, \ldots, 1, t_{l_1}, \ldots, t_{F_2}, 0, \ldots, 0) \]
\[ \sim_{3\varepsilon} e_0 \oplus \text{Ad}_{U'}(t_{l_1}, \ldots, t_{F_2}, 0, \ldots, 0; E_1) \]
\[ \sim_{2\varepsilon} e_0 \oplus \text{Ad}_{U'}(s_{Z_1}, \ldots, s_{Z_1}; E_1) \]
\[ = e_0 \oplus R_1(f) \]
\[ \sim \epsilon e_{s_{Z_1+1}} \oplus \cdots \oplus e_{s_{F_1}} \oplus R_1(f) \]
\[ = f_s \phi'(f) \]

From the above estimates, for \( f \in F \),

\[ \| f_s \psi'(f) - f_s \phi'(f) \| < 6\varepsilon. \]

By Proposition 4.2.1, Subcases 2.1 and 2.2 are exhaustive for Subcase 2.

By the estimates made in the two subcases, for all \( f \in F \),

\[ \| f_s \psi'(f) - f_s \phi'(f) \| < 6\varepsilon. \]

**Case 3:** \( Z_1 = a_1 + 1 - E_1 \) and \( Z_2 \geq a_1 + 1 - E_2 \).

Without loss of generality assume that if \( Z_2 = a_1 + 1 - E_2 \) then \( E_1 \geq E_2 \).

By counting the dimensions of the representations at \( s \),

\[
(a_1 + 1)F_1 + Z_1 + E_1 = (a_1 + 1)(F_1 + 1) = (a_1 + 1)F_2 + Z_2 + E_2 = (a_1 + 1)(F_2 + kZ_2 + 1) + rZ_2. 
\]

Let \( Z = Z_2 - Z_1 \). It follows from the above calculation that

\[
\begin{align*}
    rZ_2 &= 0 \\
    F_1 &= F_2 + kZ_2 \\
    Z &= kZ_2(a_1 + 1) + E_1 - E_2.
\end{align*}
\]

\( Z \geq 0 \) since by assumption either \( kZ_2 \geq 0 \), or if \( kZ_2 = 0 \) then \( E_1 \geq E_2 \). At \( s \), \( \phi'(h) \) has \( a_1 F_1 + E_1 - (a_1 F_2 + E_2) = a_1 kZ_2 + E_1 - E_2 \) more eigenvalues equal to one than \( \psi'(h) \). The eigenvalues at \( s \) of \( \phi'(h) \) and \( \psi'(h) \) listed in ascending order, with multiplicity are:

\[
\text{e.v.'s } \phi'(h): \overbrace{0, \ldots, 0}^{Z_1}, s_{F_1}, \ldots, s_{F_1 + Z + 1}, s_{F_1 - Z}, \ldots, s_1, \overbrace{1, \ldots, 1}^{l-1}, 1, \ldots, 1 (4.22)
\]
e.v.'s $\psi'(h)$: $0, \ldots, 0, 0, \ldots, 0, t_1, t_2, \ldots, t_i, t_{i-1}, \ldots, t_1, 1, \ldots, 1$ \[(4.23)\]

where $l - 1 = a_1k_{Z_2} + E_1 - E_2$. (The two lists of eigenvalues, above are the same as in Case 2, only the value of $l$ differs by a constant.) As in Case 2, comparing the above two lists, it's possible to derive the same set of equations as in (4.17), but with the new value of $l$ defined above.

**Proposition 4.2.2** $k_2 \geq k_{Z_2} - 1$

**Proof.** The argument that follows is very similar to that given in the proof of Proposition 4.2.1. As $|t_i - 1| < \delta$ for at least $a_1k_{Z_2} + E_1 - E_2$ values of $i$, by examining the list of eigenvalues it is clear that $F_2 \geq a_1k_{Z_2} + E_1 - E_2$. Then $a_1k_2 + r_2 = F_2 - (a_1 - E_2) \geq a_1(k_{Z_2} - 1) + E_1$, which can be rearranged as

$$a_1(k_2 - k_{Z_2} + 1) \geq E_1 - r_2.$$  

Since $r_2 < a_1$, it follows from the above inequality that $k_2 \geq k_{Z_2} - 1$.

As calculated in Case 2, by equation (4.18),

$$R_2(f) \sim_{2c} \Theta_1^{a_1 + 1} e_0(f). \quad (4.24)$$

For $j \leq k_{Z_2} - 2$ and $1 \leq i \leq a_1 + 1$,

$$a_1 - E_2 + ja_1 + i \leq a_1 - E_2 + (k_{Z_2} - 2)a_1 + (a_1 + 1) \leq l_1.$$  

Therefore, by equation (4.19) of Case 2,

$$S_j(f) \sim_{2c} \Theta_1^{a_1 + 1} e_0(f) \text{ for } j \leq k_{Z_2} - 2. \quad (4.25)$$
Subcase 3.1: $k_2 \geq k_{Z2}$.

Noting that $r_{Z2} = 0$, and using the calculation given in Remark 4.1.3 to simplify the expression for $f_s \psi'$:

$$f_s \psi' = \iota_{a_1}^k(L_2)$$

$$= e_{a_1 - E_2 + k_{Z2}a_1 + 1} \oplus \cdots \oplus e_{t_f} \oplus R_2 \bigoplus_{j=0}^{k_{Z2} - 1} S_j.$$

For $j = k_{Z2} - 1$,

$$S_{k_{Z2} - 1}(f) = \operatorname{AdU}(t_{a_1 - E_2 + (k_{Z2} - 1)a_1 + 1} \oplus \cdots \oplus t_{2a_1 - E_2 + (k_{Z2} - 1)a_1 + 1} \oplus 0)(f)$$

$$= \operatorname{AdU}(t_{l - E_1} \oplus \cdots \oplus t_{l + a_1 - E_1})$$

$$= \operatorname{AdU}(e_{l - E_1} \oplus \cdots \oplus e_{l - E_1} \oplus \cdots \oplus e_l \oplus \cdots \oplus e_{l + a_1 - E_1} \oplus 0)(f)$$

$$\sim_{E_1} \operatorname{AdU}(1, \ldots, 1, s_1, \ldots, s_{a_1 + 1 - E_1}) \bigoplus_{l}^{E_1} e_{l} \oplus e_{l}$$

$$\oplus \cdots \oplus e_{s_1 - E_1} \oplus 0)(f)$$

$$= \bigoplus_{l}^{E_1} e_0 \oplus \operatorname{AdU}(s_1, \ldots, s_{a_1 + 1 - E_1}; E_1)(e_{s_1} \oplus \cdots \oplus$$

$$e_{s_1 - E_1} \bigoplus_{l}^{E_1} e_0 \bigoplus_{l}^{E_1} 0)(f)$$

$$= \bigoplus_{l}^{E_1} e_0 \oplus R_1(f).$$

Then

$$\iota_{a_1}^k(L_2)(f)$$
Therefore, for $f \in F$,

$$\|f_s \psi'(f) - f_s \phi'(f)\| < 4\varepsilon.$$ 

**Subcase 3.2: $k_2 = kZ_2 - 1$.**

Using the estimates for $R_2$ and $S_j$ given in equations (4.24) and (4.25) respectively,

\[ k_{a_1}^{kZ_2-1}(L_2)(f) \]

\[ = e_{t_{E_1} - E_1} \oplus \cdots \oplus e_{t_{F_2}} \oplus R_2 \bigoplus_{j=0}^{kZ_2-2} S_j(f) \]

\[ = e_{t_{E_1} - E_1} \oplus \cdots \oplus e_{t_{F_2}} \oplus R_2 \bigoplus_{j=0}^{kZ_2-2} S_j(f) \]

\[ \sim_{2\varepsilon} e_{t_{E_1} - E_1} \oplus \cdots \oplus e_{t_{F_2}} \oplus e_0 \]

\[ = e_{t_{F_2} - r_2} \oplus \cdots \oplus e_{t_{F_2}} \oplus e_0. \]

The last line follows from the line above it using the following calculation:

$$F_2 - (l - E_1) = F_2 + E_2 - akZ_2 - 1$$
Therefore,

\[
\psi'(f) = \frac{k_{F_2}^{-1}(L_2)(f)}{Z-a_1-E_1-(a_1-r_2)}
\]

\[
\sim 2\pi \bigg( e_1 \oplus \bigoplus_{a_1} e_0 \bigoplus 0(f) \bigg)
\]

\[
Z-2a_1-E_1+r_2
\]

\[
= e_1 \oplus \bigoplus_{a_1} e_0 \bigoplus 0(f)
\]

\[
= e_1 \oplus \bigoplus_{a_1} e_0 \bigoplus 0(f)
\]

\[
Z-2a_1+E_1+r_2
\]

\[
\oplus \cdots \oplus e_{a_1-E_1} \bigoplus_{a_1} e_0 \bigoplus 0(f)
\]

\[
Z-2a_1+r_2
\]

\[
\oplus \cdots \oplus e_{a_1-E_1} \bigoplus_{a_1} e_0 \bigoplus R_1(f).
\]

The second last line follows from the line above it due to the following calculation and the relations \(|t_i - s_i| < \delta\) and \(|s_i - 0| < \delta\) in equation (4.17),

\[
(F_2 - l) + 1 + (a_1 - r_2) = F_2 - r_2 - l + 1 + a_1
\]

\[
= (a_1 - E_2) + a_1k_2 - a_1(k_2 + 1) - E_1 + E_2 + a_1
\]
Notice that by the following calculation $Z - 2a_1 + r_2 = F_1 - (a_1 - E_1)$:

\[
Z - 2a_1 + r_2 = (a_1 + 1)(kZ_2) + E_1 - E_2 - a_1 + r_2
\]
\[
= a_1 kZ_2 + E_1 - E_2 + kZ_2 - a_1 + r_2
\]
\[
= a_1 k_2 + 1 - E_2 - r_2 + kZ_2 - (a_1 - E_1)
\]
\[
= (a_1 - E_2) + a_1 k_2 + r_2 + kZ_2 - (a_1 - E_1)
\]
\[
= F_2 + kZ_2 - (a_1 - E_1)
\]
\[
= F_1 - (a_1 - E_1).
\]

By equation (4.17), $|s_i - 0| < \delta$ for $i = F_1, \ldots, F_1 - Z + 1$. We can find an equivalent expression for $F_1 - Z + 1$ which will be helpful for the calculation that follows;

\[
F_1 - Z + 1 = F_2 - l + 2
\]
\[
= F_2 - (a_1 k_2 + E_1 - E_2) + 1
\]
\[
= F_2 - a_1 k_2 + 1 - E_2 + E_2 + 1
\]
\[
= F_2 - (a_1 - E_2) - a_1 k_2 - E_1 + 1
\]
\[
= r_2 - E_1 + 1.
\]

(4.26)

As $r_2 - E_1 + 1 \leq a_1 - E_1 + 1$, $|s_i - 0| < \delta$ for $i \geq a_1 - E_1 + 1$, and therefore:

\[
\bigoplus_{1}^{Z-2a_1+r_2} e_0 \oplus R_1(f) = \bigoplus_{1}^{F_1-(a_1-E_1)} e_0 \oplus R_1(f)
\]
\[
\sim \epsilon e_{a_1-E_1+1} \oplus \cdots \oplus e_{s_{F_1}} \oplus R_1(f)
\]
\[
= f_s \phi'(f).
\]
It follows that for all \( f \in F \),

\[
\| f \xi'(f) - f \phi'(f) \| < 7\varepsilon.
\]

By Proposition 4.2.2, Subcases 3.1 and 3.2 are exhaustive for Subcase 3. By the estimates made in the two subcases, for all \( f \in F \),

\[
\| f \xi'(f) - f \phi'(f) \| < 7\varepsilon.
\]

**Case 4:** \( Z_1 \geq a_1 + 1 - E_1 \) and \( Z_2 \geq a_1 + 1 - E_2 \).

Without loss of generality it is possible to assume that \( Z_2 + E_2 \geq Z_1 + E_1 \), and if equality holds in the preceding inequality then \( E_1 \geq E_2 \). From the identity \( \dim (D_2) = (a_1 + 1)F_1 + Z_1 + E_1 = (a_1 + 1)F_2 + Z_2 + E_2 \) it is clear that \( Z_2 + E_2 - (Z_1 + E_1) = Z_2 - (a_1 + 1 - E_2) - (Z_1 - (a_1 + 1 - E_1)) \) is divisible by \( a_1 + 1 \). Let

\[
Z_2 - (a_1 + 1 - E_2) - (Z_1 - (a_1 + 1 - E_1)) = k_f(a_1 + 1).
\]

Then

\[
F_1 = F_2 + k_f. \tag{4.27}
\]

As \( Z_1 - (a_1 + 1 - E_1) = k_{Z_1}(a_1 + 1) + r_{Z_1} \) and \( Z_2 - (a_1 + 1 - E_2) = k_{Z_2}(a_1 + 1) + r_{Z_2} \),

\[
k_{Z_2} = k_{Z_1} + k_f \tag{4.28}
\]

and

\[
r_{Z_2} = r_{Z_1}.
\]

We have assumed that \( Z_2 + E_2 \geq Z_2 + E_1 \) and if equality holds then \( E_1 \geq E_2 \). As \( Z_2 + E_2 - (Z_1 + E_1) = (k_{Z_2} - k_{Z_1})(a_1 + 1) + r_{Z_2} - r_{Z_1} = (k_{Z_2} - k_{Z_1})(a_1 + 1) \),
another way to rephrase our assumption is that if \( k_{Z_2} = k_{Z_1} \) then \( E_1 \geq E_2 \). The difference in the number of eigenvalues of \( \phi'(h)(s) \) with eigenvalue equal to one and the number of eigenvalues of \( \psi'(h)(s) \) with eigenvalue equal to one is \( a_1 F_1 + E_1 - (a_1 F_2 + E_2) = a_1 k_f + E_1 - E_2 \). Let

\[
l - 1 = a_1 k_f + E_1 - E_2. \tag{4.29}\]

As in Cases 2 and 3, comparing the eigenvalues of \( \phi'(h)(s) \) and \( \psi'(h)(s) \) it is possible to derive the set of equations (4.17) with the value of \( l \) given above. The following proposition will be important for the extensive subcase analysis that is necessary for this case of the proof.

**Proposition 4.2.3** Assume that \( Z_2 + E_2 \geq Z_1 + E_1 \) and \( E_1 \geq E_2 \) if \( Z_2 + E_2 = Z_1 + E_1 \). Then \( k_1 \geq k_2 - 1 \) and \( k_1 \geq k_2 \) if \( k_{Z_2} = k_{Z_1} \).

**Proof.** The proof is given by a simple counting argument; as \( \dim(D_2) = (a_1 + 1)F_i + Z_i + E_i \) for \( i = 1, 2 \),

\[
(a_1 + 1)((a_1 - E_1) + a_1 k_1 + r_1) + (a_1 + 1 - E_1) + k_{Z_1}(a_1 + 1) + r_{Z_1} + E_1
\]

\[= (a_1 + 1)((a_1 - E_2) + a_1 k_2 + r_2) + (a_1 + 1 - E_2) + k_{Z_2}(a_1 + 1) + r_{Z_2} + E_2. \]

We can simplify the above expression to:

\[a_1(k_1 - k_2) = (k_{Z_2} - k_{Z_1}) + (E_1 - E_2) + (r_2 - r_2).\]

As \( k_{Z_2} \geq k_{Z_1} \), the right-hand side of the above expression is bounded below (strictly) by \(-2a_1\). Therefore, \( k_1 \geq k_2 - 1 \). If \( k_{Z_2} = k_{Z_1} \) then \( E_1 \geq E_2 \) and the right-hand side will be strictly bounded below by \(-a_1\); it follows that \( k_1 \geq k_2 \) in this case.
The proof of the following proposition is similar to that given for Proposition 4.2.2.

**Proposition 4.2.4** \( k_2 \geq k_f - 1 \).

**Proof.** The argument is as follows: at \( s, \phi'(h) \) has \( a_1(F_1 - F_2) + E_1 - E_2 = a_1 k_f + E_1 - E_2 \) more eigenvalues equal to one than \( \psi'(h) \). Let \( s_i \) and \( t_i \) denote the eigenvalues of \( \phi'(h) \) and \( \psi'(h) \) that are not equal to zero or one. Then \( |t_i - 1| < \delta \) for at least \( a_1 k_f + E_1 - E_2 \) values of \( i \), and hence \( F_2 \geq a_1 k_f + E_1 - E_2 \).

Then \( a_1 k_2 + r_2 = F_2 - (a_1 - E_2) \geq a_1 (k_f - 1) + E_1 \), and hence

\[
a(k_2 - k_f + 1) \geq E_1 - r_2 > -a_1.
\]

It follows from the above inequality that \( k_2 \geq k_f - 1 \).

**Subcase 4.1:** \( k_{Z_2} \leq k_2 \) and if \( k_{Z_2} = k_2 \) then \( r_{Z_2} \leq r_2 \).

By equation (4.28), and the assumption that \( k_{Z_2} \leq k_2 \),

\[
k_f \leq k_2.
\]

Therefore, by the construction for standard maps given in Section 4.1, Subcase 3.1,

\[
f_s \phi' = \iota'_{r_{Z_2}, r_{Z_2}}^{k_{Z_2}} L_2
\]

\[
= \iota'_{r_{Z_2}, r_{Z_2}}^{k_{Z_1}, k_f} L_2
\]

\[
= \iota'_{r_{Z_2}, r_{Z_2}}^{k_{Z_1}} (e_{t_{F_2}} \oplus \cdots \oplus e_{t_{F_2} + R_2} \bigoplus_{j=0}^{k_f-1} S_j)
\]

and

\[
f_s \phi' = \iota'_{r_{Z_2}, r_{Z_2}}^{k_{Z_1}} L_1.
\]
Both $\iota_a^k L_2$ and $L_1$ are representations of $A_1$ in standard form. In fact from the definition of $L_1$ given in Section 4.1, Subcase 3.1, it follows that

$$L_1 = \text{Std}(t_1, \ldots, t_{F_1}, E_1, Z'_1)$$

with $Z'_1 = a_1 + 1 - E_1$. Furthermore, from the assumption that $Z_2 + E_2 \geq Z_1 + E_1$, it follows that

$$\iota_{a_1}^k L_2 = \text{Std}(s_2, \ldots, s_{F_2}, E_2, Z'_2)$$

with $Z'_2 = k_f(a_1 + 1) + a_1 + 1 - E_1$. Therefore, by Case 3

$$L_1(f) \sim \iota_{a_1}^k L_2(f)$$

for all $f \in F$.

From the argument given above it suffices to show that the maps $\iota_{a_1}$ and $\iota_{rZ_2, rZ_2}$ act approximately the same on $L_1$ and $\iota_{a_1}^k L_2$. The maps act by powers of the unitary shift $V$, and a unitary twist $U(\bullet, \ldots, \bullet)$:

$$\iota_{a_1}(\iota_{a_1}^{p+k_f} L_2) = \text{Ad} U(t_{-E_1+(p+1)a_1}, \ldots, t_{-E_1+(p+3)a_1-1})(\text{Ad}(V^a_1) \iota_{a_1}^{p+k_f} L_2) \otimes V^{a_1+1} 0)$$

$$\iota_{a_1}(\iota_{a_1}^p L_1) = \text{Ad} U(s_{-E_1+(p+1)a_1}, \ldots, s_{-E_1+(p+3)a_1-1})(\text{Ad}(V^a_1) \iota_{a_1}^p L_1) \otimes V^{a_1+1} 0)$$

for $p \leq k_{Z_1} - 1$, and

$$\iota_{rZ_2, rZ_2}(\iota_{a_1}^k L_2) = \text{Ad} U(t_{-E_1+(k_{Z_1}+1)a_1}, \ldots, t_{-E_1+(k_{Z_1}+1)a_1+rZ_2-1})(\text{Ad}(V^a_1) \iota_{a_1}^k L_2)$$

$$\iota_{rZ_2, rZ_2}(L_1) = \text{Ad} U(s_{-E_1+(k_{Z_1}+1)a_1}, \ldots, s_{-E_1+(k_{Z_1}+1)a_1+rZ_2-1})(\text{Ad}(V^a_1) \iota_{a_1}^k L_2)$$
As \(|t_{i-1} - s_i| < \delta\) (as noted in (4.17)),

\[
\begin{align*}
\|U(t_{i-E_1+(p+1)a_1}, \ldots, t_{i-E_1+(p+2)a_1-1}) - U(s_{1-E_1+(p+1)a_1}, \ldots, s_{1-E_1+(p+2)a_1-1})\| &< \varepsilon/2 \\
\|U'(t_{i-E_1+(kZ_1+1)a_1}, \ldots, t_{i-E_1+(kZ_1+1)a_1+rZ_2-1}) - U'(s_{1-E_1+(kZ_1+1)a_1}, \ldots, s_{1-E_1+(kZ_1+1)a_1+rZ_2-1})\| &< \varepsilon/2. \quad (4.32)
\end{align*}
\]

and

For \(p \leq kZ_1 - 1\), let \(U_p\) denote the unitary twist given by the action of \(\iota_{a_1}\) on \(u_{a_1} L_1\) or \(u_{a_1}^{p+k_f} L_2\), then because of the factor of a unitary shift \(V\) in the definition of the standard maps, \(U_p\) acts as the identity except on the \((a_1 + 1)^2\) dimensional subspace

\[
\mathcal{H}_p = \text{sp}\{\xi_i^{m-kZ_1(a_1+1)-rZ_1(a_1+1)+p(a_1+1)^2} \}
\]

where \(m\) is the dimension of the Hilbert space on which \(f_\psi'\) or \(f_\phi'\) is represented. For \(p \neq q\), \(\mathcal{H}_p \perp \mathcal{H}_q\), hence from equations (4.30) and (4.31),

\[
\|\iota_{a_1}^{p+1+k_f} L_2(f) - \iota_{a_1}^{p+1} L_1(f)\| < 7\varepsilon
\]

for \(0 \leq p \leq kZ_1 - 1\). In particular for \(p = kZ_1\),

\[
\|\iota_{a_1}^{kZ_1+k_f} L_2(f) - \iota_{a_1}^{kZ_1} L_1(f)\| < 7\varepsilon. \quad (4.33)
\]

It should be noted that to prove the above estimate the only hypothesis that was used is that \(kZ_2 \leq k_2\). Equation (4.33) will be used repeatedly in the remaining subcases. As the unitaries implementing the action of \(\iota_{rZ_2, rZ_2}\) on
\( k_{Z_1} + k_f \) and \( k_{Z_2} L_1 \) are also sufficiently close (by equation (4.32)) and act on a subspace orthogonal to \( H_4 \) for \( 0 \leq q \leq k_{Z_1} - 1 \),

\[

|| \ell_{r_{z_2}, r_{x_2}}^{k_{Z_1} + k_f} L_2(f) - \ell_{r_{z_2}, r_{x_2}}^{k_{Z_2}} L_1(f) || < 7\varepsilon
\]

for all \( f \in F \). This completes the proof of Subcase 4.1.

The following proposition and corollary will be used in Subcases 4.2 and 4.3:

**Proposition 4.2.5** If \( k_{Z_1} = k_1 \) and \( k_{Z_2} = k_2 \) (or if \( k_{Z_1} = k_1 + 1 \) and \( k_{Z_2} = k_2 + 1 \)) then

\[

k_{Z_2} = k_{Z_1}, k_1 = k_2 \text{ and } E_1 - E_2 = r_1 - r_2
\]

or

\[

k_{Z_2} = k_{Z_1} + 1, k_1 = k_2 - 1 \text{ and } E_1 - E_2 = r_1 - r_2 + a_1 + 1.
\]

**Proof.** Recall that

\[

(a_1 + 1) F_1 + (a_1 + 1) + (Z_1 - (a_1 + 1 - E_1)) = (a_1 + 1) F_2 + (a_1 + 1) + (Z_2 - (a_1 + 1 - E_2))
\]

and hence \( (k_{Z_1} - k_{Z_2})(a_1 + 1) = (a_1 + 1)(F_2 - F_1) \), or \( k_{Z_1} - k_{Z_2} = E_1 - E_2 + r_2 - r_1 + (k_2 - k_1)a_1 \). Substituting \( k_1 = k_{Z_1} \) and \( k_2 = k_{Z_2} \) (or \( k_{Z_1} = k_1 + 1 \) and \( k_{Z_2} = k_2 + 1 \)),

\[

(k_{Z_1} - k_{Z_2})(a_1 + 1) = E_1 - E_2 + r_2 - r_1 \quad (4.34)
\]

\[

(k_1 - k_2)(a_1 + 1) = E_1 - E_2 + r_2 - r_1. \quad (4.35)
\]

As \( E_i, r_i < a_1, E_1 - E_2 + r_2 - r_1 > -2a_1 \). By equation (4.28), \( k_{Z_2} \geq k_{Z_1} \). Using the lower bound for \( E_1 - E_2 + r_2 - r_1 \) and equation (4.34) we can
conclude that either

\[ k_{Z_2} = k_{Z_1} \text{ or } k_{Z_2} = k_{Z_1} + 1. \]

In the former case, by equation (4.35),

\[ k_1 = k_2 \text{ and } E_1 - E_2 = r_1 - r_2. \]

In the latter case,

\[ k_1 = k_2 - 1 \text{ and } E_1 - E_2 = r_1 - r_2 + a_1 + 1. \]

**Corollary 4.2.1** With the same assumptions as in Proposition 4.2.5, \( Z = r_1 - r_2 \) and \( l = r_1 - r_2 \).

**Proof.**

\[
Z = Z_2 - (a_1 + 1 - E_2) - (Z_1 - (a_1 + 1 - E_1)) + E_1 - E_2 \\
= (k_{Z_2} - k_{Z_1})(a_1 + 1) + E_1 - E_2.
\]

As \( k_{Z_2} = k_{Z_1} \) and \( E_1 - E_2 = r_1 - r_2 \), or \( k_{Z_2} = k_{Z_1} + 1 \) and \( E_1 - E_2 = r_1 - r_2 + a_1 + 1 \) the result follows.

**Subcase 4.2:** \( k_{Z_2} = k_2 \) and \( r_{Z_2} > r_2 \).

There are three subcases:

**Subcase 4.2.1:** \( k_{Z_1} = k_1 \) and \( r_{Z_2} > r_1 \).

From the standard map construction, as given in Section 4.1, Subcase 3.3,

\[ f_3 \phi' = \iota_{r_1, r_{Z_2}}^{k_{Z_1}} L_1 \]
As $k_{Z_2} \leq k_2$, by equation (4.33), $||\xi_{a_1}^{k_{Z_2}+k_f} L_2(f) - \xi_{a_1}^{k_{Z_2}} L_1(f)|| < \varepsilon$, and therefore it suffices to prove that the unitaries implementing the action of $\xi_{r_1,r_{Z_2}}'$ and $\xi_{r_2,r_{Z_2}}'$, namely,

$$U'(s_{F_1-r_1+1}, \ldots, s_{F_1}, 0, \ldots, 0)$$

and

$$U'(t_{F_2-r_2+1}, \ldots, t_{F_2}, 0, \ldots, 0)$$

on $\xi_{a_1}^{k_{Z_1}} L_1$ and $\xi_{a_1}^{k_{Z_2}+k_f} L_2$ respectively, are sufficiently close.

In Corollary 4.2.1 we found that $Z = l = r_1 - r_2$. Therefore, by equation (4.17), $|s_i - 0| < \delta$ for $i = F_1, F_1 - 1, \ldots, F_1 - (r_1 - r_2) + 1$ and $|t_{r_1 - r_2 + i - s_i}| < \delta$ for $i = 1, 2, \ldots, F_1 - (r_1 - r_2)$. Then

$$U'(s_{F_1-r_1+1}, \ldots, s_{F_1}, 0, \ldots, 0) = U'(s_{F_1-r_1+1}, \ldots, s_{F_1-(r_1-r_2)}, s_{F_1-(r_1-r_2)+1}, \ldots, s_{F_1}, 0, \ldots, 0) \sim_{\varepsilon/2} U'(t_{F_2-r_2+1}, \ldots, t_{F_2}, 0, \ldots, 0).$$

**Subcase 4.2.2:** $k_{Z_1} \leq k_1$ and if $k_1 = k_{Z_1}$ then $r_{Z_2} \leq r_1$.

The unitary implementing the action of $\xi_{r_{Z_2},r_{Z_2}}'$ on $\xi_{a_1}^{k_{Z_1}} L_1$ is

$$U'(s_{1-E_1+(k_{Z_1}+1)a_1}, \ldots, s_{1-E_1+(k_{Z_1}+1)a_1+r_{Z_2}-1}).$$

We can use equation (4.17) for comparing eigenvalues and equation (4.31) for the computing the indices of the unitary:

$$U'(s_{1-E_1+(k_{Z_1}+1)a_1}, \ldots, s_{1-E_1+(k_{Z_1}+1)a_1+r_{Z_2}-1})$$
\[ = U'\left(s_1-E_1+(k_{Z_1}+1)a_1, \ldots, s_1-E_1+(k_{Z_1}+1)a_1+r_1-1, \right. \]
\[ \left. s_1-E_1+(k_{Z_2}+1)a_1+r_1, \ldots, s_1-E_1+(k_{Z_2}+1)a_1+r_{Z_2}-1 \right) \]
\[ \sim_{\epsilon/2} U'\left(t_{t-E_1+(k_{Z_1}+1)a_1}, \ldots, t_{t-E_1+(k_{Z_1}+1)a_1+r_1-1}, 0, \ldots, 0 \right) \]
\[ = U'(t_{F_2-r_2+1}, \ldots, t_{F_2}, 0, \ldots, 0). \]

(The last line follows from the line above it using the fact that \( k_{Z_1} + k_f = k_{Z_2} \) and \( k_{Z_2} = k_2 \).) As \( U'(t_{F_2-r_2+1}, \ldots, t_{F_2}, 0, \ldots, 0) \) is the unitary implementing the action of \( i'_{t_{r_2}, r_{Z_2}}^{k_{Z_1}+k_f} \) on \( \psi_{a_1}^{L_2} \), and \( i'_{a_1}^{k_{Z_1}}(L_1)(f) \sim_{\tau_e} i_{a_1}^{k_{Z_1}+k_f}L_2(f) \) by equation (4.33), it follows that

\[
\psi'(f) = i'_{t_{r_2}, r_{Z_2}}^{k_{Z_1}} \psi_{a_1}^{L_1}(f) \
\sim_{\tau_e} i'_{t_{r_2}, r_{Z_2}}^{k_{Z_1}+k_f} \psi_{a_1}^{L_2}(f) \
= \psi'(f).
\]

We will show that the following subcase never occurs.

**Subcase 4.2.3:** \( k_1 = k_{Z_1} - 1 \).

Under the assumption \( k_2 = k_{Z_2} \), by Proposition 4.2.3 and equation (4.28),

\[
k_1 \geq k_2 - 1 = k_{Z_2} - 1 \geq k_{Z_1} - 1. \tag{4.36}
\]

Under our assumption \( k_1 = k_{Z_1} - 1 \) and therefore we must have equality everywhere in the above inequality:

\[
k_1 = k_2 - 1 = k_{Z_2} - 1 = k_{Z_1} - 1. \tag{4.37}
\]

By assumption, if \( k_{Z_2} = k_{Z_1} \) then \( E_1 - E_2 > 0 \). By Proposition 4.2.3, \( k_1 \geq k_2 \), contradicting equation (4.37).
To complete Subcase 4.2 we need to argue that Subcases 4.2.1, 4.2.2 and 4.2.3 are exhaustive. By equation (4.36), $k_1 \geq k_{Z_1} - 1$. It follows that the three subcases are exhaustive for subcase 4.2. Therefore, for $f \in F$,

$$\|f \phi'(f) - f \psi'(f)\| < \varepsilon.$$

**Subcase 4.3:** $k_{Z_2} = k_2 + 1$ and $r_{Z_2} = 0$.

There are three subcases depending on the value of $k_{Z_1}$.

**Subcase 4.3.1:** $k_{Z_1} \leq k_1$.

By the construction given in Subcases 3.1 and 3.3 of Section 4.1,

$$f \phi' = \omega_2^{k_{Z_1}-1+k_f} L_2$$

and

$$f \phi' = \omega_1^{k_{Z_1}} L_1$$

respectively. As $k_{Z_1} - 1 + k_f = k_{Z_2} - 1 \leq k_2$, by equation (4.33),

$$\|\omega_1^{k_{Z_1}-1+k_f} L_2(f) - \omega_1^{k_{Z_1}-1} L_1(f)\| < 7\varepsilon.$$

Therefore it suffices to shown that the unitary implementing the action of $\omega_2^{k_{Z_1}-1+k_f} L_2$ is close to the unitary implementing the action of $\omega_1^{k_{Z_1}-1} L_1$. The unitary implementing the action of $\omega_1^{k_{Z_1}-1} L_1$ is

$$U(s_{1-E_1+k_{Z_1}a_1}, \ldots, s_{1-E_1+k_{Z_1}a_1-1})$$

$$= U(s_{1-E_1+k_{Z_1}a_1}, \ldots, s_{1-E_1+k_{Z_1}a_1+r_2-1}, s_{1-E_1+k_{Z_1}a_1+r_2}, \ldots, s_{1-E_1+k_{Z_1}a_1-1})$$

$$\sim_{\varepsilon/2} U(t_{r_2-E_1+k_{Z_1}a_1}, \ldots, t_{r_1-E_1+k_{Z_1}a_1+r_2-1}, 0, \ldots, 0)$$

$$= U(t_{F_2-r_2+1}, \ldots, t_{F_2}, 0, \ldots, 0).$$
(The last line follows from the line above it using the fact that \( k_{z_1} + k_f = k_{z_2} \), \( k_{z_2} = k_2 + 1 \) and the comparison of eigenvalues given in (4.17).) The unitary implementing the action of \( \iota_{r_2} \) on \( \iota_{a_1}^{-1+k_f} L_2 \) is \( U(t_{F_2 - r_2 + 1}, \ldots, t_{F_2}, 0, \ldots, 0) \). Therefore, for \( f \in F \),

\[
\| \iota_{r_2} \iota_{a_1}^{k_{z_1} - 1+k_f} L_2(f) - \iota_{a_1}^{k_{z_1} - 1} L_1(f) \| < 7\varepsilon. \tag{4.38}
\]

**Subcase 4.3.2: \( k_{z_1} = k_1 + 1 \).**

The argument in this subcase is very similar to that given in Subcase 4.2.1. From the standard map construction in Section 4.1, Subcase 3.3,

\[ f \phi' = \iota_{r_1} \iota_{a_1}^{k_{z_1} - 1} L_1. \]

By equation (4.33), as \( k_{z_1} - 1 + k_f = k_{z_2} - 1 \leq k_2, \| \iota_{a_1}^{k_{z_1} - 1+k_f} L_2(f) - \iota_{a_1}^{k_{z_1} - 1} L_1(f) \| < 7\varepsilon, \) hence it suffices to prove that the unitaries implementing the action of \( \iota_{r_1} \) and \( \iota_{r_2} \), namely,

\[ U(\underbrace{s_{F_1 - r_1+1}, \ldots, s_{F_1}}_{a_1}, 0, \ldots, 0) \]

and

\[ U(\underbrace{t_{F_2 - r_2+1}, \ldots, t_{F_2}}_{a_1}, 0, \ldots, 0) \]

on \( \iota_{a_1}^{k_{z_1} - 1} L_1 \) and \( \iota_{a_1}^{k_{z_1} - 1+k_f} L_2 \) respectively, are sufficiently close. By equation (4.17) and Corollary 4.2.1, \( |s_i - 0| < \delta \) for \( i = F_1, F_1 - 1, \ldots, F_1 - (r_1 - r_2) + 1 \) and \( |t_{r_1 - r_2+i} - s_i| < \delta \) for \( i = 1, 2, \ldots, F_1 - (r_1 - r_2) \). Therefore

\[
U(s_{F_1 - r_1+1}, \ldots, s_{F_1}, 0, \ldots, 0) \\
= U(s_{F_1 - r_1+1}, \ldots, s_{F_1 - (r_1 - r_2)}, s_{F_1 - (r_1 - r_2) + 1}, \ldots, s_{F_1}, 0, \ldots, 0) \\
\sim_{\varepsilon/2} U(t_{F_2 - r_2+1}, \ldots, t_{F_2}, 0, \ldots, 0).
\]
Therefore,
\[
L_1(f) \sim_\varepsilon \tau_1 L_{a_1}^{kZ_1^{-1}} L_2(f) \quad \tau_2 L_{a_1}^{kZ_1^{-1+k_f}} L_2(f)
\]
for all \( f \in F \).

We will show that the following subcase never occurs. (The argument is identical to that given in Subcase 4.2.3.)

**Subcase 4.3.3**: \( k_1 = kZ_1 - 2 \).

Under the assumption \( k_2 = kZ_2 - 1 \), by Proposition 4.2.3 and equation (4.28),
\[
k_1 \geq k_2 - 1 = kZ_2 - 2 \geq kZ_1 - 2.
\]
Under our assumption \( k_1 = kZ_1 - 2 \); therefore we must have equality everywhere in the above inequality:
\[
k_1 = k_2 - 1 = kZ_2 - 2 = kZ_1 - 2.
\]
By assumption, if \( kZ_2 = kZ_1 \) then \( E_1 - E_2 > 0 \). By Proposition 4.2.3, \( k_1 \geq k_2 \), contradicting equation (4.41).

To complete Subcase 4.3 we need to argue that Subcases 4.3.1, 4.3.2 and 4.3.3 are exhaustive. By equation (4.40), \( k_1 \geq kZ_1 - 2 \). It follows that the three subcases are exhaustive for subcase 4.3. Therefore, for \( f \in F \),
\[
\| f_s \phi'(f) - f_s \psi'(f) \| < 7\varepsilon.
\]

**Subcase 4.4**: \( kZ_2 > k_2 \) and if \( kZ_2 = k_2 + 1 \) then \( rZ_2 > 0 \).
By the results of Section 4.1, Subcase 3.3,
\[ f_s \psi' = \iota_{r_2}^{k_{x_1} - (k_2 - k_f) - 1} \iota_{r_1}^{k_f} L_2. \] (4.42)

Subcase 4.4.1: \( k_2 \geq k_f \).

There are three further subcases.

Subcase 4.4.1.1: \( k_1 = k_2 - k_f \). Then
\[ f_s \phi' = \iota_{r_2}^{k_{x_1} - (k_2 - k_f) - 1} \iota_{r_1}^{k_2 - k_f} L_1. \]

By equation (4.39), for \( f \in F \),
\[ \| \iota_{r_2}^{k_2 - k_f} \iota_{a_1}^{k_f} L_2(f) - \iota_{r_1}^{k_2 - k_f} L_1(f) \| < 7\varepsilon. \]

The actions of \( \iota_{r_2}^{k_k} \) and \( \iota_0^{p} \) on \( \iota_{r_1}^{k_2 - k_f} \iota_{a_1}^{k_f} L_2 \) and \( \iota_0^{p} \iota_{r_1}^{k_2 - k_f} L_1 \) for \( p \geq 0 \) are the same — they are given by shifting by \( V \), and conjugating by the trivial unitary \( U(0, \ldots, 0) \). It follows that, for \( f \in F \),
\[ \| f_s \psi'(f) - f_s \phi'(f) \| < 7\varepsilon. \]

Subcase 4.4.1.2: \( k_1 > k_2 - k_f \).

By the construction given in Section 4.1, Subcase 3.3,
\[
\begin{align*}
\quad & f_s \phi' \\
= & \iota_{r_2}^{k_{x_1} - (k_1 - k_f) - 1} \iota_{r_1}^{k_1 - k_f} L_1 \\
= & \iota_{r_2}^{k_{x_1} - (k_1 - k_f) - 1} \iota_{r_1}^{k_1 - (1 + k_2 - k_f)} \iota_{a_1}^{1 + k_2 - k_f} L_1.
\end{align*}
\]

By equation (4.38),
\[ \| \iota_{a_1}^{1 + k_2 - k_f} L_1(f) - \iota_{r_2}^{k_2 - k_f} \iota_{a_1}^{k_f} L_2(f) \| < 7\varepsilon. \]
Comparing with equation (4.42), to find an estimate for the difference between \( f_s \psi'(f) \) and \( f_s \phi'(f) \) it is sufficient to prove that the unitary implementing the action of \( \iota_{a_1} \) on \( \iota_{a_1}^{1+k_2-k_f+p} L_1 \), for \( p \geq 0 \) and the unitary implementing the action of \( \iota_{r_1} \) on \( \iota_{a_1}^{k_1-k_f} L_1 \) are close to being trivial. By Remark 4.1.3, the unitary implementing the action of \( \iota_{a_1} \) on \( \iota_{a_1}^{1+k_2-k_f+p} L_1 \) is given by

\[
U(s_{1-E_1+(2+k_2-k_f+p)\alpha_1}, \ldots, s_{-E_1+(3+k_2-k_f+p)\alpha_1}).
\]

As \( |s_i-0| < \delta \) for \( i = F_1, F_1-1, \ldots, F_1-Z+1 \) (by equation 4.17), it suffices to show that for \( p = 0 \) the first subscript of \( s_i \) appearing in unitary above is at least as large as \( F_1 - Z + 1 \). This follows from the calculation below:

\[
1 - E_1 + (2 + k_2 - k_f)\alpha_1 = 1 - E_1 + 2\alpha_1 + k_2\alpha_1 - k_f\alpha_1
= 1 - (a_1k_f + E_1 - E_2) - E_2 + 2\alpha_1 + a_1k_2
= 1 - (l - 1) + (a_1 - E_2) + a_1k_2 + r_2 - r_2 + a_1
= F_2 - l + 2 + (a_1 - r_2)
\geq F_2 - l + 2
= F_1 - Z + 1.
\]

The unitary implementing the action of \( \iota_{r_1} \) on \( \iota_{a_1}^{k_1-k_f} L_1 \) is given by

\[
U(s_{F_1-r_1+1}, \ldots, s_{F_1}, 0, \ldots, 0).
\]

As \( F_1 - r_1 + 1 = 1 - E_1 + (2 + k_2 - k_f + p)\alpha_1 \) for \( p = k_1 - k_2 - 1 \), it follows that the above unitary is also close to being trivial.

We will show that the following subcase never occurs.

**Subcase 4.4.1.3:** \( k_1 < k_2 - k_f \).
As \( k_1 \geq k_2 - 1 \), from the assumption made above, \( k_f = 0 \). If \( k_f = 0 \) then \( k_{Z_1} = k_{Z_2} \), and it follows from Proposition 4.2.3 that \( k_1 \geq k_2 \), contradicting our hypothesis.

**Subcase 4.4.2: \( k_2 < k_f \).**

We can reduce to the case where \( k_f = k_2 + 1 \) by the following argument which is very similar to the argument given in Proposition 4.2.2. By equation (4.17), \( |t_i - 1| < \delta \) for at least \( a_1 k_f + E_1 - E_2 \) values of \( i \), and therefore \( F_2 \geq a_1 k_f + E_1 - E_2 \). Then \( a_1 k_2 + r_2 = F_2 - (a_1 - E_2) \geq a_1 (k_f - 1) + E_1 \), and therefore

\[
a_1 (k_2 - (k_f - 1)) \geq E_1 - r_2.
\]

Since \( r_2 < a_1 \), \( k_2 \geq k_f - 1 \) as required.

By Subcase 3.2,

\[
\tau_{t_i}^{k_i} L_2(f) \sim \tau \tau L_1(f)
\]

for all \( f \in F \). We need to show that the unitary implementing the action of \( \tau \tau \) on \( \tau_{a_1}^p L_1 \) for \( p \geq 0 \), and the unitary implementing the action of \( \tau \tau \) on \( \tau_{a_1}^{k_1} L_1 \) are close to being trivial. As \( |s_i - 0| < \delta \) for \( i = F_1, F_1 - 1, \ldots, F_1 - Z + 1 \) (by equation (4.17)), it suffices to show that for \( p = 0 \) the first subscript of \( s_i \) appearing in the unitary above is at least as large as \( F_1 - Z + 1 \):

\[
F_1 - Z + 1 = F_2 - l + 2
\]

\[
= F_2 - (a_1 k_f + E_1 - E_2) + 1
\]

\[
= F_2 - (a_1 (k_2 + 1) - E_1 + E_2 + 1
\]

\[
= F_2 - (a_1 - E_2) - a_1 k_2 - E_1 + 1
\]

\[
= r_2 - E_1 + 1.
\]
As $1 - E_1 + a_1 \geq 1 - E_1 + r_2$ it follows from the above calculation that the unitaries are close to being trivial. This completes the proof of Case 4.

Therefore, by Cases 1, 2, 3 and 4 we can conclude that

$$\|f_s\psi'(f) - f_s\phi'(f)\| < 7\varepsilon$$ (4.43)

for all $f \in F$. This completes the proof of Lemma 4.2.1.

### 4.3 Endpoint considerations

In this section we will find unitaries $U_1, U_2 \in C[0, 1] \otimes D_2$ that are close to each other (with respect to the finite set $F$) and twist the standard maps $\phi'$ and $\psi'$ into $A_2$.

By Lemma 4.1.1, there are unique sequences $1 \geq E_1 \geq E_2 \geq \cdots \geq E_{EF_1} \geq 0$ and $1 \geq E_{12} \geq E_{22} \geq \cdots \geq E_{EF_2} \geq 0$, and unique pairs of positive integers $EE_1, EZ_1$ and $EE_2, EZ_2$ satisfying the conditions (i), (ii) and (iii) of the lemma for the maps $f_{\infty} \phi$ and $f_{\infty} \psi$ respectively. Applying the same lemma to the maps $f_1 \phi$ and $f_2 \psi$, we can find unique sequences $1 \geq s_1 \geq s_2 \geq \cdots \geq s_{F_1} \geq 0$ and $1 \geq t_1 \geq t_2 \geq \cdots \geq t_{F_2} \geq 0$, and unique pairs of positive integers $E_1, Z_1$ and $E_2, Z_2$ that together with the maps satisfy the conditions of the lemma.

There are two cases.

**Case 1:** $EZ_1 = EZ_2$. 
By divisibility arguments if $EZ_1 = EZ_2$ then

$$EE_1 = EE_2 \text{ and } EF_1 = EF_2.$$  

**Lemma 4.3.1** If $EZ_1 = EZ_2$ then $Z_1 = Z_2$.

**Proof.** Consider the map $\tau: A_1 \to M_m(C)$ defined as

$$\tau(f) = \bigoplus_{i=1}^{(a_2+1)E_1} e_\infty \bigoplus_{i=1}^{(a_2+1)E_1} 0(f).$$

Applying Lemma 4.1.1 to the map $\tau$, we find a unique sequence $1 \geq Ts_1 \geq Ts_2 \geq \cdots \geq Ts_q \geq 0$ and unique positive integers $TE$ and $TZ$ such that, together with the map $\tau$, they satisfy conditions (i), (ii) and (iii) of the lemma.

It is clear from the definition of the map $\tau$, that $Ts_i \in \{0,1\}$ for all $i = 1, \ldots, q$. Find a positive integer $q'$ such that $Ts_i = 1$ for $i = 1, \ldots, q'$ and $Ts_i = 0$ for $i = q' + 1, \ldots, q$. We claim that

$$Z_1 = TZ \text{ and } E_1 = TE.$$  

The argument relies essentially on the uniqueness property of Lemma 4.1.1. Since $f_1\phi$ is unitarily equivalent to $\bigoplus_1^{a_2+1} f_\infty \phi$, it is also unitarily equivalent to the map

$$\bigoplus_{i=q'+1}^{q} e_{Ts_i} \bigoplus_{i=1}^{a_2+1} e_{Es_i} \bigoplus_{i=1}^{q'} e_{Ts_i} \bigoplus_{i=1}^{TE} e_{\infty} \bigoplus_{0}^{TZ}$$

Condition (i) of Lemma 4.1.1 applied to the map $\tau$ ensures that $TE < a_1 + 1$. If $TZ > 0$ then by condition (ii) of the same lemma, applied to map $\tau$, $q' = 0$. If $TZ > 0$ then $EZ_1 > 0$, so by condition (ii) of Lemma 4.1.1 applied to the map $f_\infty \phi$, $Es_i < 1$ for all $i$. Hence, all three conditions of Lemma
4.1.1 are satisfied. By the uniqueness property of the lemma it follows that $E_1 = TE$ and $Z_1 = TZ$. The same argument then proves that $E_2 = TE$ and $Z_2 = TZ$. This completes the proof of the Lemma 4.3.1.

Let $\gamma: A_1 \to C_2$ be a map in standard form defined by perturbing the eigenvalues of $f_{\infty} \phi$ so that they are distinct:

$$\gamma = \text{Std}(E_{s_1}', \ldots, E_{s_{EF}}', EE, EZ)$$

where $1 > E_{s_1}' > \cdots > E_{s_{EF}}' > 0$, $EF = EF_1 = EF_2$, $EZ = EZ_1 = EZ_2$, and

$$|E_{s_i}' - E_{s_i}| < \delta. \quad (4.44)$$

Let $(f_{\infty} \phi)', (f_{\infty} \psi)': A_1 \to C_2$ denote the maps $f_{\infty} \phi$ and $f_{\infty} \psi$, respectively, in standard form. To complete the proof of Case 1 it is sufficient to find unitaries $U_{1R}$ and $U_{2R}$ that are close to each other such that the following relations hold at the right endpoint.

$$\text{Ad}_{U_{1R}} f_{1} \phi' = \bigoplus_{1}^{a_2+1} (f_{\infty} \phi)'$$

$$\text{Ad}_{U_{1R}} f_{1} \psi' = \bigoplus_{1}^{a_2+1} (f_{\infty} \psi)'$$

(A similar pair of unitaries must also be found for the left endpoint.) Let $E_{p_{1,i}}', E_{q_{1,i}}'$ and $E_{p_{2,i}}'$ denote the support projections of the subrepresentations $e_{E_{s_1}}$, $e_{E_{t_1}}$, and $e_{E_{s_2}}'$ in the $i$'th direct summand of $\bigoplus_{1}^{a_2+1} (f_{\infty} \phi)'$, $\bigoplus_{1}^{a_2+1} (f_{\infty} \psi)'$, and $\bigoplus_{1}^{a_2+1} \gamma$, respectively. By Proposition 4.1.2 as $|E_{s_i} - E_{s_i}'| < \delta$ and $|E_{t_i} - E_{s_i}| \leq |E_{t_i} - E_{s_i}| + |E_{s_i} - E_{s_i}'| < 2\delta$, there are unitaries $EU_{k,i} \in$
$C_2, k = 1, 2$ such that

$$\text{Ad}_{EU_{k,i}} E p_{j,i} = E p'_{j,i}$$

$$\text{Ad}_{EU_{k,i}} E q_{j,i} = E p'_{j,i}$$

(4.45)

and

$$\|EU_{k,i} - \text{Id}\| < 2\pi \delta < \varepsilon.$$  \hspace{1cm} (4.46)

Let $\beta$ be a map in standard form unitarily equivalent to $a_2 + 1$ copies of $\gamma$:

$$\beta = (\bigoplus_{1}^{a_2+1} \gamma)'$$

(where $(\bigoplus_{1}^{a_2+1} \gamma)'$ denotes the map $\bigoplus_{1}^{a_2+1} \gamma$ in standard form). By Lemma 4.1.1 there exists a unique sequence $1 \geq s'_1 \geq \cdots \geq s'_F \geq 0$ and positive integers $E, Z$ that together with the map $\beta$ satisfy the conditions of the lemma. Recall from Section 4.2 that $f_1 \phi'$ and $f_1 \psi'$ denote the maps $\phi$ and $\psi$ in standard form at the right endpoint. In particular, $f_1 \phi'$ and $f_1 \psi'$ are unitarily equivalent to $\bigoplus_{1}^{a_2+1} f_{\infty} \phi$ and $\bigoplus_{1}^{a_2+1} f_{\infty} \psi$ respectively. Let $V$ be any unitary such that

$$\text{Ad}_V (\bigoplus_{1}^{a_2+1} \gamma) = \beta.$$  

Let $p_i, q_i, p'_i$ denote the support projections of the subrepresentations $e_{s_i}, e_{s'_i}$ and $e_{s'_i}$ of $f_1 \phi'$, $f_1 \psi'$ and $\beta$ respectively. Then $\text{Ad}_V (E p'_{j,i}) = p'_{f(j,i)}$ for some bijection $f$. By Lemma 4.3.1, as $EZ_1 = EZ_2 = EZ, Z = Z_1 = Z_2$. As $\beta, f_1 \phi$ and $f_1 \psi$ are all represented on the same Hilbert space, a simple counting argument then proves that $F_1 = F_2 = F$ and $E_1 = E_2 = E$. By equation (4.44) it follows that $|s_i - s'_i| < \delta$ for $i = 1, \ldots, F$. By Proposition 4.1.2 as
$|s_i - s'_i| < \delta$ and $|t_i - s'_i| < 2\delta$ there exists a pair of unitaries $U'_k$, $k = 1, 2$ such that

$$\text{Ad}_{U'_k}p_i = p'_i$$
$$\text{Ad}_{U'_k}q_i = q'_i$$

and

$$\|U'_k - \text{Id}\| < 2\pi\delta < \varepsilon.$$ (4.48)

Let

$$U_{kR} = U_{kR}^{a_2+1} V \bigoplus_{i=1}^{a_2+1} EU_{k,i}, k = 1, 2$$

where $\bigoplus_{i=1}^{a_2+1} U_{k,i} \in D_2$ by the embedding $\bigoplus_{i=1}^{a_2+1} C_2 \hookrightarrow D_2$. Then by equations (4.45) and (4.47),

$$\text{Ad}_{U_{1R}}Ep_{j,i} = p_{f(j,i)}, \text{Ad}_{U_{2R}}Eq_{j,i} = q_{f(j,i)}$$

and by equations (4.46) and (4.48),

$$\|U_{1R} - U_{2R}\| < 4\varepsilon.$$ (4.49)

By the above computations,

$$\text{Ad}_{U_{1R}^*}f_1\phi' = \bigoplus_{i=1}^{a_2+1}(f_{\infty}\phi)'$$
$$\text{Ad}_{U_{2R}^*}f_1\psi' = \bigoplus_{i=1}^{a_2+1}(f_{\infty}\psi)'$$

(By a similar argument we can find unitaries $U_{1L}$ and $U_{2L}$ for the left endpoint of $A_2$.) Finally, define unitaries $U_1$ and $U_2$ by joining $U_{1R}^*$ to $U_{1L}$ and $U_{2R}^*$ to $U_{2L}$ by unitary paths over the unit interval that are at least as close at every
intermediate point as at the endpoints. Therefore by equations (4.43) and (4.49), for \( f \in F \),

\[
\|\text{Ad}_{U_1} \phi'(f) - \text{Ad}_{U_2} \psi'(f)\| 
\leq \|\text{Ad}_{U_2} \phi'(f) - \phi'(f)\| + \|\phi'(f) - \psi'(f)\| 
\leq 8\varepsilon + 7\varepsilon = 15\varepsilon.
\] (4.50)

This completes the proof of Case 1.

**Case 2.** \( EZ_1 < EZ_2 \).

The following two propositions are well known and will be used in the proof of Lemma 4.3.2.

**Proposition 4.3.1** If \( P \) and \( Q \) are projections in a matrix algebra such that \( \|P - Q\| < \delta < 1/2 \) then there exists a unitary \( U \) such that \( \|U - I_d\| < 3\delta \) and \( UPU^* = Q \).

**Proposition 4.3.2** Let \( \alpha \) and \( \beta \) be two finite dimensional representations of \( M_n(\mathbb{C}) \) such that \( \alpha(p_i) = \beta(p_i) \), where \( \{p_i\}^n_1 \) are a complete set of orthogonal minimal projections. Then there exists a unitary path to the identity, \( U_t \) such that \( \text{Ad}_{U_t} \alpha = \beta \) and \( \text{Ad}_{U_t} \alpha(d) = \beta(d) \) for all diagonal elements \( d \in M_n(\mathbb{C}) \) (diagonal with respect to the set of projections \( \{p_i\}^n_1 \)).

**Lemma 4.3.2** Let \( F \subset A_1 \) be a finite set containing the canonical self-adjoint element \( h \), \( \varepsilon > 0 \) and \( \delta \) be defined as in (4.3). Given any sequence of positive real numbers \( 1 \geq s_1 \geq s_2 \geq \cdots \geq s_F \geq 0 \) such that \( |s_i - 0| < \delta \) or \( |s_i - 1| < \delta \) for all \( i = 1, \ldots, F \), positive integers \( E, Z \geq 0 \), and two maps \( \alpha, \beta: A_1 \to M_n(\mathbb{C}) \) unitarily equivalent to \( e_{s_1} \oplus \cdots \oplus e_{s_F} \oplus e_{\varepsilon} \oplus e_0 \) such that \( \|\alpha(f) - \beta(f)\| < \varepsilon/2 \) for \( f \in F \), there exists a unitary path \( U_t \) to the identity such that \( \text{Ad}_{U_t} \alpha = \beta \) and \( \|\text{Ad}_{U_t} \alpha(f) - \beta(f)\| < 19\varepsilon \) for \( f \in F \).
**Proof.** Let
\[ \alpha = T_1e_{s_1} \oplus \cdots \oplus e_{s_q} \oplus e_{\infty} \oplus 0T_1^* \]
\[ \beta = T_2e_{s_1} \oplus \cdots \oplus e_{s_q} \oplus e_{\infty} \oplus 0T_2^* \]
\[ \gamma = e_{s_1} \oplus \cdots \oplus e_{s_q} \oplus e_{\infty} \oplus 0 \]
for some pair of unitaries \( T_1 \) and \( T_2 \). Suppose that \( |s_i - 1| < \delta \) for \( i = 1, \ldots, q \) and \( |s_i - 0| < \delta \) for \( i = q + 1, \ldots, F \). Let
\[ s'_i = \begin{cases} 1 & \text{for } i \leq q \\ 0 & \text{for } i > q. \end{cases} \]
Then define maps \( \alpha' \) and \( \beta' \) as follows
\[ \alpha' = T_1e_{s'_1} \oplus \cdots \oplus e_{s'_q} \oplus e_{\infty} \oplus 0T_1^* \]
\[ \beta' = T_2e_{s'_1} \oplus \cdots \oplus e_{s'_q} \oplus e_{\infty} \oplus 0T_2^*. \]
Let \( P = \alpha'(h) \) and \( Q = \beta'(h) \), then \( P \) and \( Q \) are projections such that
\[ \|P - Q\| \leq \|P - \alpha(h)\| + \|\alpha(h) - \beta(h)\| + \|\beta(h) - Q\| < 3\epsilon/2. \]
By Proposition 4.3.1 there is a unitary path \( U'_t \) such that
\[ \|U'_t - \text{Id}\| < 9\epsilon \quad (4.51) \]
for all \( t \in [0, 1] \) and
\[ \text{Ad}_{U'_t} P = Q. \]
As \( e_1(h)e_s(f) = e_s(f)e_1(h) = e_s(f) \), for all \( s \in [0,1] \) and \( f \in A_1 \), the sub-representations \( T_1 e_s T_1^* \) and \( T_1e_\infty T_1^* \) of \( \alpha \) for \( i \leq q \) are supported on \( P \). Therefore, their unitary conjugates by \( U_1' = \text{Ad}_{U_1'} T_1 e_s T_1^* \) and \( \text{Ad}_{U_1'} T_1 e_\infty T_1^* \) — are supported on \( Q \). Similarly, for \( i > q \) the cut-down (of the sub-representation \( e_s \)) \( \text{Ad}_{U_1'} T_1 e_0(h)e_s e_o(h) T_1^* \) is supported on \( Q \) as well. The sub-representations of \( \beta \), \( T_2 e_s T_2^* \) and \( T_2 e_\infty T_2^* \), for \( i \leq q \) and the cut-down (of the sub-representation \( e_s \)) \( T_2 e_0(h)e_s e_o(h) T_2^* \) for \( i > q \) are supported on \( Q \). Therefore there is a unitary \( S_1 \) supported on \( Q \) such that

\[
\text{Ad}_{S_1} T_2 e_s T_2^* = \text{Ad}_{U_1'} T_1 e_s T_1^* \quad \text{for } i \leq q \quad (4.52)
\]

\[
\text{Ad}_{S_1} T_2 e_\infty T_2^* = \text{Ad}_{U_1'} T_1 e_\infty T_1^* \quad (4.53)
\]

\[
\text{Ad}_{S_1} T_2 e_0(h)e_s e_o(h) T_2^* = \text{Ad}_{U_1'} T_1 e_0(h)e_s e_o(h) T_1^* \quad \text{for } i > q. \quad (4.54)
\]

The cut-downs \( \text{Ad}_{U_1'} T_1 e_0(h)^\perp e_s e_o(h)^\perp T_1^* \) and \( T_2 e_0(h)^\perp e_s e_o(h)^\perp T_2^* \) for \( i > q \) are supported on \( Q^\perp \), so there is a unitary \( S_1^\perp \) such that for \( i > q \),

\[
\text{Ad}_{U_1'} T_1 e_0(h)^\perp e_s e_o(h)^\perp T_1^* = \text{Ad}_{S_1^\perp} T_2 e_0(h)^\perp e_s e_o(h)^\perp T_2^*. \quad (4.55)
\]

As the unitaries \( S_1 \) and \( S_1^\perp \) are supported on orthogonal projections we may rewrite equations (4.52) — (4.55) as

\[
\text{Ad}_{S_1^\perp} T_2 e_s T_2^* = \text{Ad}_{U_1'} T_1 e_s T_1^* \quad (4.56)
\]

\[
\text{Ad}_{S_1^\perp} T_2 e_\infty T_2^* = \text{Ad}_{U_1'} T_1 e_\infty T_1^* \quad (4.57)
\]

for \( i \leq q \) and

\[
\text{Ad}_{S_1^\perp} T_2 e_0(h)e_s e_o(h) T_2^* = \text{Ad}_{U_1'} T_1 e_0(h)e_s e_o(h) T_1^* \quad (4.58)
\]

\[
\text{Ad}_{S_1^\perp} T_2 e_0(h)^\perp e_s e_o(h)^\perp T_2^* = \text{Ad}_{U_1'} T_1 e_0(h)^\perp e_s e_o(h)^\perp T_1^* \quad (4.59)
\]
for $i > q$. In the argument that follows we will identify $M_{a_1+1}(C)$ with the range of the subrepresentation $e_{s_i}$ of the map $\gamma$. We will view $e_0(h)$ and $e_0(h)\downarrow$ as rank $a_1$ and rank 1 projections inside $M_{a_1+1}(C)$. By equation (4.58), for every subprojection $p \leq e_0(h)$,

$$\text{Ad}_{S_{1}^{+}S_{1}^{-}} T_2 p T_2^* = \text{Ad}_{U_1} T_1 p T_1^* \text{ for } i > q.$$ (4.60)

By equation (4.59), for the rank 1 projection $e_0(h)\downarrow$ a similar relation holds,

$$\text{Ad}_{S_{1}^{+}S_{1}^{-}} T_2 e_0(h)\downarrow T_2^* = \text{Ad}_{U_1} T_1 e_0(h)\downarrow T_1^* \text{ for } i > q.$$ (4.61)

Let $\{p_1, \ldots, p_{a_1}\}$ be a complete set of orthogonal minimal subprojections of $e_0(h)$, and let $p_{a_1+1} = e_0(h)\downarrow$. Then by equations (4.60) and (4.61),

$$\text{Ad}_{S_{1}^{+}S_{1}^{-}} T_2 p_j T_2^* = \text{Ad}_{U_1} T_1 p_j T_1^* \text{ for } i > q \text{ and } 1 \leq j \leq a_1 + 1.$$

Therefore, by Proposition 4.3.2 there is a unitary path $V_t$ to the identity, supported on $\text{Ad}_{S_{1}^{+}S_{1}^{-}} T_2 (\text{Id}) T_2^*$ (where Id is the identity element of $M_{a_1+1}(C)$) such that

$$\text{Ad}_{V_1} \text{Ad}_{U_1} T_1 g T_1^* = \text{Ad}_{S_{1}^{+}S_{1}^{-}} T_2 g T_2^*$$

for all $g \in M_{a_1+1}(C)$. In particular,

$$\text{Ad}_{V_1} \text{Ad}_{U_1} T_1 e_{s_i} T_1^* = \text{Ad}_{S_{1}^{+}S_{1}^{-}} T_2 e_{s_i} T_2^* \text{ for } i > q.$$ (4.62)

Proposition 4.3.2 also ensures that

$$\text{Ad}_{V_t} \text{Ad}_{U_1} T_1 g T_1^* = \text{Ad}_{S_{1}^{+}S_{1}^{-}} T_2 g T_2^*, t \in [0, 1]$$

for all $g \in M_{a_1+1}(C)$ which are diagonal with respect to the set of projections $\{p_i\}_{i=1}^{a_1+1}$, and in particular $\text{Ad}_{V_t} \text{Ad}_{U_1} T_1 e_{o(f)} T_1^* = \text{Ad}_{S_{1}^{+}S_{1}^{-}} T_2 e_{o(f)} T_2^*$ for $t \in [0, 1]$. 

For $f \in F$ and $i > q$, $\|e_{si}(f) - e_0(f)\| < \varepsilon$. Therefore, for $f \in F$ and $i > q$,

$$\|\text{Ad}_{\varepsilon} \text{Ad}_{U'_1} T_1 e_{si}(f) T^*_1 - \text{Ad}_{S^+_1 S_i} T_2 e_{si}(f) T^*_2\|$$

$$\leq \|\text{Ad}_{\varepsilon} \text{Ad}_{U'_1} T_1 e_{si}(f) T^*_1 - \text{Ad}_{\varepsilon} \text{Ad}_{U'_1} T_1 e_0(f) T^*_1\|$$

$$+ \|\text{Ad}_{\varepsilon} \text{Ad}_{U'_1} T_1 e_0(f) T^*_1 - \text{Ad}_{S^+_1 S_i} T_2 e_{si}(f) T^*_2\|$$

$$\leq 2\varepsilon. \quad (4.63)$$

It is immediate from the definition of $\alpha'$ and $\beta'$ that

$$\alpha'(f) = e_{\infty}(f)P$$

$$\beta'(f) = e_{\infty}(f)Q$$

for all $f \in A_1$ (as $e_{\infty}(f) \in \mathbb{C}$, the expression on the right-hand side of both equations should be interpreted as the scalar multiple of a projection). Therefore $\|\beta(f) - e_{\infty}(f)Q\| < \varepsilon$ for all $f \in F$, and since $\text{Ad}_{S^+_1 S_i} e_{\infty}(f)Q = e_{\infty}(f)Q$,

$$\|\text{Ad}_{S^+_1 S_i} \beta(f) - \beta(f)\| < 2\varepsilon \quad (4.64)$$

for all $f \in F$, where $S_t$ and $S^+_t$ are unitary paths to the identity supported on $Q$ and $Q^\perp$ respectively.

Let $U_t$ be the unitary path formed by concatenating the paths $U'_t$, $V_t$ and $(S^+_t S_t)^*$;

$$U_t = \begin{cases} 
U'_{3t} & \text{for } t \in [0, 1/3] \\
V_{3(t-1/3)} U'_1 & \text{for } t \in [1/3, 2/3] \\
(S^+_{3(t-2/3)} S_{3(t-2/3)})^* V_1 U'_1 & \text{for } t \in [2/3, 1]. 
\end{cases}$$
Let us check that $U_\varepsilon$ satisfies the conclusions of the lemma. By equation (4.51), as $\|\alpha(f) - \beta(f)\| < \varepsilon$,

$$\|\text{Ad}_{U_\varepsilon} \alpha(f) - \beta(f)\| \leq \|\text{Ad}_{U_\varepsilon} \alpha(f) - \alpha(f)\| + \|\alpha(f) - \beta(f)\| < 18\varepsilon + \varepsilon = 19\varepsilon.$$  \hspace{1cm} (4.65)

By equations (4.56),(4.57) and (4.62),

$$\text{Ad}_{V_i} \text{Ad}_{U_\varepsilon} T_1 e_s T_1^* = \text{Ad}_{S^1 S_i} T_1 e_s T_2^*$$

for $i = 1, \ldots, F$ and $i = \infty$, or equivalently,

$$\text{Ad}_{V_i U_\varepsilon} \alpha = \text{Ad}_{S^1 S_i} \beta$$

and therefore,

$$\text{Ad}_{U_\varepsilon} \alpha = \beta.$$  \hspace{1cm} (4.66)

By equation (4.63), for $f \in F$,

$$\|\text{Ad}_{V_i} (\text{Ad}_{U_\varepsilon} \alpha(f)) - \text{Ad}_{S^1 S_i} \beta(f)\| < 2\varepsilon.$$  \hspace{1cm} (4.67)

By equations (4.67) and (4.64), for $f \in F$, and $t \in [0, 1]$,

$$\|\text{Ad}_{V_i} \text{Ad}_{U_\varepsilon} \alpha(f) - \beta(f)\| \leq \|\text{Ad}_{V_i} \text{Ad}_{U_\varepsilon} \alpha(f) - \text{Ad}_{S^1 S_i} \beta(f)\| + \|\text{Ad}_{S^1 S_i} \beta(f) - \beta(f)\|$$

$$\leq 4\varepsilon.$$  \hspace{1cm} (4.68)

Evaluating the above equation at $t = 1$, and by equation (4.64), for $f \in F$ and $t \in [0, 1]$,

$$\|\text{Ad}_{(S^1 S_i)} \text{Ad}_{V_i} \text{Ad}_{U_\varepsilon} \alpha(f) - \beta(f)\| = \|\text{Ad}_{V_i} \text{Ad}_{U_\varepsilon} \alpha(f) - \text{Ad}_{S^1 S_i} \beta(f)\|$$
\[ \begin{align*}
&\leq \|\text{Ad}_{V_i}\text{Ad}_{U_i}(f) - \beta(f)\| \\
&\quad + \|\beta(f) - \text{Ad}_{S_i} S_i \beta(f)\| \\
&\leq 4\varepsilon + 2\varepsilon = 6\varepsilon. \quad (4.69)
\end{align*} \]

Therefore, by equations (4.66), (4.65), (4.68) and (4.69) \( U \) satisfies the conclusions of the lemma. This completes the proof of Lemma 4.3.2.

**Lemma 4.3.3** Let \( \alpha = \text{Std}(s_1, \ldots, s_F, E, Z) \) where \( 1 \geq s_1 \geq \cdots \geq s_F \geq 0 \), \( E \) and \( Z \) together with \( \alpha \) satisfy the conclusions of Lemma 4.1.1. Let \( p \) be the support projection for the subrepresentation \( e_{s_{k+1}} \oplus \cdots \oplus e_{s_F} \) of \( \alpha \). If \( \beta = \text{Std}(s'_1, \ldots, s'_k, s_{k+1}, \ldots, s_F, E, Z) \) is any other map in standard form where \( s'_i = 1 \) for \( i = 1, \ldots, k \) (\( 1 \geq s'_1 \geq \cdots \geq s'_k \geq s_{k+1} \geq \cdots s_F \geq 0 \), \( E \) and \( Z \) together with \( \beta \) may no longer satisfy the conclusions of Lemma 4.1.1) then \( \text{pop} = p\beta p \).

**Proof.** Suppose that \( s_i = 1 \) for \( i = 1, \ldots, q \) and \( s_i < 1 \) for \( i = q+1, \ldots, k \).

Let
\[
s''_{i,\varepsilon} = \begin{cases} 
\max(1-\varepsilon, s_{k+1}) & \text{for } 1+q \leq i \leq k \\
\varepsilon_i & \text{otherwise}.
\end{cases}
\]

Let \( \beta_\varepsilon \) be the map in standard form,
\[
\beta_\varepsilon = \text{Std}(s''_{1,\varepsilon}, \ldots, s''_{F,\varepsilon}, E, Z).
\]

Then, for \( \varepsilon > 0 \), \( 1 \geq s''_{1,\varepsilon} \geq \cdots \geq s''_{F,\varepsilon} \), \( E \) and \( Z \) together with the map \( \beta_\varepsilon \) satisfy the conditions of Lemma 4.1.1. By Proposition 4.1.2, \( \text{pop} = p\beta_\varepsilon p \) for \( \varepsilon > 0 \). The standard maps are continuous, and therefore \( \text{pop} = p\beta_0 p \). As \( \beta_0 = \beta \) it follows that \( \text{pop} = p\beta p \).
Proposition 4.3.3 Let \( s_1 \geq s_2 \geq \cdots \geq s_{F_1} \geq 0 \) and \( t_1 \geq t_2 \geq \cdots \geq t_{F_2} \geq 0 \) be sequences of real numbers and \( E_1, Z_1 \) and \( E_2, Z_2 \) (with \( Z_2 \geq Z_1 \)) be pairs of positive integers satisfying the conclusions of Lemma 4.1.1 for the maps \( \alpha = \text{Std}(s_1, \ldots, s_{F_1}, E_1, Z_1) \) and \( \beta = \text{Std}(t_1, \ldots, t_{F_2}, E_2, Z_2) \) respectively. If the eigenvalues of \( \alpha(h) \) and \( \beta(h) \) can be matched within \( \delta \) then there is an integer \( d \geq 0 \) and a small perturbation \( t'_1 \geq \cdots \geq t'_{F_2} \geq 0 \) such that \( t'_i = 1, |t_i - t'_i| < \delta \) for \( i = 1, \ldots, d \) and \( t'_i = t_i \) for \( i > d \). We can choose \( d \) such that applying Lemma 4.1.1 to the map \( \gamma = \text{Std}(t'_1, \ldots, t'_{F_2}, E_2, Z_2) \) yields a sequence \( s'_1 \geq \cdots \geq s'_{F_1} \geq 0 \) such that \( |s_i - s'_i| < 2\delta \) for \( i = 1, \ldots, F_1 \) and \( \gamma = \text{Std}(s'_1, \ldots, s'_{F_1}, E_1, Z_1) \). Furthermore, the sequence \( s'_1 \geq \cdots \geq s'_{F_1} \geq 0 \) and the pair of positive integers \( E_1, Z_1 \), together with the map \( \gamma \) satisfies the conclusions of Lemma 4.1.1.

Proof. The proof proceeds in two steps. First we will define the integer \( d \) and demonstrate that the perturbation of the sequence \( t_i \) yields (under the application of Lemma 4.1.1) a sequence \( s'_i \) that is close to the given sequence \( s_i \). The second step is to show that \( \text{Std}(t'_1, \ldots, t'_{F_2}, E_2, Z_2) = \text{Std}(s'_1, \ldots, s'_{F_1}, E_1, Z_1) \).

The first step has three cases.

Case 1: \( Z_1 < a_1 + 1 - E_1 \) and \( Z_2 < a_1 + 1 - E_2 \).

By equation (4.13), \( Z_2 - Z_1 = E_1 - E_2 \) and by equation (4.14), \( |t_i - 1| < \delta \) for \( i = 1, \ldots, Z \). Let \( d = Z \). Define \( t'_i \) and \( s'_i \) as follows:

\[
    t'_i = \begin{cases} 
        1 & \text{for } i \leq Z \\
        t_i & \text{otherwise}
    \end{cases}
\]

and
\[
    s'_i = \begin{cases} 
        1 & \text{for } i \leq Z \\
        s_i & \text{otherwise}
    \end{cases}
\]
and

\[ s'_i = \begin{cases} 
0 & \text{for } F \geq i \geq F - Z + 1 \\
t_{Z+i} & \text{for } F - Z \geq i \geq 1.
\end{cases} \]

We need to check that Lemma 4.1.1 applied to the map \( \text{Std}(t'_1, \ldots, t'_{F_2}, E_2, Z_2) \) yields the sequence of real numbers \( \{s'_{i}\}_{i=1}^{F_1} \) and pair of positive integers \( E_1, Z_1 \). As \( E_1 < a_1 + 1 \) and \( E_1 < a_1 \) when \( Z_1 > 0 \) (by the hypothesis of the proposition), conditions (i) and (ii) of Lemma 4.1.1 are satisfied. To verify condition (iii), it is enough to check that \( \text{Std}(t'_1, \ldots, t'_{F_2}, E_2, Z_2) \) is unitarily equivalent to \( e_{s'_1} \oplus \cdots \oplus e_{s'_{F_1}} \oplus_{E_1} e_{\infty} \oplus_{Z_1} 0 \). This is an easy calculation (a similar, more difficult calculation will be performed in Case 2).

**Case 2:** \( Z_1 < a_1 + 1 - E_1 \) and \( Z_2 \geq a_1 + 1 - E_2 \).

Let \( d = l - 1 \). Define \( t'_i \) and \( s'_i \) as follows:

\[ t'_i = \begin{cases} 
1 & \text{for } 1 \leq i \leq l - 1 \\
t_i & \text{otherwise}
\end{cases} \]

where \( l - 1 = a_1(k_{Z_2} + 1) + E_1 - E_2 \) and

\[ s'_i = \begin{cases} 
0 & \text{for } F_1 \geq i \geq F_1 - Z + 1 \\
t_{F_2 - F_1 + Z + i} & \text{for } F_1 - Z \geq i \geq 1.
\end{cases} \]

We need to check that the sequence of real numbers \( \{s'_{i}\}_{i=1}^{F_1} \) and pair of positive integers \( E_1, Z_1 \) satisfies conditions (i), (ii) and (iii) of Lemma 4.1.1 applied to the map \( \text{Std}(t'_1, \ldots, t'_{F_2}, E_2, Z_2) \). It is clear from the hypothesis of the proposition that conditions (i) and (ii) are satisfied. We will show that \( \text{Std}(t'_1, \ldots, t'_{F_2}, E_2, Z_2) \) is unitarily equivalent to \( e_{s'_1} \oplus \cdots \oplus e_{s'_{F_1}} \oplus_{E_1} e_{\infty} \oplus_{Z_1} 0 \) as follows (\( \sim \) will denote unitary equivalence in the following calculation; all
variables are defined as in Case 2 of Section 4.2):

\[ \text{Std}(t'_1, \ldots, t'_{F_2}, E_2, Z_2) \]

\[ \sim e'_2 \oplus \cdots \oplus e'_{F_2} \oplus e_\infty \oplus 0 \]

\[ \sim \bigoplus_{i=1}^{l-1} e_1 \oplus e'_i \oplus \cdots \oplus e'_{F_2} \oplus e_\infty \oplus 0 \oplus 0 \]

\[ a_1(k_{Z_2}+1)+E_1-E_2 \]

\[ \sim \bigoplus_{i=1}^{k_{Z_2}+1} e_1 \oplus e'_i \oplus \cdots \oplus e'_{F_2} \oplus e_\infty \oplus 0 \oplus 0 \]

\[ (a_1+1)(k_{Z_2}+1)+E_1-E_2 \]

\[ \sim \bigoplus_{i=1}^{k_{Z_2}+1} e_0 \oplus e'_i \oplus \cdots \oplus e'_{F_2} \oplus e_\infty \oplus 0 \oplus 0 \]

\[ (k_{Z_2}+1)(a_1+1) \]

\[ \sim \bigoplus_{i=1}^{k_{Z_2}+1} e_0 \oplus e'_i \oplus \cdots \oplus e'_{F_1} \oplus e_\infty \oplus 0 \oplus 0 \]

\[ \sim e'_3 \oplus \cdots \oplus e'_{F_1} \oplus e_\infty \oplus 0. \]

**Case 3:** \( Z_1 \geq a_1 + E_1 \) and \( Z_2 \geq a_1 + 1 - E_2 \).

The argument is very similar to that given in Case 2. All variables are defined as in Case 4 of Section 4.2. In particular, define \( t'_i \) and \( s'_i \) as in Case 2, but with \( l = a_1 k_f + E_1 - E_2 \). We need only check condition (iii) of Lemma 4.1.1, as conditions (i) and (ii) are clearly satisfied. Condition (iii) follows from the following calculation:

\[ \text{Std}(t'_1, \ldots, t'_{F_2}, E_2, Z_2) \]

\[ \sim e'_2 \oplus \cdots \oplus e'_{F_2} \oplus e_\infty \oplus 0 \]
This completes the first step of the proof.

The second step of the proof is to show that Std($t'_1, \ldots, t'_F, E_2, Z_2$) = Std($s'_1, \ldots, s'_{F_1}, E_1, Z_1$). We will prove this using the continuity of standard maps and the map Std.

Define $t''_{i,\varepsilon}$ as follows:

$$t''_{i,\varepsilon} = \begin{cases} 
\max(t'_{d+1}, 1 - \varepsilon) & \text{for } 1 \leq i \leq d \\
\varepsilon & \text{otherwise.} 
\end{cases}$$

Then the eigenvalues of Std($t''_{1,\varepsilon}, \ldots, t''_{F_2,\varepsilon}, E_2, Z_2$)(h) and Std($t'_1, \ldots, t'_F, E_2, Z_2$)(h) can be matched within $\varepsilon$. From step one we know that the eigenvalues of Std($t'_1, \ldots, t'_F, E_2, Z_2$)(h) and Std($s'_1, \ldots, s'_{F_1}, E_1, Z_1$)(h) are the same. Therefore the eigenvalues of Std($t''_{1,\varepsilon}, \ldots, t''_{F_2,\varepsilon}, E_2, Z_2$)(h) can be matched within $\varepsilon$ with the eigenvalues of Std($s'_1, \ldots, s'_{F_1}, E_1, Z_1$)(h). We can now apply Lemma
4.2.1 to conclude that as $\epsilon \to 0$,

$$\text{Std}(t''_{1,\epsilon}, \ldots, t''_{F_2,\epsilon}, E_2, Z_2)(f) \to \text{Std}(s'_1, \ldots, s'_{F_1}, E_1, Z_1)(f)$$

for all $f \in A_1$. From the construction of the map $\text{Std}(\bullet, \ldots, \bullet, E, Z)$, it is clearly continuous in the parameters represented by a "$\bullet$" when $E$ and $Z$ are held fixed. Therefore as $\epsilon \to 0$,

$$\text{Std}(t''_{1,\epsilon}, \ldots, t''_{F_2,\epsilon}, E_2, Z_2)(f) \to \text{Std}(t'_1, \ldots, t'_{F_2}, E_2, Z_2)(f)$$

for all $f \in A_1$. From the above argument it follows that

$$\text{Std}(t'_1, \ldots, t'_{F_2}, E_2, Z_2)(f) = \text{Std}(s'_1, \ldots, s'_{F_1}, E_1, Z_1)(f)$$

for all $f \in A_1$.

We can now proceed with the proof of Case 2.

Applying Proposition 4.3.3 to the maps $(f_\infty \phi)'$ and $(f_\infty \psi)'$ (where $(f_\infty \phi)'$ and $(f_\infty \psi)'$ denote the maps $f_\infty \phi$ and $f_\infty \psi$ in standard form, respectively) yields a map $\gamma$ and an integer $k \geq 0$ such that

$$\gamma = \text{Std}(E't'_1, \ldots, E't'_{EF_2}, EE_2, EZ_2)$$
$$= \text{Std}(Es'_1, \ldots, Es'_{EF_1}, EE_1, EZ_1)$$

and $E't'_i = 1, |E't'_i - Et'_i| < \delta$ for $i = 1, \ldots, k$, $E't'_i = Et'_i$ for $i > k$,

$$|Es'_i - Es_i| < 2\delta \quad (4.70)$$

for $i = 1, \ldots, EF_1$ and $1 \geq Es'_1 \geq \cdots \geq Es'_{EF_1} \geq 0$, $EE_1, EZ_1$ and $\gamma$ satisfy the conclusions of Lemma 4.1.1.
By Case 1, there exists unitaries $V_1$ and $V_2$ such that $\text{Ad}_{V_1} f_1 \phi' = \bigoplus_1^{a_2+1} (f_\infty \phi)'$, $\text{Ad}_{V_2} (\bigoplus_1^{a_2+1} \gamma)' = \bigoplus_1^{a_2+1} \gamma$ and $\|V_1 - V_2\| < 4\varepsilon$, where $(\bigoplus_1^{a_2+1} \gamma)'$ denotes the map $\bigoplus_1^{a_2+1} \gamma$ in standard form.

Let $\kappa = \max(k, \min\{i : E_i < 1\})$. By Lemma 4.3.3, $p \gamma p = p(f_\infty \psi)'p$, where $p \in C_2$ is the support projection of the subrepresentation $e_{Et_{e+1}} \oplus \cdots \oplus e_{Et_{e+2}}$. Again, by Lemma 4.3.3, $q((\bigoplus_1^{a_2+1} \gamma)'q = qf_1 \psi'q$, where $q = \text{Ad}_{V_2} (\bigoplus_1^{a_2+1} p)$ is the support projection of the subrepresentation $\bigoplus_1^{a_2+1} (e_{Et_{e+1}} \oplus \cdots \oplus e_{Et_{e+2}})$. Let $P = (\bigoplus_1^{a_2+1} p)$. Then

$$P \text{Ad}_{V_2} (f_1 \psi') P = \text{Ad}_{V_2} qf_1 \psi' q$$

$$= \text{Ad}_{V_2} q(\bigoplus_1^{a_2+1} \gamma)'q$$

$$= P \text{Ad}_{V_2} (\bigoplus_1^{a_2+1} \gamma)' P$$

$$= P \bigoplus_1^{a_2+1} \gamma P$$

$$= \bigoplus_1^{a_2+1} p \gamma p$$

$$= \bigoplus_1^{a_2+1} p(f_\infty \psi)' p$$

$$= P \bigoplus_1^{a_2+1} (f_\infty \psi)' P.$$ 

The above calculation demonstrates that the unitary $V_2$ conjugates the map $f_1 \psi'$ to $\bigoplus_1^{a_2+1} (f_\infty \psi)'$ — at least restricted to the projection $P$. We will now consider the part supported on $P^\perp$.

By equations (4.43) and (4.70), $\|\gamma(f) - (f_\infty \psi)'(f)\| < 14\varepsilon$ and $\|(\bigoplus_1^{a_2+1} \gamma)'(f) -$
$f_1\psi'(f)\| < 14\epsilon$ for all $f \in F$. It follows that

$$\|P^\perp\text{Ad}_{\psi_1} f_1\psi'(f)P^\perp - P^\perp \bigoplus_{1}^{a_2+1} (f_{\infty}\psi)'(f)P^\perp\|$$

$$\leq \|\text{Ad}_{\psi_1} f_1\psi'(f) - \bigoplus_{1}^{a_2+1} (f_{\infty}\psi)'(f)\|$$

$$\leq \|\text{Ad}_{\psi_1} f_1\psi'(f) - \text{Ad}_{\psi_1} \bigoplus_{1}^{a_2+1} \gamma(f)\| + \|\bigoplus_{1}^{a_2+1} \gamma(f) - \bigoplus_{1}^{a_2+1} (f_{\infty}\psi)'(f)\|$$

$$\leq \|\text{Ad}_{\psi_1} f_1\psi'(f) - \text{Ad}_{\psi_2} \bigoplus_{1}^{a_2+1} \gamma(f)\| + \|\text{Ad}_{\psi_2} \bigoplus_{1}^{a_2+1} \gamma(f) - \text{Ad}_{\psi_1} \bigoplus_{1}^{a_2+1} \gamma(f)\| + 14\epsilon$$

$$\leq 14\epsilon + 8\epsilon + 14\epsilon = 36\epsilon$$

for all $f \in F$. As $\|V_1 - V_2\| < 4\epsilon$, by the above calculation

$$\|P^\perp\text{Ad}_{\psi_1} f_1\psi'(f)P^\perp - P^\perp \bigoplus_{1}^{a_2+1} (f_{\infty}\psi)'(f)P^\perp\| < 44\epsilon \quad (4.71)$$

for all $f \in F$. As $|Et_i - 1| < \delta$ for $i = 1, \ldots, k$, for every irreducible subrepresentation $e_t$ of $P^\perp\text{Ad}_{\psi_2} f_1\psi'P^\perp$ and $P^\perp \bigoplus_{1}^{a_2+1} (f_{\infty}\psi)'P^\perp$,

$$t = \infty, |t - 0| < \delta, \text{ or } |t - 1| < \delta. \quad (4.72)$$

We may now apply Lemma 4.3.2 to find a unitary path $V_t'$ supported on $P^\perp$ such that

$$\text{Ad}_{\psi_1} P^\perp\text{Ad}_{\psi_2} f_1\psi'P^\perp = P^\perp \bigoplus_{1}^{a_2+1} (f_{\infty}\psi)'P^\perp$$

and

$$\|\text{Ad}_{\psi_1} P^\perp\text{Ad}_{\psi_2} f_1\psi'(f)P^\perp - P^\perp \bigoplus_{1}^{a_2+1} (f_{\infty}\psi)'(f)P^\perp\| < 19 \cdot 44\epsilon < 1000\epsilon$$

for $t \in [0, 1]$ and $f \in F$. Then $\text{Ad}_{\psi_1} f_1\psi' = \bigoplus_{1}^{a_2+1} (f_{\infty}\psi)'$, $\|\text{Ad}_{\psi_2} f_1\psi'(f) - \bigoplus_{1}^{a_2+1} (f_{\infty}\psi)'(f)\| < 1000\epsilon$, $\text{Ad}_{\psi_1} f_1\phi' = \bigoplus_{1}^{a_2+1} (f_{\infty}\phi)'$ and $\|V_1 - V_2\| < 4\epsilon$. 

For the right endpoint, the above arguments yield unitaries $V_{1R} \equiv V_1, V_{2R} \equiv V_2$ and a unitary path $V_{R,t} \equiv V'_t$ such that
\begin{align*}
\text{Ad}_{V_{1R}} f_1 \phi' &= \bigoplus_{i=1}^{a_2+1} (f_\infty \phi)' \\
\text{Ad}_{V_{R,t} V_{2R}} f_1 \psi' &= \bigoplus_{i=1}^{a_2+1} (f_\infty \psi)',
\end{align*}
and
\[ \| V_{1R} - V_{2R} \| < 4\varepsilon \]
Similarly, at the left endpoint we can find unitaries $V_{1L}, V_{2L}$ and a unitary path $V'_{L,t}$ satisfying a similar set of equations. Let $U_{1,t}$ and $U_{2,t}'$ be any path joining $V_{1L}$ to $V_{1R}$ and $V_{2L}$ to $V_{2R}$ respectively such that $\| U_{1,t} - U_{2,t}' \| < 4\varepsilon$ for all $t \in [0, 1]$ and locally constant at the endpoints;
\begin{align*}
U_{1,t} &= \begin{cases} 
U_{1,0} & \text{for } t \in [0, \delta] \\
U_{1,1} & \text{for } t \in [1 - \delta, 1]
\end{cases} \\
\text{and} \quad U_{2,t}' &= \begin{cases} 
U_{2,0}' & \text{for } t \in [0, \delta] \\
U_{2,1}' & \text{for } t \in [1 - \delta, 1].
\end{cases}
\end{align*}
Finally, define $U_{2,t}$ as follows:
\begin{align*}
U_{2,t} &= \begin{cases} 
V'_{L,1-t/\delta} U_{2,t}' & \text{for } t \in [0, \delta] \\
U_{2,t}' & \text{for } t \in [\delta, 1 - \delta] \\
V_{R,(t+\delta-1)/\delta} U_{2,t}' & \text{for } t \in [1 - \delta, 1].
\end{cases}
\end{align*}
Then for $t \in [\delta, 1 - \delta]$ and $f \in F$, by equation (4.43) and the above definition for $U_{1,t}$ and $U_{2,t}$,
\[ \| \text{Ad}_{U_{1,t}} \phi'(f)(t) - \text{Ad}_{U_{2,t}} \psi'(f)(t) \| \]
\[ \leq \| \text{Ad}_{U^t} \phi'(f)(t) - \phi'(f)(t) \| + \| \phi'(f)(t) - \psi'(f)(t) \| \]
\[ \leq 8\varepsilon + 7\varepsilon = 15\varepsilon. \]

For \( t \in [1 - \delta, 1] \) and \( f \in F \),
\[
\| \text{Ad}_{U^t} \phi'(f)(t) - \text{Ad}_{U^t} \psi'(f)(t) \|
\]
\[
= \| \text{Ad}_{V_1} \phi'(f)(t) - \text{Ad}_{V_{R(t+t-1)/\delta}} \psi'(f)(t) \|
\]
\[
\leq \| \text{Ad}_{V_1} f_1 \phi'(f) - \text{Ad}_{V_{R(t+t-1)/\delta}} f_1 \psi'(f) \| + 2\varepsilon
\]
\[
\leq \| \bigoplus_{a_2+1} (f_{\infty})'(f) - \bigoplus_{a_2+1} (f_{\infty})'(f) \|
\]
\[
+ \| \bigoplus_{a_2+1} (f_{\infty})'(f) - \text{Ad}_{V_{R(t+t-1)/\delta}} f_1 \psi'(f) \| + 2\varepsilon
\]
\[
\leq 7\varepsilon + 1000\varepsilon + 2\varepsilon = 1009\varepsilon. \]

A similar calculation holds for the \( t \in [0, \delta] \).

## 4.4 Jiang and Su’s argument

We will use Lemma 5.1 of [JS] and the application of the lemma as described in Theorem 5.2 of [JS], to construct unitaries \( V_1 \) and \( V_2 \) in the unitization of \( A_2 \) such that
\[
\| \text{Ad}_{V_1} \phi(f) - \text{Ad}_{U_1} \phi'(f) \| < \varepsilon
\]
and
\[
\| \text{Ad}_{V_2} \psi(f) - \text{Ad}_{U_2} \psi'(f) \| < \varepsilon
\]
for \( f \in F \). The conclusion of the uniqueness theorem will then follow from an elementary argument involving the unitaries \( V_1 \) and \( V_2 \), and the results of
The following lemma is Lemma 5.1 of [JS]:

**Lemma 4.4.1** Let $m$ be a positive integer, let $D \subset M_m(C)$ be a unital sub-$C^*$-algebra, and let $F \subset D$ be a finite subset which contains a set of generators of $D$. For any $1/9 > \varepsilon > 0$, there exists $\delta > 0$ such that if $R, S \in M_m(C)$ are two unitaries satisfying

$$\|RfR^* - SfS^*\| < \delta, f \in F,$$

then there exists a unitary path $\{X(t) | t \in [0, 1]\}$ in $M_m(C)$ with $X(0) = R$ and $X(1) = S$ satisfying

$$\|X(t)fX(t)^* - SfS^*\| < \varepsilon, f \in F.$$

In our application of the lemma the subalgebra $D$ (referred to in the statement above) may be non-unital; in this case we will consider instead its unitization.

We will construct the unitary $V_1(t), t \in [0, 1]$ piecewise as follows. Given $\delta > 0$ as in the conclusion of the above lemma, we can find a $\delta' > 0$ such that

$$\|\text{Ad}_{U_1}\phi'(f)(x) - \text{Ad}_{U_1}\phi'(f)(y)\| < \delta/2 \quad (4.73)$$

and

$$\|\phi(f)(x) - \phi(f)(y)\| < \delta/2 \quad (4.74)$$

for all $f \in F$ if $|x - y| < \delta'$. Let $\{t_i\}_{i=1}^N$ be a partition of $[0, 1]$ such that $|t_i - t_{i+1}| < \delta'$ and $t_1 = 0, t_N = 1$. Let $V_1(t_i)$ for $i \neq 1, N$ be any unitary
in $D_2$ such that $\text{Ad}_{V_1(t_i)} \phi(f)(t_i) = \text{Ad}_{U_1} \phi'(f)(t_i)$. For $i = 1$ we can choose $V_1(t_0)$ to be contained in the image of the inclusion $\bigoplus_1^{\alpha_2} C_2 \hookrightarrow D_2$ as both $\phi(f)(t_1)$ and $\text{Ad}_{U_1} \phi'(f)(t_1)$ are contained in this subalgebra. Similarly for $i = N$ we can choose $V_1(t_N)$ to be contained in the image of the inclusion $\bigoplus_1^{\alpha_2+1} C_2 \hookrightarrow D_2$. By equations 4.73 and 4.74,

$$\| \text{Ad}_{V_1(t_1)} \phi(f)(t_i) - \text{Ad}_{V_1(t_{i+1})} \phi(f)(t_i) \| < \delta$$

for all $f \in F$. Therefore, by Lemma 5.1 of [JS], there exists a unitary path joining $V_1(t_i)$ to $V_1(t_{i+1})$ such that $\| \text{Ad}_{V_1(t_1)} \phi(f)(t_i) - \text{Ad}_{V_1(t_{i+1})} \phi(f)(t_i) \| < \varepsilon$ for all $f \in F$, $t \in [t_i, t_{i+1}]$. We have constructed a unitary path on each subinterval $[t_i, t_{i+1}]$. Furthermore, it can be easily checked that $\| \text{Ad}_{V_1} \phi(f) - \text{Ad}_{U_1} \phi'(f) \| < \varepsilon$ for all $f \in F$. Similarly, we can construct a unitary $V_2$ such that $\| \text{Ad}_{V_2} \psi(f) - \text{Ad}_{U_2} \psi'(f) \| < \varepsilon$.

Finally, we can construct the unitary $U$ that is the essential content of the uniqueness theorem. Let $U = V_1^* V_2$, then for $f \in F$,

$$\| \phi(f) - U \psi(f) U^* \|$$

$$= \| \text{Ad}_{V_1} \phi(f) - \text{Ad}_{V_2} \psi(f) \|$$

$$\leq \| \text{Ad}_{V_1} \phi(f) - \text{Ad}_{U_1} \phi'(f) \| + \| \text{Ad}_{U_1} \phi'(f) - \text{Ad}_{U_2} \psi'(f) \|$$

$$+ \| \text{Ad}_{U_2} \psi'(f) - \text{Ad}_{V_2} \psi(f) \|$$

$$\leq \varepsilon + 1009\varepsilon + \varepsilon = 1011\varepsilon.$$
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