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Doctor of Philosophy
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2000

In many asynchronous distributed systems, processes communicate by accessing objects in a shared memory. The ability of systems to solve problems in a fault-tolerant manner depends on the types of objects provided. Here, the wait-free model of fault-tolerance is used: non-faulty processes must run correctly even if other processes experience halting failures. The consensus problem, where processes begin with private inputs and must agree on one of them, has played a central role in analyzing the power of distributed systems. This thesis studies the ability of different types of objects to solve consensus.

An object type has consensus number $n$ if it can be used (with read/write registers) to solve consensus among $n$ processes but not among $n+1$ processes. Conditions are given that are necessary and sufficient for an object type to have consensus number $n$. This characterization applies to two large classes of objects: readable objects and read-modify-write (RMW) objects. An object is readable if processes can read its state without changing the state. For a RMW object, all operations update the state and then return the previous state of the object. When the type is of bounded size, the characterization may be used to decide the question “Does the type $T$ have consensus number $n$?”, which is undecidable for arbitrary types. The characterization is also used to show that different readable and RMW types with consensus number $n$ cannot be used in combination to solve consensus for $n+1$ processes.

Ordinarily, processes may access only one object in shared memory at a time. This thesis also studies how much the consensus number of a type increases in the multi-object and transactional models, where processes can perform operations on up to $m$ of the objects in a single atomic action. These models are much more convenient for programmers to use, since they guarantee that certain blocks of operations will be executed without interruptions from other processes.
This thesis establishes bounds on the consensus numbers of multi-objects and transactional objects as a function of $m$ and the consensus numbers of the corresponding single-access types.
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Chapter 1

Introduction

THE ability of a shared-memory distributed system to solve problems in a fault-tolerant way depends crucially on the kind of shared memory that is provided by the system. The goal of this thesis is a better understanding of the reasons that some kinds of shared memories are more powerful than others. The consensus problem, where a collection of processes must agree on a common value, has played an extremely important role in studying the power of different distributed systems. This thesis gives a systematic way of determining the ability of a system to solve consensus. These results are applicable to large, natural classes of distributed systems. In addition, this thesis studies how the ability to solve consensus changes when certain parameters of the shared-memory model are altered.

§1.1 Distributed Systems

*When two do the same thing, it is not the same thing after all.* —proverb

A distributed system can be modelled as a collection of processes, together with some means for processes to communicate with one another. Each process executes a sequential algorithm. The processes run concurrently to solve problems cooperatively. The processes may run on distinct processors connected by a network, or processes may share a processor by having the steps of their executions interleaved. In either situation, processes will often run at different speeds or experience unpredictable delays for a variety of reasons. For example, processes might be temporarily pre-empted by other processes performing tasks that are assigned a higher priority by the system, or memory accesses by different processes may require different amounts of time.
INTRODUCTION

due to the architecture of the system. It is important, therefore, that distributed algorithms work correctly in the presence of uncertain execution speeds. This thesis considers asynchronous models of distributed computation. This means that algorithms must work correctly even if processes run at arbitrarily varying speeds.

In the presence of asynchrony, the processes of a distributed system must communicate with one another in order to coordinate their actions. This thesis is concerned with shared-memory models, where processes communicate by accessing shared data structures, called objects. Different systems are equipped with different types of shared objects. An object type will be modelled as an automaton that is specified by giving a set of possible states and by describing, for each possible operation, the state transition that occurs and the result returned to the process that performs the operation.

It is important to ensure that processes update shared data in an orderly way so that it does not become corrupt. For example, if two processes attempt to increment a counter, it is not sufficient that each process read the current value of the counter, add one to this value and then write the new value back into the counter. If two executions of this simple algorithm run concurrently, with both reads occurring before both writes, the value of the counter will increase only by one, even though the two processes both believe they have successfully incremented the counter.

Many distributed algorithms avoid concurrent updates to shared data altogether by using locks: a process must obtain an exclusive lock before being allowed to access the data [25]. However, the entire system can be affected when a process that holds a lock runs slowly or fails. Some algorithms that employ locks can also experience deadlock, where two processes wait for locks that are held by each other so that neither can ever make any progress, or livelock, where a process cannot obtain a lock because every time the process takes a step, some other process owns the lock. In 1977, Lamport [53] gave a distributed algorithm that implements multi-digit registers from single-digit registers without using locks. More recently, there has been much interest in wait-free algorithms [31], in which locks cannot be used. In a wait-free algorithm, each process must be able to complete its execution correctly in a finite amount of time, even if any number of other processes in the system experience halting.
failures. In addition to providing fault-tolerance, wait-free algorithms ensure that no process spends time waiting for another process to perform some action, since it cannot tell whether the other process has failed or is merely running slowly.

§1.2 Solvability and Consensus

In the standard random-access machine model of single-process computation [80], a computer’s memory is modelled as an array of variables that can be read and written. This model of computation is used to characterize the set of problems that can be solved using sequential computation. This characterization is extremely robust: reasonable changes to the set of operations that can be performed on the memory does not change the class of problems that can be solved. Furthermore, there are several very different models that capture precisely the same notion of computability, including characterizations in terms of Turing machines [82] and recursive functions [49], for example. (See the survey paper [83].) The situation for wait-free distributed computation is much more complicated. In the distributed setting, there are many elementary tasks that cannot be solved in a wait-free manner if the shared memory consists only of read/write registers: more complex primitive memory operations are required to solve these problems. For example, the \texttt{compare\&swap(old, new)} operation compares the current value of the object to the value \textit{old}, and updates it to \textit{new} only if the comparison returned true. The read, comparison and contingent update are performed as a single atomic operation, without interruption by other processes. A shared memory that permits \texttt{compare\&swap} operations can solve a much larger class of problems than a system equipped only with \texttt{read/write registers} [31].

Distributed systems based on different types of shared-memory objects are available. For example, the MIPS RISC [48] and the DEC Alpha [81] architectures provide versions of LL/SC objects (which will be defined on page 61). Menke, Moir and Ramamurthy [60] describe how to build systems based on \texttt{compare\&swap} objects using SCRAMNet network cards.

Designers of distributed systems must ensure that the primitive shared objects provided are sufficiently powerful to implement required data structures and solve the problems for which the system is being built. A shared-memory system will usually be equipped with a small
number of object types as primitives. Any other types of shared objects that algorithms are to use must be implemented from the primitive objects. One can also model a problem as a shared object type: processes pass their inputs to the object, and the object returns the desired output. Thus, the question of whether the problem is solvable can be answered by determining whether this object type can be implemented. A central question in distributed computing, then, is whether a given set of objects types is capable of implementing another object type, for a given number of processes.

Herlihy [31] showed that the consensus problem, in which each process begins with an input and all non-faulty processes must agree on one of the input values, plays a central role in the study of the power of object types to implement other object types in a wait-free manner. He proved that object types that solve the consensus problem for \( n \) processes are universal for systems of \( n \) processes: they can be used to provide a wait-free implementation of any object type for \( n \) or fewer processes. (It is assumed throughout that read/write registers are available as basic shared objects, in addition to any other types mentioned explicitly.) Herlihy's result led to the idea of classifying object types into a consensus hierarchy according to their power to solve consensus [31, 42]. An object type is said to be at level \( n \) of the consensus hierarchy if it can solve consensus among \( n \) processes, but not among \( n + 1 \) processes. If there is no such \( n \), the object is at level infinity of the hierarchy.

Knowledge about the consensus hierarchy gives a great deal of information about the central question of whether one object type can be implemented from others, for a given number of processes. Herlihy's universality result provides information about what can be done using objects at level \( n \) of the hierarchy. On the other hand, the classification of objects into the hierarchy also gives information about what cannot be done: it follows from the definition of the hierarchy that an object type at level \( n \) cannot implement an object at any higher level in a system of more than \( n \) processes. Extensions of these results to the situation where several different primitive object types are provided will be discussed in Chapter 6. Consequently, the classification of types according to their power to solve consensus has provided much information about the important question of whether given types can implement other types of objects. In addition, the proof that a particular type \( T \) is at a certain level in this hierarchy usually includes
an algorithm for consensus. and this can be combined with Herlihy's construction [31] to provide an upper bound on the complexity of implementing other objects from objects of type $T$.

This thesis provides theorems about the solvability of consensus that apply to large, natural classes of object types. There have not been many other general results about classes of objects that can solve a particular problem. However, there has been previous work on the related problem of characterizing the class of problems that can be solved by a particular object type, or showing that no such computable characterization exists. Herlihy's work, mentioned above, showed that types that can solve consensus can implement any other type. Chor and Moscovici [22] gave a decidable characterization of tasks that can be solved by randomized algorithms that use registers only. Several researchers have used relationships between distributed computation and the topological properties of simplicial complexes to characterize the problems that can be solved by particular types, or to show that no such computable characterization is possible. This approach has been applied to various primitive objects, including registers [30, 35] and set-consensus objects [34]. Herlihy and Rajsbaum also used the topological method to describe the types of objects that can solve the set-consensus problem [33].

§1.3 Main Results in this Thesis

Previously, objects have been classified into the consensus hierarchy mostly on a case-by-case basis. The proof that a particular type is at level $n$ of the hierarchy usually involves two steps. One must first show that there is a consensus algorithm for $n$ processes. Wait-free algorithms are often difficult to construct and proofs of correctness are typically quite complex. One must also show that no consensus algorithm exists for $n + 1$ processes. Such proofs are generally done by adapting the proof, given by Fischer, Lynch and Paterson [28], that consensus is impossible in a message-passing system. They often involve lengthy, technical arguments. It is desirable to have a general framework for proving such results easily.

The goal of this thesis is to provide a systematic way of classifying objects into the consensus hierarchy. Unfortunately, the problem of determining whether a given object belongs to a given level of the hierarchy is undecidable in general [47]. Much of the work in this thesis therefore focuses on two classes of objects: read-modify-write objects and readable objects. These are
two large, natural classes of objects that include many of the objects that have been considered as the basis of shared-memory systems. An object is called readable if it is equipped with operations that allow processes to read the data stored in the object without changing it. A read-modify-write object is one where every operation reads and returns the value stored in the object and also updates it by applying some function to the old value. This thesis gives combinatorial characterizations of the objects in these classes that are at level $n$ of the consensus hierarchy.

Knowledge of the consensus hierarchy provides information about how well individual object types can be used to solve consensus. However, this knowledge does not necessarily extend to systems in which several different types are available; it may be that several weak objects which are incapable of solving consensus on their own can be used in combination to solve consensus. The hierarchy is said to be robust if there are no object types that can be combined to solve consensus better than any of the individual types alone. Robustness is a desirable property, since information about the power of a system containing several types of objects can then be obtained by studying each of the types separately. It has been shown that the hierarchy is not robust in a variety of settings [18, 57, 64, 77]. However, the non-robustness proofs make use of some unusual types, so they do not rule out the possibility that the hierarchy is robust for some natural classes of objects. It will be shown here that the hierarchy is indeed robust for readable and read-modify-write types.

In the asynchronous models of distributed systems considered here, algorithms must work correctly regardless of the way that the steps of processes are interleaved. This unpredictability in the scheduling of steps makes an algorithm designer's task difficult. One way to moderate this difficulty is for the system to ensure that certain small blocks of code are executed without interruptions from other processes. This thesis studies how the consensus power of a system increases when the scheduling of processes is constrained in two ways. In the multi-object setting [4], one can specify that a bounded number of independent instructions on distinct objects must be executed as a single atomic action. In the transactional setting, blocks of code which perform a bounded number of shared-memory operations may be labelled as transactions, which are to be performed atomically. One possible approach to designing a distributed algorithm
is to implement the more convenient multi-object types or transactional types from the corresponding single-access types that are more commonly provided in distributed systems. It will be shown that this approach is impossible in general, since multi-objects and transactional objects are usually strictly more powerful than the corresponding basic objects. Let \( m \) be the bound on the number of objects that can be accessed in a single action. It will be shown that, for any object type at level three of the consensus hierarchy or higher, the number of processes that can solve consensus increases by a factor of \( \Omega(\sqrt{m}) \) (or \( \Omega(m) \) if the object type is readable) in the multi-object model. These results also apply to transactional objects, since they are less restrictive than multi-objects, but some even stronger results will be described. It will be shown that the consensus level of a transactional type built from any non-trivial base type is \( \Omega(2^{m/2}) \). (An object type is trivial if processes can simulate it without using shared memory at all.) A stronger lower bound of \( \Omega(2^m) \) will be established for read-modify-write base types. It will also be shown that a transactional object can solve consensus among any number of processes whenever the basic objects used in the transactional object are readable and non-trivial.

### §1.4 Outline of this Thesis

Chapter 2 describes the formal model of distributed computation that will be used. Chapter 3 gives a formal definition of the consensus problem and the consensus hierarchy. It also includes a description of a proof technique called a bivalency argument [28] which will be used several times in the succeeding chapters. The team consensus problem is a restricted version of the standard consensus problem that will be used in many of the proofs. It is also introduced in Chapter 3.

Chapter 4 gives a combinatorial characterization of the read-modify-write object types that are capable of solving consensus among \( n \) processes, for any \( n \). A similar characterization is given for readable types in Chapter 5. Chapter 6 discusses the robustness of the consensus hierarchy.

Chapter 7 defines multi-objects and transactional objects formally. Chapters 8 and 9 describe how the power of object types to solve consensus is increased when multi-objects and transactional objects are used. The concluding chapter contains some discussion of the results.
and future directions for research related to the topics of this thesis.

Preliminary versions of most of the results in this thesis have appeared in three papers [72, 73, 74].
Chapter 2

The Model

It's a perfect situation
I'm trying hard to understand.
—Electronic [27]

This chapter gives a formal definition of the model that will be used for shared-memory systems in this thesis. The model is adapted from the description that was given by Herlihy and Wing [36] and later expanded and formalized by several different researchers [13, 16, 31, 41]. Lynch’s text [59] discusses this model in terms of I/O automata. The basic definitions of object types, protocols, schedulers and implementations are given first; a discussion of more general definitions of object types that have been studied appears in Section 2.5.

§2.1 Shared Objects

A shared memory consists of a collection of objects. Each object is an instance of an object type. A sequential specification of an object type describes how the object behaves when single operations are performed on it. At any time, an object has a state, chosen from a set $Q$ of possible states. There is a set, $OPS$, of operations that can be applied to the object. An element of this set includes both the name of the operation and any parameters of the operation. The set $RES$ contains the possible responses that can be returned by the object when an operation is performed. A transition function $\delta$ describes the state transition that occurs and the response returned by the object when a given operation is performed in a given state.

**Definition 2.1** A sequential specification of an object type is a tuple $(Q, OPS, RES, \delta)$, where $Q$, $OPS$ and $RES$ are sets and $\delta$ is a function from $Q \times OPS$ to $Q \times RES$. 
Suppose $\delta(q, op) = (q', res)$ for some $q, q' \in Q, op \in OPS$ and $res \in RES$. This is interpreted to mean that if an object is in state $q$ and a process accesses the object using the operation $op$, the object will move into state $q'$ and return the response $res$ to the process.

To ensure that objects do not have unreasonable power, all objects considered in this thesis have computable transition functions $\delta$ and recursive (but not necessarily finite) sets $Q, OPS$ and $RES$. (All references to computability in this thesis refer to computability in the sequential, random-access machine model.) Many of the results in this thesis hold even without these computability assumptions. This will be discussed in Section 10.1.

**Example 2.2** A `test&set` object stores a single bit, and is equipped with a single operation that reads the current value of the bit before setting it to 1. It has the following sequential specification.

$$
Q = \{0, 1\} \\
OPS = \{test&set\} \\
RES = \{0, 1\} \\
\delta(q, test&set) = (1, q), \text{ for } q \in Q
$$

When a process makes a request to access an object using one of the operations, it is said to *invoke* the operation. In reality, there is some interval of time between the moment that the operation is invoked and the moment when the object returns a response to the process that invoked the operation. The sequential specification of an object type completely describes how the object behaves when accessed by one process at a time. However, in a distributed system, it is possible for the intervals of operations performed by different processes on an object to overlap. One must give additional constraints to describe the legal behaviour of objects when this occurs. A number of such constraints have been considered, including sequential-consistency [54], weak-consistency [39] and set-linearizability [65]. This thesis will focus on linearizable objects [36], in which all operations must appear to occur instantaneously at some time during the operation's interval.

A more formal description of linearizability requires some terminology. Consider an object of type $T$ starting in state $q$. A *history* of the object is a sequence of operation invocations and
matching responses. Each invocation has at most one matching response, which must occur after the invocation. A history is intended to describe all operations that are performed on the object during the execution of some algorithm. A linearization of the history is a linear order of those operations in the history that have a response, together with some subset of the operations that have no response, satisfying the following conditions:

1. if the response to operation $op_1$ occurs before the invocation of operation $op_2$ in the history, then $op_1$ must occur before $op_2$ in the linearization, and

2. the response to any operation in the history is the same as it would be if the operations were performed sequentially, in the order given by the linearization, on an object of type $T$ starting in state $q$.

An object in a distributed system is called linearizable if its behaviour under any possible history of accesses has a linearization. Under the assumption that objects are linearizable, the sequential specification of a type completely determines the legal behaviour of the type. Thus, when defining linearizable object types, it is sufficient to give a sequential specification for the type.

An important type of object is the **read/write register**, which is defined formally here.

**Definition 2.3** A **read/write register** that takes values in $\mathbb{N}$ has the following sequential specification.

$$
Q = \mathbb{N} \\
\text{OPS} = \{\text{write}(v) : v \in \mathbb{N}\} \cup \{\text{read}\} \\
\text{RES} = \mathbb{N} \cup \{\text{ack}\} \\
\delta(v, \text{write}(v')) = (v', \text{ack}), \text{ for } v, v' \in \mathbb{N} \\
\delta(v, \text{read}) = (v, v), \text{ for } v \in \mathbb{N}
$$

These objects will be referred to simply as **registers** hereafter.

As mentioned in the introduction, it will always be assumed that **registers** are available, in addition to any other object types mentioned explicitly. Although this assumption simplifies the descriptions of algorithms, it is not crucial for the results in this thesis: Bazzi, Neiger
and Peterson showed that a deterministic object type $T$ can be used with registers to solve consensus among $n$ processes if and only if consensus among $n$ processes can be solved using only objects of type $T$. For simplicity, it is assumed that a register can store an arbitrary integer value. The impossibility results given in this thesis do not assume any bound on the size of the registers. However, for any algorithm described, it is sufficient that the register be able to store a "reasonable" amount of data such as a process id or an input value for a problem. It is also possible to implement the registers required by the algorithms from a much more basic type of register that stores a single bit and can only be read by one process and updated by one other process (see [12], Chapter 10).

§2.2 Protocols

A protocol is a description of the algorithm to be followed by each of the processes in a distributed system. In the situation being studied in this thesis, each process runs on a single processor, so it is natural to model the algorithm executed by a process as a random-access machine program.

**Definition 2.4** Let $O$ be a set of objects and $P = \{P_1, \ldots, P_n\}$ be a set of processes. A protocol for the processes $P$ using objects $O$ consists of

1. an assignment of initial states to the objects of $O$, and
2. a programme $\Pi_i$ for each process $P_i \in P$.

Each programme $\Pi_i$ is a sequential algorithm containing standard random-access machine operations and operations on objects from the set $O$.

For an instance of a distributed problem, processes often begin with private inputs. The private input of a process is stored initially in the memory of the random-access machine used to model the process. The value stored in the first variable of the random-access machine when a process halts can be interpreted as the output of that process. The accesses to shared-memory objects are treated like black-box subroutine calls which return a response. In this thesis, protocols will be given in pseudocode or using more informal descriptions with enough detail so that they could easily be formalized as random-access machine programmes. All
protocols considered here are deterministic, although researchers have also studied randomized protocols. (See Lynch's textbook [59] for a variety of randomized protocols.) The consensus hierarchy collapses when randomization is permitted, since it is possible to solve consensus (with probability one) using registers alone [21].

In Definition 2.4, it is assumed that the programmer may specify the initial state of all objects used by a protocol. One might also consider the case where objects of a given type must begin in a fixed initial state \( q_0 \). Borowsky, Gafni and Afek [16, Lemma 3.2] showed that the consensus problem can be solved using a certain type of objects whose initial states are chosen by the programmer if and only if consensus can be solved using objects of that type starting in a specific state \( q_0 \), provided all states are reachable from \( q_0 \) by some sequence of operations. Since this thesis is concerned with the ability of objects to solve consensus, the ability to specify initial states of objects in Definition 2.4 is not crucial.

To ensure that protocols do not have unreasonably powerful abilities by virtue of the assignment of initial states to the objects, it will be assumed that the set of objects \( \mathcal{O} \) is enumerable, and that the assignment of an initial state to each object is a computable function.

§2.3 The Scheduler and Executions

\begin{quote}
\textit{Sors inmanis} \\
\textit{et inanis.} \\
\textit{rota tu volubilis.} \\
\textit{status malus} \\
—mediaeval lyric [37]
\end{quote}

This section describes the way in which protocols are executed by a distributed system. The systems considered here are asynchronous. This means that the system can schedule steps of the processes in an arbitrary order. It is useful to think of the scheduler as an adversary: each process that is permitted to take sufficiently many steps must complete its algorithm correctly regardless of the way the scheduler interleaves the steps of other processes.

Individual steps by a process are treated as if they occur instantaneously. This is a reasonable assumption, since all objects are linearizable, so one can think of the scheduler choosing the linearization of the operations.
Formally, a schedule is a mapping from the natural numbers to the set of processes. An execution of a protocol is determined by the private inputs to the processes and the schedule $\sigma$: process $\sigma(0)$ performs one step of its programme, then process $\sigma(1)$ takes one step, followed by a step of process $\sigma(2)$, and so on. If, at some point, the process scheduled to take the next step has already completed its programme, the process does nothing during its turn to take a step. A process $P$ is said to experience a (halting) failure in an execution if there is some point in the execution where $P$ has not completed its algorithm and, after which, $P$ is never scheduled to take a step. More formally, $P$ fails if there is some $i \in \mathbb{N}$ such that $P$ has not completed its programme before the $i$th step of the execution of the protocol and $\sigma(j) \neq P$ for all $j \geq i$. Such a process is called faulty, and processes that do not experience a halting failure are called non-faulty.

If a single process takes all steps during a schedule, it is called a solo execution by that process.

One says that process $P$ cannot distinguish two executions of a protocol (or that the two executions are indistinguishable to $P$) if $P$ begins with the same private input in both executions and, for each shared-memory access performed by $P$, $P$ receives the same response in the two executions. Many of the arguments in succeeding chapters will use the fact that a process must produce the same output value in any two executions of a protocol which are indistinguishable to it.

§2.4 Wait-Free Implementations

In the model considered here, protocols must tolerate asynchrony and any number of failures. This fault-tolerance property is called wait-freedom [31].

**Definition 2.5** A protocol is called wait-free if, in any execution, all non-faulty processes complete their programmes after a finite number of steps.

An important theme of this thesis is the ability of a set of objects to implement or simulate another type of object. A formal definition of a wait-free implementation is given here.
**Definition 2.6** Let \( O \) be a set of objects and \( P = \{P_1, \ldots, P_n\} \) be a set of processes. Let \( T = (Q, \text{OPS}, \text{RES}, \delta) \) be an object type. A (wait-free) *implementation* of an object of type \( T \) from \( O \) for the processes \( P \) consists of

1. an assignment of initial states to the objects of \( O \) for each possible initial state in \( Q \), and
2. a programme \( \Pi_i^{op} \) for each process \( P_i \in P \) and each operation \( op \in \text{OPS} \).

Each programme is of the same form as described in Definition 2.4 and outputs a value in \( \text{RES} \).

The implementation must satisfy the following correctness condition. Suppose the objects of \( O \) are initialized for the state \( q \in Q \), and each process \( P_i \) performs some sequence of programmes \( \{\Pi_i^{op_i,j}\} \) according to some schedule. Then each programme \( \Pi_i^{op_i,j} \) must terminate in a finite number of steps. If \( P_i \) does not fail during its execution. These executions of the programmes define a history of an object of type \( T \), with an invocation of \( op_{i,j} \) corresponding to the first instruction of the programme \( \Pi_i^{op_{i,j}} \), and a response corresponding to the termination of the programme. There must be a linearization of this history matching the specification of type \( T \) starting from state \( q \).

Informally, this means that an object of type \( T \) can be replaced in any protocol by the implementation from \( O \): accesses to the object are simulated by running the appropriate programme. Implementations provide a way of building complicated protocols in a modular way by constructing complex shared data structures from simpler ones. This modular approach can often simplify proofs of correctness. Implementations can be composed: if an object \( X \) of type \( T \) can be implemented from a set \( O \) of objects and all of the objects in \( O \) can, in turn, be implemented from a set \( O' \), then \( X \) can be implemented from the set \( O' \) as follows. In the implementation of \( X \) from \( O \), each operation on an object of \( O \) can be replaced by the programme that implements it using the objects of \( O' \). The initial state of \( X \) determines the initial values of the objects of \( O \) and this determines the initial values to be used for the objects of \( O' \). (Lynch's textbook [59, Chapter 13] gives a more formal description of implementations and compositions of implementations in terms of I/O automata.)

For simplicity, Definition 2.6 does not permit the programme \( \Pi_i^{op} \) to depend on the initial state of the implemented object. There is no real loss of generality in such a restriction, provided registers can be used in the implementation. An implementation can include a read-only
register that is initialized with the initial state of the simulated object. The information stored in this register can be used by the programme $\Pi_i^{op}$ to determine how to simulate the operation $op$.

§2.5 Variants of the Model

A few variants of the model are described in this section. These are defined here so that previous work related to the topics in this thesis can be described precisely.

§2.5.1 Non-determinism

In Definition 2.1, object types are deterministic: the actions of the object in response to an operation are uniquely determined by the current state of the object and the operation applied. If the uniqueness condition is relaxed, a larger class of object types, called non-deterministic types is obtained. In this case, the specification of the object type will give a set of possible actions that the object can take in response to any operation invocation. Formally, such objects can be defined by replacing the transition function $\delta: Q \times OPS \rightarrow Q \times RES$ in Definition 2.1 by a function $\nu: Q \times OPS \rightarrow \mathcal{P}(Q \times RES) - \{\emptyset\}$, which gives the (non-empty) set of possible state transitions and responses that can occur when a given operation is applied to an object in a given state.

Protocols that use non-deterministic objects are required to work correctly regardless of the non-deterministic choices made by the objects. Although most of the objects considered in the field of distributed computing are deterministic, non-deterministic specifications are sometimes useful. For example, if an object that stores an array of records has an operation that sorts the records according to some key, it may be desirable to introduce some non-determinism into the specification so that records with the same key can be arbitrarily ordered after the sort operation. This provides some additional freedom in the implementation of the object, with the knowledge that protocols that use the object will work correctly regardless of the details of the implementation of the sort operation, which may or may not shuffle records with the same key.

The issue of determinism for objects is quite separate from the distinction between deterministic and randomized protocols. Allowing non-deterministic objects makes the protocol
designer's task more difficult, since there is additional uncertainty about how objects will behave when the protocol is executed. Allowing randomization, on the other hand, gives the protocol designer extra tools to use.

§2.5.2 Non-oblivious Objects

Another variation of the basic definition of object types involves non-oblivious types. The object types defined in Definition 2.1 are called oblivious [50] because they behave in the same way towards all processes: the action an object takes in response to an operation cannot depend on the identity of the process that invoked the operation. Sometimes, one might want to restrict the set of processes that can perform an action, or possibly allow an object to respond differently to an operation, depending on the process that invoked it. Non-oblivious objects are used to model these situations. A non-oblivious object has a number of different ports to which processes must attach themselves before invoking operations. The set of available operations at each port is specified separately. Formally, such an object can be specified by giving a tuple \((Q, \text{OPS}_p, \text{RES}_p, \delta_p)\), as in Definition 2.1, for each port \(p\) of the object.

Example 2.7 A single-writer, single-reader register allows only one process to change the state and only one process to read the state. It has two ports: the writer's port called \(w\) and the reader's port called \(r\). Suppose \(Q = \mathbb{N}\). Then the behaviour of the writer and reader can be described as follows.

\[
\begin{align*}
\text{OPS}_w &= \{\text{write}(v) : v \in \mathbb{N}\} \\
\text{OPS}_r &= \{\text{read}\} \\
\text{RES}_w &= \{\text{ack}\} \\
\text{RES}_r &= \mathbb{N} \\
\delta_w(v, \text{write}(v')) &= (v'. \text{ack}), \text{ for } v, v' \in \mathbb{N} \quad \delta_r(v, \text{read}) &= (v, v) \text{ for } v \in \mathbb{N}.
\end{align*}
\]

There are several different ways to model how processes attach themselves to the ports of a non-oblivious object to gain access to the object [16, 41]. The three most commonly used models are called soft-wired, hard-wired and restricted hard-wired objects.

In the hard-wired model, at most one process may access each port of each object, and the assignment of processes to ports is part of the description of the protocol: processes are bound to ports at compile-time. The restricted hard-wired model adds the constraint that each process
may be bound to at most one port of each object. In the soft-wired binding model, different processes may access the same port of an object at different times during the execution of a programme, and the ports used by a process may be chosen at run-time. Before invoking an operation on port $i$ of a soft-wired object, a process must execute a special operation $\text{bind}(i)$ on the object, and when it has finished using the port, the process executes another command $\text{unbind}(i)$ on the object. A protocol is legal only if no process ever attempts to bind itself to a port that is currently bound to another process. If a process fails while it is bound to a port of a soft-wired object, no other process may ever use that port. Any protocol that uses the restricted hard-wired model will also be legal in the ordinary hard-wired model, and any protocol that uses the hard-wired model will also work in the soft-wired model.

One could also consider a restricted version of the soft-wired model, where each process may be bound to at most one port of each object at a time. However, this version is equivalent to the ordinary soft-wired model. A protocol $\Pi$ in the standard soft-wired model can easily be transformed into a protocol $\Pi'$ in the restricted soft-wired model by removing all bind and unbind operations, and then adding operations before and after each shared-memory access: the process binds to a port during its step just before it needs to access an object and releases the port in its next step after accessing the object. The protocol $\Pi'$ clearly satisfies the restriction that a process is bound to at most one object at a time.

Furthermore, no two processes will ever be bound to the same port at the same time in any execution of the new protocol $\Pi'$. since a process is bound to a port in the new protocol only if it was already bound to that port in the corresponding execution of the original protocol. To see why $\Pi$ gives the correct output, consider any execution $E'$ of $\Pi'$. One can obtain a corresponding execution $E$ of $\Pi$ as follows. First, remove all bind and unbind steps from $E'$, but leave the steps that access shared objects intact. Next, insert the bind and unbind operations of each process $P$ in between the access steps of $P$ as specified by $P$'s programme in $\Pi$. (The relative order of binds and unbinds by different processes can be chosen arbitrarily.) In the resulting execution $E$, each process is performing its operations as specified by $\Pi$ in the correct order. Furthermore, the sequence of accesses to each shared object is identical in $E$ and $E'$, so that accesses return the same responses in the two executions. Thus, $E$ is a legal execution of $\Pi$. 
Since \( \Pi \) is correct, and both executions produce the same results, \( \Pi' \) is also correct.

It is also possible to alter the definition of non-oblivious objects to allow for non-deterministic, non-oblivious objects by defining each port's transition function to give a non-empty set of state transitions and responses, as in Section 2.5.1.
Chapter 3

Consensus

HAMLET. Do you see yonder cloud that's almost in shape of a camel?
POLONIUS. By the mass. and 'tis like a camel, indeed.
HAMLET. Methinks it is like a weasel.
POLONIUS. It is backed like a weasel.
HAMLET. Or like a whale?
POLONIUS. Very like a whale. —Shakespeare [78]

This chapter describes the consensus problem and gives a general summary of previous work on the problem. Section 3.2 discusses the consensus hierarchy, and Section 3.3 describes an important proof technique called a bivalence argument. Section 3.4 discusses a special case of consensus called team consensus.

§3.1 The Consensus Problem

In the consensus problem, a set of two or more processes must agree on a common value from a set of input values. Each process is given a value as input. Assume the input values are natural numbers. Initially, no process has any information about the input value of any other process. The goal is to have processes decide on output values so that the following three properties are satisfied in every possible execution.

Termination: Every non-faulty process outputs a value after a finite number of steps.
Agreement: All output values of processes are the same.
Validity: The output value of each process is the input value of some process.

A faulty process may or may not output a value; if it does, the value must satisfy the agreement and validity properties. The validity condition ensures that the problem cannot be
solved trivially by having every process always output zero. The consensus problem for a single process is sometimes considered to be a degenerate case which can be solved trivially without using shared memory at all by having the single process return its own value. The consensus problem for \( n \) processes is sometimes called the \( n \)-consensus problem.

Several variants of the consensus problem have been studied. A version of the consensus problem was first studied by Pease, Shostak and Lamport [55, 66]. De Prisco, Malkhi and Reiter [24] describe five versions of the problem where the validity constraint is weakened in different ways. Leader election and binary consensus are special cases of the ordinary consensus problem. For leader election, the input to each process is its own (unique) process id. For binary consensus, all inputs to processes are either 0 or 1. Any binary consensus protocol can be used repeatedly to solve the leader election problem, if shared registers are available. Each process first writes its id to a register, and then executes a protocol to agree on the output id one bit at a time. Process \( P \) begins by proposing the bits of its own id. If the agreed value for a bit ever differs from the value \( P \) proposed, the process reads the registers to find a process id whose bits are the same as the bits that \( P \) has already agreed on, and then begins proposing the remaining bits of that id. A leader election protocol can be used to solve consensus, if registers are available, by having each process write its input to a register before electing a leader; each process then outputs the value written by the leader. Thus, the consensus, binary consensus and leader election problems can all be reduced to one another (if registers are available).

Chaudhuri introduced the problem of \( k \)-set consensus [20, 33] where, instead of having all processes return the same value, the set of values returned by processes must have at most \( k \) elements. Thus, the ordinary consensus problem is 1-set consensus. For approximate agreement [26, 73], the values returned need not be identical; instead, they must all be within an interval of bounded size. In the simplex agreement problem [16] and loop agreement problems [34], processes begin with a vertex in a simplicial complex and must decide on a vertex of the complex so that all vertices chosen lie on a single simplex (subject to certain validity conditions).
§3.1.1 Universal Constructions

Section 1.2 pointed out the importance of the consensus problem in studying the power of different kinds of distributed systems. This is largely due to Herlihy's universality result.

**Theorem 3.1** [31] If an object type can be used (with registers) to solve consensus among \( n \) processes, then it can be used, along with registers, to implement any object type in a system of \( n \) processes.

The essential idea of Herlihy's universal construction is to have the system build a linked list of nodes, each one representing one operation on the simulated object. The simulated operations are linearized in the order that they appear on the list. Processes solve consensus to agree on the order in which nodes should be added to the end of the list. For each node in the list, a process can compute the response and new state that results from the simulated operation by applying the transition function to the state resulting from the previous node's simulated operation. To ensure that the implementation is wait-free, processes spend part of their time helping one another to add nodes to the list. This helping mechanism was designed to ensure that every simulated operation is eventually added to the list.

Plotkin gave a similar kind of universal construction [68]. Jayanti and Toueg [47] gave a more practical version of Herlihy's construction. Researchers have created more efficient universal constructions from various primitive object types [2, 19, 32]. Recently, Jayanti [43, 45] has studied some fundamental limitations on the efficiency of universal constructions.

§3.1.2 Consensus Objects

It is sometimes useful to think of the consensus problem in terms of an object type. A consensus object is accessed by a propose operation with a non-negative integer value as its argument. If the object starts in the initial state \( \bot \), it returns, as the response to all operations, the first value that is proposed to it. Formally, the object type can be specified as follows.

\[
Q = \{\bot\} \cup \mathbb{N}
\]

\[
\text{OPS} = \{\text{propose}(v) : v \in \mathbb{N}\}
\]
\[
\text{RES} = \mathbb{N}
\]

\[
\delta(\perp, \text{propose}(v)) = (v, v), \text{ for } v \in \mathbb{N}
\]

\[
\delta(v', \text{propose}(v)) = (v', v'), \text{ for } v, v' \in \mathbb{N}
\]

Let \( n \) be a positive integer. An \( n \)-consensus object has similar external behaviour to a consensus object for the first \( n \) accesses, if it is initialized to the state \( \perp \). However, after \( n \) accesses, the object never again reveals the first value proposed to it. The formal description below captures this by adding to the state a counter which keeps track of the number of \text{propose} operations that have been performed since the object was in the state \( \perp \).

\[
Q = \{ \perp \} \cup (\mathbb{N} \times \{1, 2, \ldots, n\})
\]

\[
\text{OPS} = \{ \text{propose}(v) : v \in \mathbb{N} \}
\]

\[
\text{RES} = \mathbb{N} \cup \{ \text{ack} \}
\]

\[
\delta(\perp, \text{propose}(v)) = ((v, 1), v), \text{ for } v \in \mathbb{N}
\]

\[
\delta((v', i), \text{propose}(v)) = ((v', i + 1), v'), \text{ for } v, v' \in \mathbb{N}, 1 \leq i \leq n - 1
\]

\[
\delta((v', n), \text{propose}(v)) = ((v', n), \text{ack}), \text{ for } v, v' \in \mathbb{N}
\]

The problem of solving consensus among \( n \) processes is equivalent to the problem of implementing an \( n \)-consensus object.

\textbf{§3.2 The Consensus Hierarchy}

Because of the central role of the consensus problem in studying the relative power of different types of shared memory, researchers have classified types of shared memory according to their power to solve consensus.

The \textit{consensus number} of an object type \( T \), denoted \( \text{cons}(T) \), is the maximum number of processes that can solve consensus using objects of type \( T \) and \textit{registers}, or infinity if no such maximum exists. This classification is called the consensus hierarchy [31, 42]. When the consensus number of a type is \( \infty \), the type is called \textit{universal}, since it can be used to implement any object in a system with any number of processes, by Theorem 3.1. If a type has consensus number \( n \), it is said to be at level \( n \) of the consensus hierarchy. Thus, higher levels in the hierarchy contain more powerful objects.
Jayanti [42, 44] discussed several similar hierarchies that classify object types into the levels $\mathbb{Z}^+ \cup \{\infty\}$. He identified several desirable properties of such classifications. A hierarchy is called a wait-free hierarchy if any object type at level $n$ is capable of implementing every object type in a system of $n$ processes. By Theorem 3.1, the consensus hierarchy is a wait-free hierarchy. A wait-free hierarchy is called tight if every type is at as high a level as possible: i.e. any type that can implement every other type for $n$ processes is at level $n$. The consensus hierarchy is the unique tight wait-free hierarchy. A hierarchy is called robust if no object at one level of the hierarchy can be implemented by a collection of object types from lower levels. Intuitively, this means that weak objects cannot be combined to implement stronger objects. Robustness of the consensus hierarchy will be discussed in Chapter 6.

The first type whose consensus number was known was the register. It is at level one of the hierarchy. Loui and Abu-Amara [58] proved this, building on the first impossibility result for the consensus problem in a message-passing system with halting failures, by Fischer, Lynch and Paterson [28]. Herlihy's initial paper on the consensus hierarchy [31] gave the consensus numbers of several fundamental types. For example, he showed that the type queue is at level two, that compare&swap is at level infinity, and that a collection of registers is at level $2m-2$, if processes may write to $m > 1$ of the registers in a single atomic action.

§3.2.1 Consensus Using Several Object Types

Distributed systems sometimes contain several different types of objects. Consensus numbers are defined for single types. There is no real loss of generality in defining them this way, however, since for any set of types, one can define a single type that has equivalent power.

**Definition 3.2** Let $T_1 = (Q_1, \text{OPS}_1, \text{RES}_1, \delta_1)$ and $T_2 = (Q_2, \text{OPS}_2, \text{RES}_2, \delta_2)$ be two types. Assume that the state sets $Q_1$ and $Q_2$ are disjoint. (If they are not disjoint, the states of one of the types can be renamed so that they are.) Define the type

$$T_1 \lor T_2 = (Q_1 \cup Q_2, \text{OPS}_1 \cup \text{OPS}_2, \text{RES}_1 \cup \text{RES}_2 \cup \{\text{ack}\}, \delta),$$

where $\delta(q, op) = \delta_i(q, op)$ if $q \in Q_i$ and $op \in \text{OPS}_i$, for some $i \in \{1, 2\}$ and $\delta(q, op) = (q, \text{ack})$ otherwise.
The $\lor$ operator can be used to build complex types out of simpler types. Afek, Merritt and Taubenfeld [4] described a variety of similar operators, called *combinators*. An object of type $T_1 \lor T_2$ behaves either like an object of type $T_1$ or like an object of type $T_2$, depending on the state in which it is initialized. If it starts in a state of $Q_1$, it behaves like an object of type $T_1$. If a process then tries to apply any operation that is not defined on $T_1$, it has no effect on the object. This definition (and the following results) can be extended in the natural way from two types to any finite set of types.

**Proposition 3.3** Consider one system equipped with objects of types $T_1$ and $T_2$ and another system equipped with objects of type $T_1 \lor T_2$. Any protocol that runs in one system can be adapted to run in the other.

**Proof:** Any protocol that uses objects of types $T_1$ and $T_2$ can be run in a system that has objects of type $T_1 \lor T_2$, simply by replacing each of the objects by an object of type $T_1 \lor T_2$.

Consider any protocol that uses objects of type $T_1 \lor T_2$. It can be run in a system with objects of types $T_1$ and $T_2$ by replacing each object $O$ by an object of type $T_1$, if the initial state of $O$ is a state of $T_1$, or by an object of type $T_2$ otherwise. Whenever the protocol attempts to perform an operation on one type of object that is only defined for the other type of object, it can be simulated without using shared memory by simply returning the value $\text{ack}$. □

**Corollary 3.4** A system equipped with objects of types $T_1$, $T_2$ and registers can solve consensus among $n$-processes if and only if $\text{cons}(T_1 \lor T_2) \geq n$.

### §3.2.2 Deciding Consensus Numbers

*It's a perfect situation
I can't hope to understand.*
—Electronic [27]

The proofs required to classify individual object types into the consensus hierarchy are often fairly intricate (see, for example, [56]), so a general technique for determining the consensus number of a given type would be desirable. However, Jayanti and Toueg [47] showed that
there is no algorithm that can determine the consensus number of an object type, given its sequential specification. The sequential specification can be treated as a finite input by using a Turing machine to describe the transition function. In fact, Jayanti and Toueg showed that it is impossible to determine whether the type is at level one of the consensus hierarchy. Their proof uses some unusual object types which first simulate a Turing machine and then solve consensus if and only if the simulation halts. Thus, they showed that the undecidable halting problem for Turing machines reduces to the problem of determining the consensus number of object types.

Jayanti and Toueg's undecidability result means that the goal of automatically classifying object types into the consensus hierarchy cannot be achieved fully. This thesis therefore concentrates on specific classes of objects and gives characterizations of the types within those classes of objects that are at level $n$ of the consensus hierarchy. It will be shown that, when the object types in question have finite state sets, the conditions that characterize the ability to solve consensus among $n$ processes are decidable, although the decision algorithms do not run in polynomial time. The classes considered are readable objects and read-modify-write objects, which are natural classes that contain many of the most commonly considered shared object types. This thesis also gives general results about the consensus numbers of complex types built from simpler types whose consensus numbers are known.

§3.3 Bivalency Arguments

Fischer, Lynch and Paterson [28] introduced an important proof technique, called a bivalency argument, which has been widely used to establish the impossibility of consensus for many different types of shared memory. Some of the proofs in this thesis use bivalency arguments. This section introduces some useful terminology for bivalency arguments.

A configuration of a protocol at any moment in its execution consists of the state of every shared object, together with the internal state of every process. A configuration captures all of the information about the current status of the execution. A configuration of the protocol before any process has taken a step is called an initial configuration of the protocol. There are different initial configurations, one for each possible input to the protocol. One can think
of the configurations of a protocol as the nodes of a directed graph that has an edge from configuration \( A \) to configuration \( B \) whenever a single step by some process will take the system from \( A \) to \( B \). The configuration \( B \) is called a \textit{successor} of \( A \). Each path starting from an initial configuration represents an execution of the protocol, so that such a graph encodes all information about possible executions. A configuration of a consensus protocol is \textit{univalent} if all possible executions that continue from that configuration lead to the same output value. The configuration is called \textit{multivalent} otherwise.

A bivalency argument to prove that consensus is impossible in some shared-memory model works by showing that the final decision about the output value can never take place. The argument, a proof by contradiction, proceeds as follows. One assumes that there does exist some protocol that solves consensus. One first shows that any consensus protocol has a multivalent initial configuration, using the validity condition. Next, one shows that every multivalent configuration has a multivalent successor. Thus, it is possible to construct an infinite execution in which every configuration is multivalent, violating the termination condition.

A \textit{critical configuration} \( C \) is a multivalent configuration, all of whose successors are univalent. Essentially, this means that the system has not, collectively, made a decision about the final output value in configuration \( C \), but one further step by any process will determine the output value. The first step that a process takes after a critical configuration is called the \textit{critical step} of that process. Since \( C \) itself is multivalent, critical steps taken by the processes from \( C \) must lead to at least two different output values. The output value that is eventually decided if process \( P \) is scheduled first after the critical configuration is called the \textit{critical value} of process \( P \) (for configuration \( C \)). The earlier assumption that object types are deterministic is essential for this notion of a critical value to be well-defined: if the object accessed in the critical step is non-deterministic, different critical steps by the same process could lead to different decision values. Showing that multivalent configurations always have multivalent successors is often done by showing that the existence of a critical configuration leads to a contradiction. Frequently, this involves a technical argument by cases about what steps could possibly be taken by each process when the system is in the critical configuration.

The following well-known lemmata are important elements of most bivalency arguments.
Proofs are included, because the proofs later in this thesis build on the techniques used here. The proofs in this section are based on the original bivalency impossibility proofs [28, 58] which were done in a model with a weaker adversary that could fail at most one process.

Lemma 3.5 [28] Any consensus protocol has a multivalent initial configuration.

**Proof:** Consider the initial configuration when one process, \( P \), has input 0 and another process, \( Q \), has input 1. By the validity condition and termination conditions, a solo execution by process \( P \) must terminate with the output value 0, since \( P \) cannot distinguish this execution from the situation where all processes have input 0. Similarly, a solo execution by process \( Q \) must have output value 1. Thus, the initial configuration is multivalent. ☐

Lemma 3.6 [28] For any consensus protocol, there is some execution that includes a critical configuration.

**Proof:** Assume there are no critical configurations in any execution of the algorithm, to derive a contradiction. Then every multivalent configuration has a multivalent successor. By Lemma 3.5, there is a multivalent initial configuration. So there is an infinite execution \( \sigma \) in which every configuration is multivalent. However, whenever a process outputs a value, the protocol must be in a univalent configuration, since, by the validity condition, the outputs of all processes must be the same as the output already produced. Therefore, no process can ever output a value in the execution \( \sigma \). This violates the termination condition of consensus. ☐

Lemma 3.7 [58] For any critical configuration of a consensus protocol, there is one object that is accessed by the critical step of every process. For each process, there is some execution from the critical configuration where the critical step of the process changes the state of the object.

**Proof:** Assume the statement is false to derive a contradiction. Then there must be either two processes, \( P \) and \( Q \), that have different critical values but access different objects during their critical steps or one process, \( Q \) whose critical step never changes the state of the object. Consider an execution from the critical configuration in which \( P \) takes the first step, \( Q \) takes the second step, and then \( P \) runs until it terminates. Process \( P \) cannot possibly distinguish
This execution from the execution starting from the critical configuration where $Q$ takes one step and then $P$ runs until it terminates. Thus, $P$ must output the same value in both of these executions, contradicting the fact that $P$ and $Q$ have different critical values.

This proof illustrates an important idea in bivalency arguments. The critical steps of processes $P$ and $Q$ on different objects are said to *commute*, since processes cannot tell the order in which the two steps are executed. That is, no process can distinguish an execution continuing from the critical configuration with $P$ and $Q$ taking a single step each from a similar execution where the critical steps of $P$ and $Q$ are reversed. If two processes have different critical values, their critical steps cannot commute with each other.

**Lemma 3.8** [58] For any critical configuration of a consensus protocol, the object accessed by all processes in their critical steps is not a *register*.

**Proof:** Consider two processes $P$ and $Q$ with different critical values. By Lemma 3.7, they must both access the same object during their critical steps. Assume that object is a *register* to derive a contradiction. Neither process can perform a *read* during its critical step, since the critical step must be capable of changing the state of the object. So each process must perform a *write* operation in its critical step. Consider an execution from the critical configuration in which $Q$ takes one step and then $P$ runs until it terminates. Process $P$ cannot distinguish this execution from the execution starting from the critical configuration in which $P$ runs alone until it terminates. This contradicts the fact that $P$ and $Q$ have different critical values.

This proof illustrates another idea frequently used in bivalency arguments. The *write* step of process $P$ is said to *overwrite* process $Q$'s step, since no process can tell whether $Q$ executed its critical step before $P$'s critical step or not. The critical step of one process cannot overwrite the critical step of another process if the two processes have different critical values.

These tools are sufficient to prove the first impossibility result for shared-memory consensus.

**Theorem 3.9** [58] $\text{cons}(\text{register}) = 1$.

**Proof:** Assume there is a consensus protocol for two processes that uses only *registers*. By Lemmata 3.6 and 3.7, the protocol has a critical configuration, and all processes access the same
object in their critical steps. Since registers are the only shared objects available, Lemma 3.8 cannot be satisfied, so the assumption must be false. 

In addition, one can prove that no level of the consensus hierarchy is empty using the n-consensus object defined in Section 3.1.2.

**Theorem 3.10** \( \text{cons}(n\text{-consensus}) = n \).

**Proof:** There is an obvious consensus protocol for \( n \) processes that uses one \( n\text{-consensus} \) object initialized to the state \( \perp \). Each process proposes its input value to the object and outputs the response it receives.

Assume there is a consensus protocol for the processes \( P_1, \ldots, P_{n+1} \) that uses \( n\text{-consensus} \) objects and registers. By Lemma 3.6 there is a critical configuration \( C \) of the protocol. All processes access the same object \( X \) in their critical steps after this configuration, by Lemma 3.7. The object \( X \) cannot be a register, by Lemma 3.8, so it must be an \( n\text{-consensus} \) object.

Processes must have at least two different critical values, since \( C \) is multivalent. Without loss of generality, suppose processes \( P_1 \) and \( P_2 \) have different critical values. Let \( S_1 \) be the configuration reached from \( C \) by having processes \( P_1, P_2, \ldots, P_n \) each take a single step, in this order. Define \( S_2 \) similarly, except with the steps of \( P_1 \) and \( P_2 \) reversed. Regardless of the state of \( X \) in \( C \), its state in \( S_1 \) and \( S_2 \) will have second component \( n \). Thus, any further operations on \( X \) will return only the response \( \text{ack} \). Since all other objects are in the same state in \( S_1 \) and \( S_2 \), a solo execution by \( P_{n+1} \) from either of these configurations must lead to the same decision value. This contradicts the fact that \( P_1 \) and \( P_2 \) have different critical values. 

The following result, originally proved by Jayanti and Toueg [47] using different objects, follows easily.

**Corollary 3.11** There are object types at every level of the consensus hierarchy.
§3.4 Team Consensus

Let $n_1$ and $n_2$ be positive integers. The team$(n_1, n_2)$ problem is defined to be a restricted version of the general consensus problem among $n_1 + n_2$ processes where the processes are divided (in advance) into two non-empty teams of sizes $n_1$ and $n_2$ and all processes on a team receive the same input value. Proposition 3.13 shows that this restricted version of the consensus problem can be used to solve the general version. This fact will be used in succeeding chapters to simplify proofs that consensus is solvable using various types of objects.

The following lemma follows directly from the definition of the team consensus problem.

**Lemma 3.12** If a set $O$ of objects can be used to solve the team$(n_1, n_2)$ problem, then $O$ can be used to solve the team$(n'_1, n'_2)$ problem for all $n'_1$ and $n'_2$ such that $1 \leq n'_1 \leq n_1$ and $1 \leq n'_2 \leq n_2$.

**Proof:** Any protocol for the team$(n_1, n_2)$ problem may be viewed as a protocol for the team$(n'_1, n'_2)$ problem if one thinks of $n_1 - n'_1$ processes on the first team and $n_2 - n'_2$ processes on the second team failing before executing any of their steps. \(\Box\)

To solve the general consensus problem using team consensus, each team recursively chooses, from among the team's inputs, a value to represent the team, and then a team consensus protocol is used to determine which of the two representative values is the final output. The algorithm behaves like a tournament algorithm. Initially, the input value of every process is eligible to be the output. This value is proposed to successive executions of team consensus protocols with increasing numbers of processes until one of those team consensus protocols chooses a different output. The value chosen by the team consensus protocol that is run among all $n$ processes is the final output of the consensus protocol.
Proposition 3.13 For all \( i \) such that \( 2 \leq i \leq n \), let \( a_i \) and \( b_i \) be a pair of positive integers that sum to \( i \) and suppose \( O_i \) is a shared object that can be used with \( k_i \) registers to solve the team\((a_i, b_i)\) problem for all \( i \). Then \( n \)-consensus can be solved using objects \( O_2, \ldots, O_n \), together with \( \sum_{i=2}^{n} k_i \) registers.

**Proof:** The proposition will be proved by induction on \( n \). For \( n = 2 \), the team consensus problem is identical to the general problem of 2-consensus. So, consensus among two processes can be solved using \( O_2 \) and \( k_2 \) registers.

Suppose the claim holds when the number of processes is less than \( n \) (where \( n > 2 \)). This means that, for all \( m < n \), \( O_2, \ldots, O_m \) can be used together with \( \sum_{i=2}^{m} k_i \) registers to solve \( m \)-consensus. This hypothesis will be used to provide a protocol for \( n \)-consensus. Divide the \( n \) processes into two non-empty teams \( A \) and \( B \) with \( a_n \) and \( b_n \) processes, respectively. The processes of team \( A \) will first execute a consensus protocol to agree on one of their input values. If \( a_n = 1 \), no shared objects are used. Otherwise, team \( A \) can agree on an input value using \( \sum_{i=2}^{a_n} k_i \) registers and the shared objects \( O_2, \ldots, O_{a_n} \), by the induction hypothesis. Similarly, the processes of team \( B \) agree on one of their input values. If \( b_n = 1 \), no shared objects are used. Otherwise, it can be done using \( \sum_{i=a_n+1}^{n-1} k_i \) registers and the shared objects \( O_{a_n+1}, \ldots, O_{n-1} \).

This is possible, since \( O_i+\sum_{a_n+1}^{i} \) can be used with \( k_i+\sum_{a_n+1}^{i} \) registers to solve the team consensus problem among \( i \) processes for \( 2 \leq i \leq b_n \), by Lemma 3.12.

Next, the processes agree on which team’s value should be used as the common decision value. The processes execute the protocol for the team\((a_n, b_n)\) problem, with each process using the decision value of its team as its input. This can be done using \( O_n \) and an additional \( k_n \) registers. The total number of registers used by the protocol is \( \sum_{i=2}^{n} k_i \).

By the inductive hypothesis, the consensus protocol within each team is wait-free. The team consensus protocol used to decide between the two teams’ values is also wait-free. So, the entire consensus protocol is wait-free. The protocol satisfies the validity condition, since the value agreed upon by the winning team must be one of the input values of a process on that team, by the inductive hypothesis. The protocol satisfies the consistency condition, since the protocol for team\((a_n, b_n)\) must satisfy the consistency condition.\( \square \)
Proposition 3.14 Suppose that one object of type $T$ and $k$ registers can be used to solve team$(n_1, n_2)$ for some $n_1$ and $n_2$ that sum to $n$. Then, $n$-consensus can be solved using an array of $n - 1$ objects of type $T$ and $k(n - 1)$ registers.

Proof: By Lemma 3.12, one object of type $T$ and $k$ registers can be used to solve team consensus among $i$ processes (for some division of the $i$ processes into teams) for each $i$ such that $2 \leq i \leq n$. Proposition 3.13 can then be applied with the objects $O_2, \ldots, O_n$ each being objects of type $T$. \qed
Chapter 4

Read-Modify-Write Objects

Consider an object type that has state set $Q$. For any function $f : Q \rightarrow Q$, the read-modify-write operation $RMW_f$ returns the old value of the state and modifies the state by applying the function $f$. A read-modify-write (RMW) type is one where each operation is of the form $RMW_f$ for some function $f$. The exact nature of the type depends on the set of functions that can be applied by $RMW$ operations. This chapter studies the ability of different RMW types to solve consensus.

§4.1 RMW Types

The class of RMW types was defined by Kruskal, Rudolph and Snir [52]. A formal definition follows.

Definition 4.1 An object type with state set $Q$ is called a RMW type if there is a set $F$ of functions mapping $Q$ to $Q$ so that the sequential specification of the type has the following form.

\[
\begin{align*}
\text{OPS} &= \{RMW_f : f \in F\} \\
\text{RES} &= Q \\
\delta(q, RMW_f) &= (f(q), q), \text{ for } q \in Q \text{ and } f \in F
\end{align*}
\]

The sets $Q$ and $F$ need not be finite.

Example 4.2 The compare&swap type was mentioned on page 3. It has state set $Q = \mathbb{N}$, and it is equipped with operations of the form compare&swap($old, new$), where $old$ and $new$ are
elements of the state set. This operation changes the state of the object to \textit{new} if and only if the object is in the state \textit{old}, and it returns the state of the object before the operation was applied. The operation can be viewed as a \textit{RMW} operation that applies the function

$$f_{\text{old,new}}(x) = \begin{cases} 
\text{new} & \text{if } x = \text{old}, \\
x & \text{if } x \neq \text{old}.
\end{cases}$$

where \(x, \text{old}\) and \(\text{new}\) are elements of the state set. Thus, the \textit{compare\&swap} type is a RMW type with \(F = \{f_{\text{old,new}} : \text{old, new} \in \mathbb{N}\}\). This is an example of a type that is at level \(\infty\) of the consensus hierarchy [31].

In addition to \textit{compare\&swap} operations, many common operations can be viewed as \textit{RMW} operations. A \textit{read} operation that returns the state of an object without altering the state is a \textit{RMW} operation that applies the identity function.

If an object type has state set \(\mathbb{N}\), the \textit{fetch\&add} \((v)\) operation applies the function \(f_v\) defined by \(f_v(x) = x + v\), where \(x\) and \(v\) are elements of \(\mathbb{N}\).

The \textit{test\&set} object described in Example 2.2 is a RMW object where \(Q\) has two states, 0 and 1, and \(F\) contains only the constant function \(f(x) = 1\).

It is a crucial point of the definition of RMW types that every operation returns the previous value of the object. Thus, a \textit{register} is not a RMW type, since a \textit{write} command returns only the response \textit{ack}.

Herlihy [31] showed that a RMW type has consensus number greater than one if and only if it is equipped with some operation other than the trivial one that reads the state without changing it. Herlihy also gave a necessary (but not sufficient) condition on the set \(F\) to describe when RMW objects can be used with \textit{registers} to solve consensus among three processes. This chapter gives a characterization of the RMW types that are capable of solving consensus among \(n\) processes, for all positive integers \(n\). The characterization is trivial for \(n = 1\), since any type can solve consensus for one process, so it is assumed throughout this chapter that \(n \geq 2\).
§4.2 $n$-discerning RMW Types

Consider a RMW object type $T$ with state set $Q$ whose RMW operations can apply functions from the set $F$. Let $q_0$ be a state in $Q$. Partition a set of $n$ processes $\{P_1, \ldots, P_n\}$ into two non-empty teams. $A$ and $B$. Associate a function $f_i \in F$ with each process $P_i$. The functions $f_i$ need not be distinct. The type $T$ is called $n$-discerning if there exist choices for $q_0, A, B, f_1, \ldots, f_n$ so that, in any schedule in which each process $P_i$ applies the single operation $RMW_{f_i}$ to an object $X$ of type $T$ which initially has state $q_0$, every process can determine (from the value returned by its operation) whether a process from team $A$ or a process from team $B$ was the first process to take a step in the schedule. This is illustrated in Figure 4.1 for the case where $n = 3$. Team $A$ contains the processes $P$ and $Q$, and team $B$ contains only the process $R$. The figure shows an execution tree that contains all possible executions where three processes each take a single step. Each process can deduce, from the response it receives, which team went first during the execution. Such a type is called $n$-discerning because processes can easily use an object of the type to discern the difference between the schedules that start with a process on team $A$ from those that begin with a process on team $B$. This definition is formalized below. The notation $f \circ g$ is used to denote functional composition: $(f \circ g)(x) = f(g(x))$.

**Definition 4.3** Let $n \geq 2$. The RMW type $T$ defined by the state set $Q$ and the set of functions $F$ is $n$-discerning if there exist

- $q_0 \in Q$.
- a partition of the set of processes $\{P_1, \ldots, P_n\}$ into two non-empty teams $A$ and $B$, and
- a function $f_i \in F$ for each process $P_i$

such that

I. for all $j \in \{1, \ldots, n\}$, $Q_{A,J} \cap Q_{B,J} = \emptyset$.

II. for all $P_j \in B, q_0 \notin Q_{A,J}$, and

III. for all $P_j \in A, q_0 \notin Q_{B,J}$, where

$$Q_{A,J} = \{(f_{i_1} \circ \cdots \circ f_{i_\alpha})(q_0) : P_{i_1} \in A, \alpha \geq 1 \text{ and } i_1, \ldots, i_\alpha \text{ are distinct process indices, not including } j\}.$$ and

$$Q_{B,J} = \{(f_{i_1} \circ \cdots \circ f_{i_\alpha})(q_0) : P_{i_1} \in B, \alpha \geq 1 \text{ and } i_1, \ldots, i_\alpha \text{ are distinct process indices, not including } j\}.$$
In this definition, each process $P_i$ is assigned the operation $RMW_{f_i}$. Suppose all processes apply their assigned operations in some order to an object $X$ of type $T$ initially in state $q_0$. Consider a process $P_j$ on team $A$. If $P_j$ is the first process to take a step, it receives the response $q_0$. The set $Q_{A,j}$ consists of the responses $P_j$ can receive if some other process on team $A$ performs the first step. (The set $Q_{A,j}$ will be empty if $P_j$ is the only process on team $A$, since any sequence of process indices that starts with the index of a process on team $A$ must include $j$. It may be the case that $q_0$ is in $Q_{A,j}$.) The set $Q_{B,j}$ is the set of responses $P_j$ can receive if a process from team $B$ takes the first step. Thus, condition III ensures that $P_j$ can distinguish, using the response it receives, executions in which $P_j$ itself takes the first step from those executions in which a process from team $B$ takes the first step. Condition I ensures that $P_j$ can distinguish executions starting with another process on team $A$ from those in which a process on team $B$ takes the first step. (Similarly, if the process $P_j$ is on team $B$, conditions I
and II guarantee that it can tell which team took the first step.)

It will be shown, in Theorems 4.6 and 4.9, that RMW objects of type \( T \) can be used with registers to solve \( n \)-consensus if and only if \( T \) is \( n \)-discerning.

**Example 4.4** Consider the test\&set type defined in Example 2.2. This RMW type is 2-discerning, but not 3-discerning.

To see that the test\&set type is 2-discerning, let \( q_0 = 0 \) and divide the processes into the teams \( A = \{P_1\} \) and \( B = \{P_2\} \). For this type, \( F \) contains only the constant function \( f(x) = 1 \), so this function must be used as \( f_1 \) and \( f_2 \). Then, \( Q_{A,1} = \emptyset, Q_{B,1} = \{1\}, Q_{A,2} = \{1\} \) and \( Q_{B,2} = \emptyset \). These sets satisfy the conditions in the definition of a 2-discerning RMW type.

To see that the test\&set type is not 3-discerning, consider any possible choice of \( q_0, A, B, f_1, f_2, \) and \( f_3 \). Without loss of generality, suppose the teams are \( A = \{P_1, P_2\} \) and \( B = \{P_3\} \). Each of \( f_1, f_2 \) and \( f_3 \) must be the constant function \( f(x) = 1 \). For any choice of \( q_0 \), \( Q_{A,1} = Q_{B,1} = \{1\} \), violating condition I of the definition. Thus, the test\&set type is not 3-discerning.

### §4.3 Necessity of the Condition

In this section, it will be shown that any RMW type that can be used to solve consensus among \( n \) processes is \( n \)-discerning. The proof uses a bivalency argument to show that the behaviour of a consensus protocol just after a critical configuration satisfies the criteria of Definition 4.3.

**Lemma 4.5** Consider any critical configuration \( S_0 \) of an \( n \)-process consensus protocol. If all processes access the same RMW object \( X \) of type \( T \) during their critical steps, then \( T \) is \( n \)-discerning.

**Proof:** Suppose the process \( P_i \) applies the operation \( RMW_{f_i} \) to \( X \) during its critical step, for \( 1 \leq i \leq n \). Let \( q_0 \) be the state of \( X \) in the configuration \( S_0 \). Let \( a \) be the critical value of one of the processes with respect to \( S_0 \). Let \( A \) be the set of processes whose critical value with respect to \( S_0 \) is \( a \), and let \( B \) contain the rest of the processes. Team \( A \) is non-empty by construction. Since \( S_0 \) is multivalent, team \( B \) must also be non-empty.

Condition I of Definition 4.3 must hold for these values of \( q_0, A, B, f_1, \ldots, f_n \). Otherwise,
let $j$ be a process index such that $Q_{A,j} \cap Q_{B,j}$ is non-empty. Then, $X$ has the same state in two configurations that can be reached from $S_0$ by sequences of steps in which each process takes at most one step. process $P_j$ takes no steps, and the first steps in the two sequences are taken by processes on opposite teams. These two configurations are indistinguishable to $P_j$. A solo execution by $P_j$ from either of these configurations would therefore lead to the same decision value, contradicting the definitions of the teams $A$ and $B$.

Condition II must also hold. Otherwise, let $j$ be the index of a process on team $B$ such that $q_0 \in Q_{A,j}$. Then, some sequence of processes, not including some process $P_j \in B$ and starting with a process on team $A$, could each take a step to arrive at a configuration that $P_j$ cannot distinguish from $S_0$. A solo execution of $P_j$ from these two configurations would then lead to the same decision, contradicting the fact that $P_j$ is on team $B$.

The argument that condition III holds is symmetric. 

This lemma can be combined with a bivalency argument to prove that the conditions for being $n$-discerning are necessary for solving $n$-process consensus using RMW objects.

**Theorem 4.6** If the $n$-consensus problem can be solved using objects of a RMW type $T$ and registers, then $T$ is $n$-discerning.

**Proof:** Suppose there is some protocol for $n$-process consensus using objects of RMW type $T$ and registers. By Lemma 3.6, there is a critical configuration, $S_0$, of the protocol. By Lemma 3.7, the critical step of each process after $S_0$ must access the same object, $X$. This object $X$ must be of type $T$, by Lemma 3.8. It follows from Lemma 4.5 that the type $T$ is $n$-discerning.

This theorem provides a condition on a RMW type $T$ that is necessary for that type to be at level $n$ of the consensus hierarchy or higher. In fact, one can also use this theorem to obtain a necessary condition that applies to any object type at all. Let $T$ be an object type with the sequential specification $(Q, OPS, RES, \delta)$. One can define a related RMW type $T'$ given by the sequential specification $(Q, OPS, RES, \delta')$ where $\delta'(q, op) = (q', q)$ whenever $\delta(q, op) = (q', res)$. An object of type $T'$ can trivially implement an object of type $T$: to simulate an operation $op$ on the object of type $T$, a process simply applies the same operation to the object of type $T'$.
The object will undergo the same state transition as the simulated object, say from state $q$ to state $q'$. To determine the result of the simulated operation, the process can simply compute $\delta(q, op)$. Since $q$ is returned as the result of the operation on the object of type $T'$. Thus, $\text{cons}(T') \geq \text{cons}(T)$. So, for any type $T$, $\text{cons}(T) \geq n$ only if the related RMW type $T'$ is $n$-discerning. A similar (and strictly stronger) general necessary condition will be given when $n$-discerning readable objects are discussed in Section 5.3.

The condition of the previous paragraph can also be extended to non-deterministic object types. Given a non-deterministic type $\mathcal{N}$ specified by $(Q, \text{OPS}, \text{RES}, \nu)$, one can obtain a strictly stronger deterministic type $T$ by fixing one of the possible choices that the object can make in response to each action. That is, for each state $q$ and operation $op$, define $\delta(q, op)$ to be one element of the set $\nu(q, op)$, chosen arbitrarily. Let $T$ be the type specified by $(Q, \text{OPS}, \text{RES}, \delta)$. The deterministic type $T$ can trivially implement the non-deterministic type $\mathcal{N}$. Let $T'$ be the type constructed from $T$ as in the previous paragraph. Then, if $\mathcal{N}$ can solve consensus among $n$ processes, $T'$ must be $n$-discerning.

§4.4 Sufficiency of the Condition

In this section, it is shown that any $n$-discerning RMW type is at level $n$ of the consensus hierarchy or higher. The properties of $n$-discerning types are first used to construct a protocol for team consensus among $n$ processes, which can be used to solve the general consensus problem as described in Section 3.4.

**Lemma 4.7** Let $T$ be an $n$-discerning RMW type. An object of type $T$ and two registers can be used to solve team consensus among $n$ processes.

**Proof:** Divide the processes into two non-empty teams $A$ and $B$, assign a function $f_i$ to each process $P_i$ (for $1 \leq i \leq n$), and choose $q_0$ to satisfy the conditions of Definition 4.3. An algorithm will be constructed for the team($|A|, |B|$) problem. The algorithm uses an object $X$ of type $T$ that initially has state $q_0$ and two registers called $R_A$ and $R_B$.

Each process $P_j$ first writes its team's common input value into the register $R_A$, if it belongs to team $A$, or into the register $R_B$, if it belongs to team $B$. Each process $P_j$ then performs its assigned operation $RMW_{f_j}$ on the object $X$ and uses the result of this operation.
to determine whether a process from team A or from team B was the first to access X.

Without loss of generality, suppose that process $P_j$ belongs to team A. If $P_j$'s RMW operation returns the response $q_0$, then a process from team A was the first to access X. To see why this is true, suppose some processes, starting with a process from team B, did access X before $P_j$. Let $i_1, \ldots, i_\alpha$ be the sequence of indices of these processes, in the order that they accessed X. Then $(f_{i_\alpha} \circ \cdots \circ f_{i_1})(q_0) = q_0$ and $P_{i_1} \in B$, violating condition III. If $P_j$'s RMW operation returns a response different from $q_0$, the process must be able to deduce which team accessed X first by checking whether the response belongs to $Q_{A,j}$ or $Q_{B,j}$. These two finite sets are disjoint (by condition I), and contain all possible states of the object X that can be observed by process $P_j$ in this protocol. Once $P_j$ decides whether team A or team B accessed X first, it returns the value in $R_A$ or $R_B$, respectively.

Each process performs only $O(1)$ steps, so wait-free termination is guaranteed. The protocol satisfies the validity condition, since the winning team's value is written into the team's register before any process from that team can access the object X. The protocol satisfies the consistency condition, since all processes agree on the winning team and return the value of that team's register (which never changes after it is first written, since all processes on the same team have the same input value).

The main results of this section now follow easily.

**Theorem 4.8** The RMW objects $X_2, \ldots, X_n$ can be used, together with $2(n - 1)$ registers, to solve n-consensus if the type of $X_i$ is $i$-discerning.

**Proof:** Immediate from Proposition 3.13 and Lemma 4.7. □

**Theorem 4.9** An array of $n - 1$ RMW objects of type T can be used, together with $2(n - 1)$ registers, to solve n-consensus if T is n-discerning.

**Proof:** Immediate from Proposition 3.14 and Lemma 4.7. □

Theorems 4.6 and 4.9 can be combined to get the following characterization.

**Theorem 4.10** Suppose T is a RMW type. Then, $\text{cons}(T) \geq n$ if and only if T is n-discerning.
§4.5 Consequences of the Characterization

The constructive proof of Theorem 4.9 includes an upper bound on the complexity of solving \( n \)-consensus using \( n \)-discerning RMW objects. Thus, it establishes a kind of "gap": for any RMW type, the consensus problem can either be solved in linear time per process and linear space, or it cannot be solved at all. If, when choosing the teams to satisfy the criteria of Definition 4.3, the two teams can be chosen to be of roughly equal size, then the number of steps per process can be reduced to \( O(\log n) \).

Combining the characterization in Theorem 4.10 with Herlihy's universality result (Theorem 3.1) yields a useful corollary.

**Corollary 4.11** Objects of a RMW type \( T \) can be used, with registers, to implement every type of object in a system of \( n \) processes if and only if \( T \) is \( n \)-discerning.

When finite RMW object types are considered, the characterization gives a decision algorithm for a problem that is undecidable in general (see Section 3.2.2).

**Corollary 4.12** If the set of possible states for the RMW objects is finite, the following question is decidable: "Given an integer \( n \) and the sequential specification of a RMW type \( T \), can \( n \)-consensus be solved using objects of type \( T \) and registers?".

**Proof:** If the state set of the type is finite, then the number of different functions that can be applied by \( RMW \) operations is also finite. One can check whether the conditions of Definition 4.3 are satisfied for each of the finite number of possible choices of \( q_0, A, B \) and \( f_1, \ldots, f_n \) in a finite amount of time. \( \square \)

For every value of \( n \), there is a RMW object type with consensus number exactly \( n \). This can be shown by considering a RMW type that behaves like a sticky bit [68] that gets reset after \( n \) accesses.
Proposition 4.13 Let $n \geq 2$ be an integer and $Q = \{\bot\} \cup (\{A, B\} \times \{1, \ldots, n-1\})$. Let $F$ be the set $\{f_A, f_B\}$, where, for team $\in \{A, B\}$.

\[
f_{\text{team}}(\bot) = (\text{team}, 1), \\
f_{\text{team}}(y, z) = (y, z + 1), \text{ for } y \in \{A, B\} \text{ and } 1 \leq z < n-1, \text{ and} \\
f_{\text{team}}(y, n-1) = \bot, \text{ for } y \in \{A, B\}.
\]

Then the RMW type $\mathfrak{r}_n$ defined by $Q$ and $F$ is $n$-discerning, but not $(n+1)$-discerning.

**Proof:** First, it will be shown that the type $\mathfrak{r}_n$ is $n$-discerning. Let $q_0 = \bot, A = \{P_1\}, B = \{P_2, \ldots, P_n\}$, $f_1 = f_A$, and $f_2 = \ldots = f_n = f_B$. Then, each element of $Q_{\text{team}, j}$ is an ordered pair whose first component is team. The conditions of Definition 4.3 are therefore clearly satisfied.

Next, it will be shown that $\mathfrak{r}_n$ is not $(n+1)$-discerning. Consider any choice of $q_0, A, B, f_1, \ldots, f_{n+1}$.

If $q_0$ is an ordered pair, let $z$ be the second component of $q_0$. Let $P_j$ be any process. Both $Q_{A,j}$ and $Q_{B,j}$ contain the element $\bot$, since any sequence of $n - z$ functions applied to $q_0$ will lead to the state $\bot$. This violates condition I in the definition of an $(n+1)$-discerning RMW type.

If $q_0 = \bot$, let $P_j$ be a process in team $B$. The set $Q_{A,j}$ contains $q_0$, since any sequence of $n$ functions, when applied to $\bot$ leads to the state $\bot$. This violates condition II of the definition of an $(n+1)$-discerning RMW type.

The RMW type *compare\&\, swap* defined in Example 4.2 is at level $\infty$ of the consensus hierarchy [31], and the trivial RMW type with a single state is at level one of the consensus hierarchy. These facts together with the preceding proposition show that there are RMW types at every level of the consensus hierarchy.

\[\square\]
Chapter 5

Readable Objects

The class of RMW object types, studied in the preceding chapter, contains a wide variety of different types. However, many types are equipped with at least some operations that are not RMW operations. For example, registers are not RMW objects, since the write operation does not return the old state of the register. This chapter considers the class of readable objects, which allow operations of a much less restricted form. Instead of requiring that every operation returns complete information about the previous state of the object, the definition of a readable object requires that processes are able to determine the state of the object by read operations, which are available in addition to any other operations. The state of an object is often stored explicitly in the shared memory of a system, so that a read operation that simply returns this state would be one of the operations with which many object types would naturally be equipped. Thus, readable object types form a large and natural class. This chapter gives a combinatorial characterization of the readable types that are capable of solving \(n\)-process consensus, for any \(n\). Since any type can solve consensus for one process, it is assumed throughout this chapter that \(n \geq 2\). The characterization and proofs given in this chapter are similar to, though somewhat more complicated than, those given for RMW types in the previous chapter.

§5.1 Readable Object Types

An object type is called readable if processes can read the object’s state, without altering it. The read operation need not read the entire state in a single atomic action; instead, processes might only be able to read the state piece-by-piece. This is formalized in the following definition.
**Definition 5.1** Let $T$ be an object type whose state set is the Cartesian product $Q = \bigtimes_{k \in \Gamma} Q_k$, where $\Gamma$ is an index set and $Q_k$ is a set for each $k \in \Gamma$. If, for each $k \in \Gamma$, the type $T$ is equipped with an operation $\text{read}(k)$, which does not change the state of the object and returns the current value of component $k$ of the state, then $T$ is called a *readable object*. Neither $\Gamma$ nor $Q_k$ need be finite. In addition to the $\text{read}$ operations, the type $T$ may be equipped with any other collection of operations, called *update* operations.

The *register* type, defined in Definition 2.3 is an example of a readable type. In this case, $\Gamma$ is a singleton set, since a process can read the entire state of the object using a single operation. This is an example of a type that is readable, but is not a RMW type.

**Example 5.2** This example presents an idealized version of the random access memory. Consider a shared object made up of a collection of memory cells, indexed by the natural numbers. Suppose each cell contains a natural number. Then the state set is $Q = \bigtimes_{k \in \mathbb{N}} \mathbb{N}$. The operation $\text{read}(k)$ returns the contents of the $k$th cell. The operation $\text{write}(k, v)$ stores the natural number $v$ into the $k$th cell of memory. The operation $\text{indirect-write}(k, v)$ writes the value $v$ into the cell whose index is stored in cell $k$. The operation $\text{swap}(k_1, k_2)$ exchanges the values stored in cells $k_1$ and $k_2$. This is a readable type. It is necessary to treat the entire collection of cells as a single object, since a single $\text{swap}$ operation can change the value of any pair of cells. For this object type, the exact cells that will be accessed by an operation might not be predictable at compile-time.

There are some types that belong to the class of RMW types and to the class of readable types. In fact, any RMW type that is augmented with a $\text{read}$ operation belongs to both classes, since the $\text{read}$ operation can be viewed as a RMW operation that applies the identity function.

The *test&set* object type, defined in Example 2.2, is an example of a RMW type that is not readable, since any operation that is performed on the object could change the state of the object. A *stack* is an example of an object type that is neither a RMW type nor a readable type.
§5.2 $n$-discerning Readable Objects

As for RMW types, a readable type will be called $n$-discerning if $n$ processes divided into two teams can each perform a single update operation on an object and then deduce which team accessed the object first in some simple way without performing further update operations. More formally, a readable type $T$ is defined to be $n$-discerning if a set of $n$ processes can be partitioned into two non-empty teams and a single operation can be assigned to each process so that if any group of processes each perform their own operation on an appropriately initialized object $X$ of type $T$, then each process in the group could determine which team accessed $X$ first, provided that it could see the final state of $X$. The operation assigned to each process cannot be a read operation: it must be possible for the operation to update the state of the readable object. This can be stated precisely as follows.

**Definition 5.3** Let $n \geq 2$. The readable type $T$ is called $n$-discerning if there exist

- a state $q_0 \in Q$,
- a partition of the set of processes $\{P_1, \ldots, P_n\}$ into two non-empty teams $A$ and $B$, and
- an update operation $op_i$, for $1 \leq i \leq n$,

such that

$$R_{A,j} \cap R_{B,j} = \emptyset \text{ for all } j \in \{1, \ldots, n\}$$

where $R_{A,j}$ is the set of pairs $(r, q)$ for which there exist distinct process indices $i_1, \ldots, i_\alpha$ including $j$ and with $P_{i_1} \in A$ such that if $P_{i_1}, \ldots, P_{i_\alpha}$ each perform their operations $op_{i_1}, \ldots, op_{i_\alpha}$ (in that order) on an object of type $T$ that is initially in state $q_0$, $P_j$ gets the result $r$, and the object ends in state $q$. The set $R_{B,j}$ is defined similarly as the set of pairs $(r, q)$ for which there exist distinct process indices $i_1, \ldots, i_\alpha$ including $j$ with $P_{i_1} \in B$ such that if $P_{i_1}, \ldots, P_{i_\alpha}$ each perform their operations (in that order) on an object of type $T$ that is initially in state $q_0$, $P_j$ gets the result $r$, and the object ends in state $q$.

The conditions of this definition are illustrated in Figure 5.1 for the case where $n = 3$. Here, processes $P$ and $Q$ are on team $A$, and the process $R$ is on team $B$. The figure shows three of the possible executions. In each of the executions shown, each process performs a single update operation on an object, and then is able to see the state of the object at some later time (as
indicated by the binoculars). When the process sees the state, it can deduce which team took the first step. For example, consider the leftmost execution shown. Processes $P$ and $Q$ perform their operations on an object. Then process $Q$ observes the state of the object. Using this information and the response to its operation, it has enough information to determine that a process on team $A$ took the first step. Then process $R$ performs its operation. Finally, processes $P$ and $R$ each observe the state of the object and can then conclude that a process from team $A$ took the first step in the execution.

If the state of the readable object has more than one component, the process will not be able to see the entire state of the object by applying a single operation. The condition only states that if the process somehow happened to see the entire state at some point after it has performed the operation, then it would be able to deduce which team went first in the execution.
It will be shown, in Theorems 5.5 and 5.8, that readable objects of type $T$ can be used, together with registers, to solve the consensus problem for $n$ processes if and only if $T$ is $n$-discerning.

§5.3 Necessity of the Condition

It will be shown in this section that any readable type with consensus number at least $n$ is $n$-discerning. The following lemma is analogous to Lemma 4.5.

Lemma 5.4 Consider any critical configuration $S_0$ of an $n$-process consensus protocol. If all processes access the same readable object $X$ of type $T$ during their critical steps, then $T$ is $n$-discerning.

Proof: Let $q_0$ be the state of $X$ in $S_0$ and $op_i$ be the operation performed by $P_i$ in its critical step after $S_0$. As shown in Lemma 3.7, all of these operations must be update operations. Let $a$ be one of the critical values. Let team $A$ be the set of all processes whose critical value is $a$, and let $B$ be the set of all processes whose critical value is different from $a$. The two teams are non-empty, since the configuration $S_0$ is multivalent.

To derive a contradiction, suppose these choices for $q_0, A, B, op_1, \ldots, op_n$ do not satisfy Definition 5.3. Then, there is a pair $(r, q) \in R_{A,j} \cap R_{B,j}$ for some $j$. There is some sequence $i_1, \ldots, i_\alpha$ of distinct process indices, including $j$, such that $P_{i_1} \in A$ and if processes $P_{i_1}, \ldots, P_{i_\alpha}$ each perform their next operation, in that order, starting from $S_0$, process $P_j$ will receive the result $r$, and the system will end in a configuration $S_A$ where $X$ is in state $q$. There is some other sequence $k_1, \ldots, k_\beta$ of distinct process indices, including $j$, such that $P_{k_1} \in B$ and if processes $P_{k_1}, \ldots, P_{k_\beta}$ each perform their next operation, in that order, starting from $S_0$, process $P_j$ will again receive the result $r$, and the system will end in a configuration $S_B$ where $X$ is in state $q$. The configurations $S_A$ and $S_B$ are indistinguishable to $P_j$, so a solo execution by $P_j$ from either of these two configurations would lead to the same decision value. This contradicts the fact that $S_A$ and $S_B$ are univalent configurations that lead to different decision values. $\square$

Combining this lemma with a bivalency argument yields the following theorem.
**Theorem 5.5** If $n$-process consensus can be solved using any combination of *registers* and objects of a readable type $T$, then $T$ is $n$-discerning.

**Proof:** Consider an $n$-process consensus protocol that uses *registers* and objects of type $T$. There is a critical configuration $S_0$ of the protocol. By Lemma 3.6, Lemmata 3.7 and 3.8 ensure that the critical step of every process after $S_0$ applies an operation to a single object $X$, and that $X$ is not a *register*. Hence, by Lemma 5.4, $T$ is $n$-discerning. □

Theorem 5.5 may be used to provide a necessary condition for a type $T$ to be able to solve consensus that applies to any $T$, whether it is readable or not. This could be useful for establishing upper bounds on the consensus number of a type. If the type $T$ is at level $n$ of the consensus hierarchy or higher, then the set of update operations with which it is equipped must satisfy the definition for $n$-discerning readable types. This is because the addition of a *read* operation to the specification of type $T$ would create a readable type $T'$ that is at least as powerful as type $T$, so $T'$ must be $n$-discerning. But the update operations of $T'$ are identical to the update operations of $T$, so the update operations of $T$ must also satisfy the $n$-discerning conditions for readable types.

§5.4 Sufficiency of the Condition

*The great sin, as I have said, is to assume that something that has been read once has been read forever.*

—Robertson Davies [23]

The team consensus problem will now be used to show that $n$-consensus can be solved using $n$-discerning readable objects and *registers*. This provides a converse to Theorem 5.5.

**Lemma 5.6** Let $T$ be an $n$-discerning readable object type. An object of type $T$ and two *registers* can be used to solve team consensus among $n$ processes.

**Proof:** Choose $q_0, A, B, op_1, \ldots, op_n$ to satisfy Definition 5.3.

A protocol will be developed for team consensus among $n$ processes. The protocol will use one *register* for each team and one shared object $X$ of type $T$. Each process $P_j$ writes its team's common input value into its team's *register*. It then applies the operation $op_j$ to $X$ and attempts to read enough of the state of $X$ to determine which team accessed $X$ first.
The state set of $T$ has the form $Q = \bigtimes_{k \in \Gamma} Q_k$. Since $\Gamma$ may be an infinite set, it will first be shown that process $P_j$ can determine the winning team from the values of a finite number of the components. Let $R_{A,j}$ and $R_{B,j}$ be the disjoint sets defined in Definition 5.3. These sets are finite, since the number of ways to choose $\alpha, i_1, \ldots, i_\alpha$ in the definitions of $R_{A,j}$ and $R_{B,j}$ is bounded by $n \cdot n!$. For $(r, q) \in R_{A,j}$ and $(r', q') \in R_{B,j}$, let $k(q, q')$ be an element of $\Gamma$ that indexes some state component where $q$ and $q'$ differ, if such a component exists. Let $\Delta_j$ be the set of such indices $k(q, q')$ for all possible choices of $(r, q)$ and $(r', q')$. The number of such choices is finite, so $\Delta_j$ is a finite set. Let $\pi_j$ be the projection function from $Q$ to the set $\bigtimes_{k \in \Delta_j} Q_k$. This projection function discards all components of the state, except for the finite number of components indexed by the elements of $\Delta_j$.

Suppose the sets \{$(r, \pi_j(q)) : (r, q) \in R_{A,j}$\} and \{$(r', \pi_j(q')) : (r', q') \in R_{B,j}$\} have an element in common. Then there are two distinct pairs $(r, q) \in R_{A,j}$ and $(r', q') \in R_{B,j}$ such that $q \neq q'$ and $\pi_j(q) = \pi_j(q')$. This is impossible, since $k(q, q') \in \Delta_j$. Thus, process $P_j$ can discern executions in which team $A$ performed the first update from executions in which team $B$ performed the first update, using only the response to its own update operation and the projection $\pi_j(q)$ of the state $q$ of $X$ at any time after $P_j$'s update has been performed.

After performing its update operation, the process $P_j$ reads, one by one, the components of the state that are indexed by $\Delta_j$. The state of $X$ may be updated by other processes while process $P_j$ is performing this scan of the components. Each scan produces a view of the image of the state of $X$ under the projection $\pi_j$. Such a view is called accurate if it correctly reflects the state of $X$ at some moment during the execution of the scan. If an update occurs during a scan, the resulting view may not be accurate, but any scan that is not interrupted by an update will produce an accurate view.

To ensure that $P_j$ can correctly determine which team accessed $X$ first, the scan of the components of $X$ is repeated $2n - 1$ times. An update of $X$ can occur during at most $n - 1$ of these scans, so at least $n$ of the scans will return an accurate view of the state of $X$. By Definition 5.3, $P_j$ can correctly determine which team accessed $X$ first using the information from any accurate scan and the result of its operation $op_j$. Since a majority of the scans are accurate, $P_j$ can correctly determine which team accessed $X$ first. Process $P_j$ then decides on
the value stored in the register belonging to the team that accessed $X$ first.

The validity condition for the consensus problem is satisfied, since every process must agree on the team that accessed $X$ first. The consistency condition is also satisfied, since a process from the winning team must have written its value to its team's register before accessing $X$. The protocol is wait-free, since each of the $2n - 1$ scans reads only a finite number of components of $X$.

The idea of performing repeated scans to obtain a useful view has been used before in the context of shared registers [1, 7, 53]. However the criteria for deciding which views are accurate are quite different from the criteria used in the above proof. Version numbers are usually attached to the data so that two consecutive scans that have the same version number are known to be accurate.

The main results of this section follow easily from the preceding lemma and the results on team consensus from Chapter 3.

**Theorem 5.7** The readable objects $X_2, \ldots, X_n$ can be used, together with $2(n-1)$ registers, to solve $n$-consensus if the type of $X_i$ is $i$-discerning.

**Proof:** Immediate from Proposition 3.13 and Lemma 5.6. □

**Theorem 5.8** An array of $n - 1$ readable objects of type $T$ can be used, together with $2(n-1)$ registers, to solve $n$-consensus if $T$ is $n$-discerning.

**Proof:** Immediate from Proposition 3.14 and Lemma 5.6. □

Taken together, Theorems 5.5 and 5.8 provide the following characterization.

**Theorem 5.9** Suppose $T$ is a readable type. Then, $\text{cons}(T) \geq n$ if and only if $T$ is $n$-discerning.

§5.5 Consequences of the Characterization

The characterization of readable types that can solve $n$-process consensus provides an upper bound on the space required for consensus protocols. If a readable type $T$ has consensus number at least $n$, then it is possible to solve $n$-consensus using a tournament algorithm of the special
form given in the proof of Proposition 3.13, which uses \( n - 1 \) objects of type \( T \) and \( 2(n - 1) \) registers. Unlike the situation for RMW types (as described on page 42), the proofs here do not provide a good general upper bound on the time complexity of solving consensus, since the number of steps required depends on the size of the set \( \Delta_j \), which was defined in the proof of Lemma 5.6 and can have exponentially many elements.

A combination of the characterization in Theorem 5.9 and Herlihy's universality result (Theorem 3.1) provides the following corollary.

**Corollary 5.10** Readable objects of type \( T \) can be used, with registers, to implement any type of object in a system with \( n \) processes if and only if \( T \) is \( n \)-discerning.

The characterization gives a decision algorithm for determining whether a given finite readable type is capable of solving consensus among a given number of processes. This is analogous to Corollary 4.12 for RMW types.

**Corollary 5.11** If the state set of object type \( T \) and the set of possible operations on object type \( T \) are both finite, then the following question is decidable: "Given a positive integer \( n \) and a readable type \( T \), can \( n \)-consensus be solved using only objects of type \( T \) and registers?"

**Proof:** The conditions of Definition 5.3 can be checked for each of the finite number of choices of \( q_0, A, B, op_1, \ldots, op_n \) in a finite amount of time.

The conditions for being an \( n \)-discerning readable type can also be used to generalize a result about atomic snapshot objects. An atomic snapshot object behaves like a finite array of registers with an additional scan operation that reads the entire array at once. It is known that the addition of the scan operation does not increase the power of an array of registers to solve consensus, since the atomic snapshot object can be implemented from ordinary registers [1, 7, 10]. Here, it will be shown that the addition of an atomic scan operation does not increase the power of any readable object type to solve consensus.

**Corollary 5.12** Let \( T \) be a readable type. Let \( T' \) be a type that is the same as \( T \), except that it allows an additional scan operation that reads the entire state of \( T \). Then \( T \) and \( T' \) have the same consensus number.
Proof: Let \( n \) be the consensus number of \( T' \). Clearly, the consensus number of \( T \) is at most \( n \).

By Theorem 5.5, \( T' \) is an \( n \)-discerning readable type. Let \( q_0, op_1, \ldots, op_n, A \) and \( B \) be chosen to satisfy Definition 5.3 for \( T' \). None of the operations can be a scan, since scan operations never update the state of an object. Therefore, the choice of \( q_0, op_1, \ldots, op_n, A \) and \( B \) will also satisfy the Definition 5.3 for type \( T \). By Theorem 5.8, it is possible to solve \( n \)-consensus using objects of type \( T \) and registers. \( \square \)

It can be shown that, for each integer \( n > 1 \), there is a readable object type that has consensus number \( n \). The type is similar to the RMW type defined in Proposition 4.13. It is equipped with two update operations, \( propose(A) \) and \( propose(B) \). If the object begins in the state \( \bot \), it "remembers" which of the two update operations was first performed. However if more than \( n \) update operations are performed, the object gets reset to the state \( \bot \). A more formal definition follows.

**Definition 5.13** Let \( n > 1 \). Let \( T_n \) be an object type with state set \( Q = \{ \bot \} \cup \{ \{ A, B \} \times \{1 \ldots n\} \} \). The object has a read operation defined on it, which returns the entire state, as well as two update operations defined as follows.

\[
\delta(\bot, propose(\text{team})) = ((\text{team}.1), \text{ack}) \quad \text{for team} \in \{ A, B \}
\]

\[
\delta((\text{team}', z). propose(\text{team})) = ((\text{team}', z+1). \text{ack}) \quad \text{for team, team'} \in \{ A, B \} \text{ and } 1 \leq z < n
\]

\[
\delta((\text{team}', n). propose(\text{team})) = (\bot, \text{ack}) \quad \text{for team, team'} \in \{ A, B \}
\]

**Proposition 5.14** For any \( n > 1 \), the readable type \( T_n \) is \( n \)-discerning, but not \( (n + 1) \)-discerning.

**Proof:** To see that the type \( T_n \) is \( n \)-discerning, choose \( q_0 = \bot, A = \{ P_1, \ldots, P_{n-1} \}, B = \{ P_n \}, op_1 = \cdots = op_{n-1} = propose(A) \) and \( op_n = propose(B) \). If any sequence of processes take apply their assigned operation to an object that is initialized to the state \( q_0 \), the resulting state will be an ordered pair whose first component will be the team of the first process to take a step.

To show that \( T_n \) is not \( (n + 1) \)-discerning, consider any choice of \( q_0, A, B, op_1, \ldots, op_{n+1} \). Let \( X \) be an object of type \( T_n \) that is initially in state \( q_0 \). There are two cases to consider.
First, suppose \( q_0 \) is an ordered pair with second component \( n \). Consider three processes: \( P_i \) and \( P_j \) on one team and process \( P_k \) on the opposite team. Without loss of generality, suppose \( op_j = propose(A) \). If processes \( P_i \) and \( P_j \) perform their operations on \( X \), it ends in state \((A, 1)\). If processes \( P_k \) and \( P_j \) perform their operations on \( X \), it will also end in state \((A, 1)\). Thus, \((ack,(A, 1)) \in R_{A,j} \cap R_{B,j}\), violating the conditions of Definition 5.3.

Now suppose \( q_0 = \bot \) or an ordered pair whose second component is not \( n \). Let

\[
k = \begin{cases} 
  n + 1 & \text{if } q_0 = \bot, \\
  n + 1 - z & \text{if } q_0 = (y, z).
\end{cases}
\]

Let \( i_1, \ldots, i_k \) and \( j_1, \ldots, j_k \) be two sequences of \( k \) distinct process indices both containing \( j \) such that \( P_{i_l} \in A \) and \( P_{j_l} \in B \). If either sequence of processes each perform their operation on \( X \), in order, then \( X \) will end in state \( \bot \). Thus \((ack, \bot) \in R_{A,j} \cap R_{B,j}\), violating the conditions of Definition 5.3.

Thus, \( T_n \) is not \((n + 1)\)-discerning.

Registers are readable objects at level one of the consensus hierarchy. If the compare&swap type defined in Example 4.2 is augmented with a read operation, it becomes a readable type at level \( \infty \) of the hierarchy. The preceding proposition shows that there are readable objects at every other level of the hierarchy as well.
Chapter 6

Robustness of the Consensus Hierarchy

The consensus number of a type provides information about the power of a system that has objects of that type, together with registers. However, the classification of individual types into the consensus hierarchy does not necessarily provide complete information about the power of a system that contains several different types of objects. Object types which are weak when used by themselves might be more powerful when used together. This issue was first addressed by Jayanti [42, 44] who questioned whether the consensus hierarchy is robust. He defined a wait-free hierarchy to be robust if it is impossible to implement any type at some level \( n \) from any finite set of types that are each at levels strictly less than \( n \), in a system of \( n \) processes. Robustness is a desirable property since it allows one to study the power of a system with several types by reasoning about each of the types individually. The following theorem makes this explicit, using the arguments given by Jayanti [41]. The proof holds even for non-deterministic object types. Recall that a system with objects of type \( T_1 \lor T_2 \) is equivalent in power to a system with objects of types \( T_1 \) and \( T_2 \), by Proposition 3.3.

**Theorem 6.1** The following are equivalent.

1. The consensus hierarchy is robust.
2. For any types \( T_1 \) and \( T_2 \), \( \text{cons}(T_1 \lor T_2) = \max(\text{cons}(T_1), \text{cons}(T_2)) \).
3. For any finite set of types \( \{S_1, \ldots, S_k\} \), \( \text{cons}(S_1 \lor \cdots \lor S_k) = \max_{1 \leq i \leq k} \text{cons}(S_i) \).

**Proof:** \((1) \Rightarrow (2): \) By Proposition 3.3, \( T_1 \) and \( T_2 \) can be implemented by \( T_1 \lor T_2 \), so that \( \max(\text{cons}(T_1), \text{cons}(T_2)) \leq \text{cons}(T_1 \lor T_2) \), and furthermore the type \( T_1 \lor T_2 \) can be implemented
from objects of types $T_1$ and $T_2$. If the hierarchy is robust, it follows that $\text{cons}(T_1 \lor T_2) \leq \max(\text{cons}(T_1), \text{cons}(T_2))$.

(2)$\Rightarrow$(3): Follows easily by mathematical induction.

(3)$\Rightarrow$(1): To prove the contrapositive, assume the hierarchy is not robust. Then there is a type $T$ at level $n$ of the hierarchy that can be implemented from some types $S_1, \ldots, S_k$ such that $\text{cons}(S_i) < n$ for all $i$. There is a protocol for consensus among $n$ processes that uses objects of type $T$ and registers. The objects of type $T$ can be replaced by implementations from the type $S_1 \lor \cdots \lor S_k$ (by Proposition 3.3 and mathematical induction), so it follows that $\text{cons}(S_1 \lor \cdots \lor S_k) \geq n > \max_{1 \leq i \leq k} \text{cons}(S_i)$. "

\section*{§6.1 Previous Results on Robustness}

Since Jayanti first defined robustness, many researchers have studied the robustness of the consensus hierarchy. Whether the hierarchy is robust depends on the class of objects that are considered and the exact nature of the model used. It turns out that, although the hierarchy is not robust in general, there are some classes of objects for which the hierarchy is robust.

There have been a number of non-robustness results proved during the past few years. Chandra et al. [17, 18] showed that the consensus hierarchy is not robust in general. Their proof uses non-deterministic, non-oblivious objects with the hard-wired binding model. (See page 17 for a description of binding models.) Moran and Rappoport [64] showed that the hierarchy is not robust even when restricted to deterministic (but non-oblivious) objects, in the restricted hard-wired binding model. Peterson [67] also describes a non-robustness result for this model.

Schenk [77] proved that the consensus hierarchy is not robust for oblivious objects. However, his proof uses objects that can sometimes choose non-deterministically from an infinite number of possible state transitions when an operation is invoked. In addition, the proof uses a slightly different definition of wait-freedom, where the number of steps taken by a process must be bounded, although the bound may depend on the input to the protocol. This definition of wait-freedom can be shown to be equivalent to the standard definition of wait-freedom for objects with bounded non-determinism using König's Lemma [51]. Lo and Hadzilacos [57] improved
Schenk's result by showing that the hierarchy is not robust even when non-determinism is bounded and objects are oblivious.

Although the hierarchy is known not to be robust in general, all of the non-robustness proofs make use of rather unusual types of objects. In particular, all of the proofs use types that are either non-deterministic or non-oblivious. They leave open the possibility that the hierarchy is robust for some large and natural classes of objects.

Borowsky, Gafni and Afek [16] claimed that the consensus hierarchy is robust for all deterministic objects using the soft-wired binding model for non-oblivious objects. Their paper is quite complex, and a full version has not yet appeared.


§6.2 Robustness for RMW and Readable Types

Here, the characterizations of RMW and readable objects that can solve \( n \)-process consensus will be used to provide a concise proof of the robustness of the hierarchy when restricted to deterministic RMW and readable objects.

Theorem 6.2 Let \( T \) be a readable or RMW object type. Let \( S \) be a finite set of readable and RMW object types such that \( \text{cons}(T') < \text{cons}(T) \) for each \( T' \in S \). Then an object of type \( T \) cannot be implemented using objects whose types are from the set \( S \).

Proof: Let \( n = \max\{\text{cons}(T') \mid T' \in S\} + 1 \). This quantity is finite, since \( \text{cons}(T') \) is less than \( \text{cons}(T) \), and therefore finite, for each \( T' \in S \), and \( S \) is a finite set. To derive a contradiction, assume that \( T \) can be implemented from objects whose types are in \( S \).

Since \( \text{cons}(T) \geq n \), there is a protocol using objects of type \( T \) and \text{registers} that solves consensus among \( n \) processes. The objects of type \( T \) can be simulated by objects whose types are in \( S \) to obtain a protocol for \( n \)-process consensus that uses types from the set \( S \cup \{\text{register}\} \). By Lemma 3.6, there is a critical configuration, \( S_0 \), of this protocol. All processes access the same object, \( X \), during their critical step after \( S_0 \), by Lemma 3.7. Let \( T_X \) be the type of object \( X \). The object \( X \) cannot be a \text{register}, by Lemma 3.8, so \( T_X \) is either a RMW type or a readable type.
First, suppose that \( T_X \) is a RMW type. The type \( T_X \) is an \( n \)-discerning RMW type, by Lemma 4.5. It follows from Theorem 4.9 that \( \text{cons}(T_X) \geq n \), contradicting the definition of \( n \).

Now suppose that \( T_X \) is a readable type. The type \( T_X \) is an \( n \)-discerning readable type, by Lemma 5.4. By Theorem 5.8, \( \text{cons}(T_X) \geq n \), which again contradicts the definition of \( n \). \( \square \)

It follows from this theorem that the ability of a system built from a finite set \( S \) of different RMW and readable types to solve consensus is no greater than the ability of the strongest type in \( S \).

Theorems 6.1 and 6.2 allow the decidability results of Corollaries 4.12 and 5.11 to be extended to finite sets of object types. If \( S \) is any finite set of finitely-specified RMW and readable object types, then one can decide whether objects whose types are in \( S \cup \{\text{register}\} \) can be used to solve \( n \)-process consensus, by checking whether any of the types in \( S \) are \( n \)-discerning.
Chapter 7

Multiple-Access Object Types

The design of algorithms for asynchronous systems is often simplified when processes can perform more complex operations in a single atomic action. This chapter describes multi-object types and transactional object types which are built from a basic type by allowing processes to perform several of the basic type's operations in a single action. The goal of Chapters 8 and 9 is to determine how much the power of a basic type is increased in these two settings. The concept of a direct implementation, which will be used to prove lower bounds on the consensus numbers of multiple-access types is described in Section 7.3.

§7.1 Definitions

Let T be a shared object type, and let m be a positive integer. Afek, Merritt and Taubenfeld [4] defined a multi-object of type multi(T, m) to be a collection of objects of type T, indexed by the natural numbers, on which up to m independent operations can be performed in a single atomic action. (The notation T^m for multi(T, m) has been used previously in the literature.) The type T is called the base type of the multi-object type multi(T, m). The objects of type T that make up the multi-object are called the base objects. An operation on the multi-object consists of at most m pairs of the form (op, i), where op is an operation on the base type T, and i is a natural number that indexes one of the base objects. The indices used in an operation on the multi-object must be distinct from one another. The operation on the multi-object applies the operations on all of the specified base objects as a single atomic action. The operation applied to one base object cannot depend on the result of an operation on another base object that is part of the same multi-object operation, since all of the operations on the base objects
are specified in advance. The response returned by an operation on the multi-object is simply a tuple of the responses returned to all of the operations on the base objects.

A transactional object type is a more powerful kind of multiple-access type. A transactional object of type \texttt{trans}(T, m) consists of a collection of base objects of type T, indexed by the natural numbers. An operation on the transactional object (called a \textit{transaction}) can be thought of as a block of code where any execution of the code performs at most \( m \) operations on the base objects and performs no other shared-memory operations. The response a transaction returns is computed from the responses to all of its shared-memory accesses. More formally, a transaction is a collection of \( m + 1 \) (computable) functions \( f_1, \ldots, f_m, R \). Each function \( f_i \) maps tuples of \( i - 1 \) responses from objects of type T either to "nil" or to an operation on an object of type T and a natural number. The function \( R \) maps tuples of up to \( m \) responses from objects of type T to responses from the transactional object. Thus, \( f_i(r_1, \ldots, r_{i-1}) \) gives the operation to be performed and the index of the base object to be accessed during the \( i \)-th shared-memory access of the transaction when the responses received from the first \( i - 1 \) shared-memory accesses in the transaction are \( r_1, \ldots, r_{i-1} \). If, during some execution of the transaction, the function \( f_i \) evaluates to "nil", this indicates that the transaction should terminate after the first \( i - 1 \) shared-memory accesses. The response returned by the transaction is then \( R(r_1, \ldots, r_{i-1}) \). Although this definition of a transaction permits processes to do arbitrarily complicated internal computations within a transaction, all of the algorithms in this thesis that use transactional types perform very simple computations.

\textbf{§7.2 Related Work}

Herlihy [31] showed that an array of \textit{registers}, where processes are allowed to read individual \textit{registers} or write to \( m \) \textit{registers} in a single atomic action, has consensus number \( 2m - 2 \), for \( m > 1 \). Merritt and Taubenfeld [61] showed that \( n \)-process consensus can be solved using the multi-object type \texttt{multi}(*register, m) in the presence of at most \( t \) process failures if and only if \( t \leq \max(2m - 3, 0) \).

The \texttt{multi} operator is an example of an \textit{object combinator}, which is an operator that can be used to construct complex object types from simpler ones. Afek, Merritt and Tauben-
feld [4] introduced the notion of object combinators and defined several, including the multi operator. They suggested that the study of such combinators would provide insight into the nature of shared-memory systems. Their original paper studied the consensus numbers of multi-objects that use, as their base objects, queues, consensus objects and swap objects. (A swap object is equipped with a single operation that writes a new value into the state of the object and returns the old value of the state). They showed that \( \text{cons(multi(queue.2))} = \infty \). \( \text{cons(multi(n-consensus.m))} = \Theta(n\sqrt{m}) \) and \( \text{cons(multi(swamp.m))} = \Theta(\sqrt{m}) \). They also observed that any multi-object built from a commutative base type has consensus number at most two. (An object type is commutative if, for any pair of operations and any possible state of the object, the state that results from applying the two operations does not depend on the order in which they are applied.) One example of a commutative type is the test&set type defined in Example 2.2.

Jayanti and Khanna [46] defined a different kind of multi-object, which can be denoted by \( \text{multi(T.\infty)} \), where any finite number of base objects of type \( T \) can be accessed in a single atomic action. They showed that, for any type \( T \), \( \text{cons(multi(T.\infty))} \in \{1,2,\infty\} \). Their proof used the result that \( \text{cons(multi(3-consensus.m))} = \Omega(\sqrt{m}) \) [4] to show that \( \text{cons(multi(T.m))} = \Omega(\sqrt{m}) \) for any base type \( T \) with consensus number greater than two. It follows that \( \text{cons(multi(T.\infty))} = \infty \) whenever \( \text{cons(T)} > 2 \), since \( \text{cons(multi(T.\infty))} \) is equal to \( \lim_{m\to\infty} \text{cons(multi(T.m))} \). Anderson and Moir [9] described an implementation of multi-objects from object types, such as compare&swap, which have consensus number \( \infty \).

A number of researchers have studied transactional objects for particular base types. Most of the research has focused on implementing versions of transactional objects from universal object types such as compare&swap and LL/SC. The LL/SC type is equipped with two operations: the load-linked operation, \( LL \), reads the value stored in the object, and the store-conditional operation, \( SC(v) \), operation updates it to a new value \( v \). However, a \( SC \) operation performed by a process succeeds if and only if the object has not been updated since the last \( LL \) applied to the object by that process. Israeli and Rappoport [40] described a variety of implementations of versions of LL/SC and compare&swap objects where the \( SC \) and compare&swap operations are generalized to access several objects in a single atomic action. Shavit and Touitou [79]
<table>
<thead>
<tr>
<th>Base Type $T$</th>
<th>$T$ Readable?</th>
<th>$\text{cons}(T)$</th>
<th>$\text{cons}(\text{multi}(T, m))$ for $m &gt; 1$</th>
<th>$\text{cons}(\text{trans}(T, m))$ for $m &gt; 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>trivial</td>
<td>Yes</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>register</td>
<td>Yes</td>
<td>1</td>
<td>$2m - 2$</td>
<td>$\infty$</td>
</tr>
<tr>
<td>toggle</td>
<td>Yes</td>
<td>1</td>
<td>$\infty$</td>
<td>$\infty$</td>
</tr>
<tr>
<td>any commutative $T$ with $\text{cons}(T) = 2$</td>
<td>Maybe</td>
<td>2</td>
<td>2</td>
<td>$\Omega(2^{m/2})$</td>
</tr>
<tr>
<td>test&amp;set</td>
<td>No</td>
<td>2</td>
<td>2</td>
<td>$\infty (m \geq 3)$</td>
</tr>
<tr>
<td>swap</td>
<td>No</td>
<td>2</td>
<td>$\Theta(\sqrt{m})$</td>
<td>$\infty$</td>
</tr>
<tr>
<td>queue</td>
<td>No</td>
<td>2</td>
<td>$\infty$</td>
<td>$\infty$</td>
</tr>
<tr>
<td>any non-trivial $T$</td>
<td>Maybe</td>
<td>$u$</td>
<td>$\Omega(u \sqrt{m}) (u \geq 3)$</td>
<td>$\Omega(2^{m/2})$</td>
</tr>
<tr>
<td>$n$-consensus</td>
<td>No</td>
<td>$u$</td>
<td>$\Theta(u \sqrt{m}) (u \geq 3)$</td>
<td>$\Omega(u^{m-1})$</td>
</tr>
<tr>
<td>any readable $T$</td>
<td>Yes</td>
<td>$n$</td>
<td>$\Omega(nm) (n \geq 3)$</td>
<td>$\infty (T \text{ non-trivial})$</td>
</tr>
<tr>
<td>$T_n$</td>
<td>Yes</td>
<td>$n$</td>
<td>$\Theta(nm) (n \geq 3)$</td>
<td>$\infty (n \geq 2)$</td>
</tr>
<tr>
<td>$\text{toggle} \lor T_n$</td>
<td>Yes</td>
<td>$n$</td>
<td>$\infty$</td>
<td>$\infty$</td>
</tr>
<tr>
<td>any RMW $T$</td>
<td>Maybe</td>
<td>$u$</td>
<td>$\Omega(u \sqrt{m}) (u \geq 3)$</td>
<td>$\Omega(2^{m}) (n \geq 2)$</td>
</tr>
</tbody>
</table>

Table 7.1: Summary of results about multiple-access objects
described how to use LL/SC objects for a non-blocking implementation of atomic transactions on registers. (A non-blocking implementation [32] has a weaker notion of fault-tolerance than wait-freedom: there can never be an infinite execution in which no operation is completed.) Moir [63] gave a similar wait-free implementation. Attiya and Dagan [11] discussed a non-blocking implementation of operations that can access two base objects in a single action, using LL/SC objects as their primitive. They also showed that LL and SC operations can be used to solve a problem more efficiently if processes may perform operations on more than one base object in an atomic action.

Table 7.1 summarizes known results about the consensus numbers of multiple-access types, including the results in this thesis.

§7.3 Direct Implementations

Afek, Merritt and Taubenfeld [4] introduced the notion of direct implementations as a tool for studying consensus numbers of multi-objects. Type $T_1$ directly implements type $T_2$ if an implementation of $T_2$ can be constructed from objects of type $T_1$ and registers so that each simulated operation of $T_2$ can be linearized at the moment the simulation first accesses an object of type $T_1$. (It is implicit in this definition that every simulated operation contains at least one access to an object of type $T_1$.) The following lemma is an easy consequence of the definition of direct implementations.

**Lemma 7.1** [4] If type $T_1$ directly implements type $T_2$, then $\text{multi}(T_1, m)$ directly implements $\text{multi}(T_2, m)$ for any positive integer $m$.

**Proof:** Assume that the direct implementation of $T_2$ from $T_1$ uses objects of type $T_1$ called $X_0, X_1, \ldots$ and registers called $Y_0, Y_1, \ldots$. Suppose registers $R_0, R_1, \ldots$, and an object $O$ of type $\text{multi}(T_1, m)$ are available. A direct implementation of an object of type $\text{multi}(T_2, m)$ will be described.

Let $\tau$ be any computable bijection from $\mathbb{N}^2$ to $\mathbb{N}$. (For example, one could use the function $\tau(x, y) = \frac{1}{2}(x + y)(x + y + 1) + y$.) Suppose a process $P$ must simulate an operation on a $\text{multi}(T_2, m)$ object that consists of the operations $op_1, \ldots, op_r$ on the base objects with
indices \(i_1, \ldots, i_r\), respectively, where \(1 \leq r \leq m\). Process \(P\) simulates \(op_j\) on the \(i_j\)th base object using the direct implementation of \(T_2\) from \(T_1\), replacing each access to an object \(X_k\) by an access to the base object of \(O\) indexed by \(\tau(i_j, k)\) and replacing each access to register \(Y_k\) by an access to the register \(R_{\tau(i_j, k)}\). To ensure that all \(r\) of the simulated operations on the base objects can be linearized at the same moment, the steps of these simulated operations are executed by \(P\) in the following order. First, \(P\) executes consecutively all of the simulations up to, but not including, the first access to an object of type \(T_1\). It then performs the next step of every simulated operation in a single atomic operation on \(O\). The simulated operation on the object of type \(\text{multi}(T_2, m)\) can be linearized at the moment this (first) operation on \(O\) is performed. Finally, \(P\) completes the executions of every simulation one by one.

In some of the proofs, it will be useful to talk about team consensus objects, which are related to the team consensus problem that was defined in Section 3.4. The object type \(\text{team}(n_1, n_2)\) is equipped with operations of the form \(\text{propose}(i, \text{value})\). The value argument is a natural number. All \(\text{propose}\) operations performed on an object must have distinct arguments \(i\) in the range \(1 \leq i \leq n_1 + n_2\). Furthermore, all \(\text{propose}\) operations with \(i \leq n_1\) must have the same value, and all \(\text{propose}\) operations with \(i > n_1\) must have the same value. If these conditions are met, the object returns, as the result of each operation, the first value proposed to it. Processes can solve the \(\text{team}(n_1, n_2)\) problem with a \(\text{team}(n_1, n_2)\) object: each process is assigned a distinct index \(i\) that corresponds to its team, and then executes a single \(\text{propose}\) operation to solve the problem.

The following lemma will be useful for proving lower bounds on the consensus numbers of multi-objects. The proof uses a bivalency argument to convert a consensus algorithm into a direct implementation of a team consensus object.

**Lemma 7.2** Let \(n > 1\). Suppose objects of type \(T\) can be used, with registers, to solve consensus among \(n\) processes. Then, objects of type \(T\) can directly implement a \(\text{team}(n_1, n_2)\) object for some positive integers \(n_1\) and \(n_2\) with \(n_1 + n_2 = n\).

**Proof:** Consider a consensus protocol \(\Pi\) for \(n\) processes that uses objects of type \(T\) and registers. By Lemmata 3.6 and 3.7, the protocol has a critical configuration, after which the
critical step of each process is applied to the same object, say \( X \). The object \( X \) must be of type \( T \) by Lemma 3.8. Let \( a \) be the critical value of some process. Let \( n_1 \) be the number of processes that have \( a \) as their critical values and let \( n_2 = n - n_1 \).

Divide the processes of protocol \( \Pi \) into two teams. The \( n_1 \) processes with critical value \( a \) form one team and the remaining \( n_2 \) processes form the other team. The direct implementation of the \( \text{team}(n_1, n_2) \) object will use one register for each team, in addition to the objects used in the protocol \( \Pi \) which are initialized to the states they have in the critical configuration of \( \Pi \). When a processor \( P \) simulates a \( \text{propose}(i, \text{val}) \) operation on the \( \text{team}(n_1, n_2) \) object, it first writes its input value into the register of the team containing the \( i \)th process of \( \Pi \). It then simulates the \( i \)th process of protocol \( \Pi \) starting from the critical configuration. If the simulated process decides \( a \) when it completes protocol \( \Pi \), \( P \) returns the value in the first team's register. Otherwise, \( P \) returns the value in the second team's register. This ensures that every simulated operation on the \( \text{team}(n_1, n_2) \) object returns the value proposed by the first process to access \( X \), which is the first object of type \( T \) accessed by each process. Hence, this is a direct implementation of the \( \text{team}(n_1, n_2) \) object. \( \square \)
Chapter 8

Multi-objects

This chapter studies the consensus number of the type \texttt{multi}(T, m) as a function of \( m \) and the consensus number of the base type \( T \). The first result gives a lower bound on the consensus number of a multi-object built from any base type at level three of the consensus hierarchy or higher. A stronger bound is given for the class of readable base types in Section 8.2. Finally, Section 8.3 explains why one cannot provide similar upper bounds on the consensus numbers of multi-objects.

\section{A General Lower Bound}

In this section, it will be shown that, for any base type \( T \) whose consensus number \( n \) is at least three, the consensus number of \texttt{multi}(T, m) is \( \Omega(n\sqrt{m}) \). Thus, the ability to perform \( m \) independent operations in a single atomic action boosts the consensus number of a type by a factor of \( \Omega(\sqrt{m}) \). This general lower bound cannot be strengthened since the consensus number of \texttt{multi}(n - \texttt{consensus}, m) is \( \Theta(n\sqrt{m}) \) \cite{4}. However, a stronger lower bound will be proved for the class of readable base types \( T \) in the next section. The general lower bound is proved only for base types at level three of the consensus hierarchy or higher. It cannot be extended to base types at levels one and two, since \( \text{cons}(\texttt{multi}(\texttt{trivial}, m)) = 1 \) \cite{47} and \( \text{cons}(\texttt{multi}(\texttt{test&set}, m)) = 2 \) \cite{4} for all positive integers \( m \).

\textbf{Theorem 8.1} For any type \( T \) with consensus number \( n > 2 \), \( \text{cons}(\texttt{multi}(T, m)) = \Omega(n\sqrt{m}) \).

\textbf{Proof:} By Lemma 7.2, \( T \) can directly implement a \texttt{team}(n\_1, n\_2) object for some positive integers \( n\_1 \) and \( n\_2 \) that sum to \( n \). Without loss of generality, assume that \( n\_1 \geq n\_2 \). By
Lemma 7.1. \textit{multi(T, m)} can directly implement a multi-object of type \textit{multi(team(n_1, n_2), m)}. Thus, the consensus number of \textit{multi(T, m)} is at least as large as the consensus number of \textit{multi(team(n_1, n_2), m)}.

Let \( g = \lfloor \sqrt{m} \rfloor \) and \( N = g \cdot \lfloor n_1/2 \rfloor + n_2 \). A multi-object of type \textit{multi(team(n_1, n_2), m)} will be used to solve the team\((g \cdot \lfloor n_1/2 \rfloor, n_2)\) problem. Both teams will be non-empty, since \( n_1 \geq \lceil n/2 \rceil \geq 3/2 \) and \( n_2 \geq 1 \). It will then follow from Lemma 3.12 that the type \textit{multi(team(n_1, n_2), m)} (and therefore \textit{multi(T, m)}) has consensus number at least \( N = \Omega(n\sqrt{m}) \). The algorithm will be similar to the one used by Afek, Merritt and Taubenfeld \cite{4} to prove that \( \text{cons(multi(n-consensus, m))} = \Theta(n\sqrt{m}) \).

The algorithm will use a multi-object of type \textit{multi(team(n_1, n_2), m)} with \( g^2 \) base objects, arranged into a two-dimensional \( g \times g \) array. Since \( g^2 \leq m \), processes may access any number of the base objects in the array in a single atomic action. The algorithm is given in pseudocode in Figure 8.1.

Divide the \( N \) processes into two teams, \( A \) and \( B \), containing \( g \cdot \lfloor n_1/2 \rfloor \) and \( n_2 \) processes, respectively. Divide the processes of team \( A \) into \( g \) groups, \( A_1, \ldots, A_g \), each of size \( \lfloor n_1/2 \rfloor \). Suppose the inputs of processes on teams \( A \) and \( B \) are \( a \) and \( b \), respectively. The algorithm will ensure that every process decides on the value of the first process to access the multi-object. Throughout the algorithm, each process will only propose its team's input value to base objects in the array. It will be shown below that the algorithm ensures that processes access each base object correctly: the \textit{propose} operations performed by processes on team \( A \) use distinct numbers between 1 and \( n_1 \) as their first arguments, and \textit{propose} operations performed by processes on team \( B \) use distinct numbers greater than \( n_1 \) as their first arguments.

The array of base objects is shown in Figure 8.2 for the case where \( m = 16 \). Each of the sixteen rectangles represents a \textit{team(n_1, n_2)} object, which is directly implemented from an object of type \( T \).

The \( i \)th process of team \( B \) performs the operation \textit{propose}\((n_1 + i, b)\) to all base objects in a single operation. The base objects accessed by each process on team \( B \) are indicated by light shading in Figure 8.2. Only the right portion of each base object is shaded lightly to indicate that the \textit{propose} operations executed by processes on team \( B \) use first arguments in the range
shared variable
  object of type multi\texttt{team}(n_1,n_2,m) whose base objects are
  arranged into an array \texttt{C}[1..g,1..g]

\% Algorithm for ith process in group  \texttt{A}_j
local variables
  \texttt{r}[1..g]: array of integers \% responses from accessing multi-object
  \texttt{out}: integer \% output value
for 1 \leq y \leq g do atomically
  \texttt{r}[y] \leftarrow \text{result of performing} \ \texttt{propose}(i,a) \ \text{on} \ \texttt{C}[j,y]
end for
\texttt{out} \leftarrow a
for y \leftarrow 1..g
  if \texttt{r}[y] \neq a then \texttt{out} \leftarrow \texttt{r}[y]
end for
if \texttt{out} \neq a then
  for 1 \leq k \leq g do atomically
    \texttt{r}[k] \leftarrow \text{result of performing} \ \texttt{propose}([n_1/2] + i,a) \ \text{on} \ \texttt{C}[k,j]
  end for
  for k \leftarrow 1..g
    if \texttt{r}[k] = a then \texttt{out} \leftarrow a
  end for
end if
halt with output \texttt{out}

\% Algorithm for ith process of team  \texttt{B}
local variables
  \texttt{r}[1..g,1..g]: array of integers \% responses from accessing multi-object
  \texttt{out}: integer \% output value
for 1 \leq x \leq g, 1 \leq y \leq g do atomically
  \texttt{r}[x,y] \leftarrow \text{result of performing} \ \texttt{propose}(n_1 + i,b) \ \text{on} \ \texttt{C}[x,y]
end for
\texttt{out} \leftarrow b
for x \leftarrow 1..g
  for y \leftarrow 1..g
    if \texttt{r}[x,y] \neq b then \texttt{out} \leftarrow \texttt{r}[x,y]
  end for
end for
halt with output \texttt{out}

Figure 8.1: Pseudocode for Theorem 8.1
n₁ + 1 to n₁ + n₂. If every object returns b, this means that either a = b or a process from team B accessed the multi-object first, so the process outputs b. Otherwise, some base object returns a ≠ b. In this case, the process outputs a, since some process from team A must have accessed the multi-object first.

The i-th process, P, of group Aᵢ first performs the operation propose(i.a) to all objects in column j of the array in a single atomic step. If some base object returns a value b that is different from a, process P then performs the operation propose([n₁/2] + i.a) on all of the base objects in row j as a second atomic action. The operations in this second step will not affect the output of any of the base objects, since P performs this second step only if all base objects in the array have been previously accessed by a process on team B. The base objects accessed in the first step of each process in group A₂ of team A are indicated by dark shading in Figure 8.2. The left portion of each of these base objects is shaded to indicate that these propose operations use first arguments in the range 1 to [n₁/2]. The base objects accessed during the second step of each process in group A₂, if it is necessary, are indicated by stripes in Figure 8.2. The middle portion of each of these base objects is striped to indicate that these propose operations use first arguments in the range [n₁/2] + 1 to n₁.

If every object accessed by the first step of P returns a, then either b = a or a process from
group $A_j$ accessed the multi-object before any process from team $B$, so process $P$ outputs $a$. Otherwise, it must be the case that a process from team $B$ accessed the multi-object before any process in group $A_j$ and $a \neq b$. Process $P$ then uses the results of its second step to determine whether some process from another group of team $A$ accessed the multi-object first. If every one of the base objects in row $j$ returns $b$, then a process from team $B$ must have accessed the multi-object first, so process $P$ outputs $b$. Otherwise, the base object in some column, $k$, of row $j$ returns $a$. This means that some process in group $A_k$ accessed the multi-object before any process on team $B$, so $P$ outputs $a$.

It will now be verified that this algorithm accesses each base object correctly: no two processes ever perform propose operations on any base object using the same first argument. Consider the base object in column $k$ and row $j$. The $\lceil n_1/2 \rceil$ processes from group $A_k$ access it using distinct first arguments in the range 1 to $\lceil n_1/2 \rceil$. The $\lceil n_1/2 \rceil$ processes from group $A_j$ access it using distinct arguments in the range $\lceil n_1/2 \rceil + 1$ to $2 \lceil n_1/2 \rceil$. The $n_2$ processes from team $B$ access it using distinct arguments in the range $n_1 + 1$ to $n_1 + n_2$. No other processes access the base object. Thus, the base objects must always provide the correct solution to the team($n_1,n_2$) problem. It follows that the algorithm using the multi-object correctly solves the team($g \cdot \lceil n_1/2 \rceil , n_2$) problem. \hfill $\Box$

It will now be shown that the lower bound for the consensus number of multi($T,m$) given in the previous proof exceeds the consensus number of the base type $T$ when $m$ is at least sixteen.

**Proposition 8.2** Let $T$ be an object type with $2 < \text{cons}(T) < \infty$. Objects of type $T$ and registers cannot be used to implement the type multi($T,16$) (in a system of more than \text{cons}(T) processes).

**Proof:** It was shown, in the proof of Theorem 8.1, that objects of type multi($T,m$), together with registers, can solve consensus among $\lceil \sqrt{m} \rceil \cdot \lceil n_1/2 \rceil + n_2$ processes, for some positive integers $n_1$ and $n_2$ with $n_1 \geq n_2$ and $n_1 + n_2 = \text{cons}(T)$. If $n_1 = 2$, then \text{cons}(multi($T,16$)) $\geq 4 + n_2 > \text{cons}(T)$. If $n_1 > 2$, then \text{cons}(multi($T,16$)) $\geq 4 \cdot \lceil n_1/2 \rceil + n_2 \geq 2(n_1 - 1) + n_2 = \text{cons}(T) + n_1 - 2 > \text{cons}(T)$. \hfill $\Box$
§8.2 Readable Multi-objects

In this section, a better lower bound on the consensus numbers of multi-objects is obtained for the large class of readable object types.

The proof is similar to the proof of Theorem 8.1. First, the main difference between the two proofs is described. The proof of Theorem 8.1 used a multi-object that consisted of a $\lceil \sqrt{m} \rceil \times \lceil \sqrt{m} \rceil$ array of base objects. All of the elements in column $k$ of the array were used to determine whether a process from group $A_k$ or a process from team $B$ accessed the object first. The $\lceil \sqrt{m} \rceil$ base objects in the column were required to ensure that all processes could access this information. When the objects are readable, however, it will be shown that all processes can access the information from a single base object. This allows the square array of base objects to be replaced by a one-dimensional array consisting of a single row. The width of the array can then be increased from $\lceil \sqrt{m} \rceil$ to $m$, while still allowing processes on team $B$ to access every base object in a single operation. This leads to the following improved bound for readable multi-objects.

**Theorem 8.3** For any readable type $T$ with consensus number $n > 2$, \( \text{cons}(\text{multi}(T, m)) \) is $\Omega(nm)$.

**Proof:** By Theorem 5.5, type $T$ is $n$-discerning, as described in Definition 5.3. Choose $A, B, op_1, \ldots, op_n$ and $q_0$ to satisfy the definition of an $n$-discerning readable type. Without loss of generality, assume that the processes are labelled so that $A = \{P_1, \ldots, P_{|A|}\}$ and $B = \{P_{|A|+1}, \ldots, P_n\}$, where team $A$ has at least as many processes as team $B$. Hence, $|A| \geq \lceil n/2 \rceil \geq 2$.

Let $N = m(|A| - 1) + |B|$. Since $|A| \geq n/2$, $N$ is $\Omega(nm)$. It will be shown that multi$(T, m)$, which is also a readable type, is $N$-discerning. It will then follow from Theorem 5.8 that \( \text{cons}(\text{multi}(T, m)) \geq N \). Primes will be used to distinguish the variables in the definition of $N$-discerning for type multi$(T, m)$ from the variables used in the definition of $n$-discerning for type $T$.

Values for $A', B', op'_1, \ldots, op'_N$ and $q'_0$ must be chosen so that each process $P'_j$ can tell, from the result of applying $op'_j$, together with the state of the multi-object at any later time, which
team accessed the multi-object first. Let the team $A'$ consist of $m(|A| - 1)$ processes, and let $B'$ consist of the remaining $|B|$ processes. Both teams are non-empty since $|A'| = m(|A| - 1) \geq m(n/2 - 1) \geq m$ and $|B'| = |B| > 0$. Divide the processes on team $A'$ into $m$ groups, $A'_1, \ldots, A'_m$, each of size $|A| - 1$.

Only $m$ base objects, $O_1, \ldots, O_m$, will be used. In the initial state $q_0'$ of the multi-object, each of the base objects is in state $q_0$. Each process of team $B'$ accesses each of the $m$ base objects in the same way that the corresponding process on team $B$ accesses an object of type $T$ when determining whether team $A$ or $B$ accessed it first. Each process in group $A'_i$ of team $A'$ accesses only the base object $O_i$. It does so in the same way that the corresponding process on team $A$ accesses an object of type $T$ when determining whether team $A$ or team $B$ accessed it first. The base object $O_i$ is used to determine whether a process from group $A'_i$ accessed the multi-object before any process from team $B'$. It will be shown below that this information can be accessed by all processes (and not only those in $A'_i \cup B'$, which are actually performing updates to $O_i$) because only $n - 1$ processes update the object $O_i$. Processes can determine which team accessed the multi-object first because they can determine whether or not a process from group $A'_i$ accessed it before a process from team $B'$, for each $i$.

The assignment of operations to processes will now be specified more precisely. The $j$th process of group $A'_i$ performs the operation $op_{j+1}$ on the base object $O_i$. The $j$th process of team $B'$ performs the operation $op_{j+1}$ on all $m$ of the base objects. The possible sequences of updates that can be performed on the base object $O_i$ are exactly those that can be performed on an object of type $T$ when some subset of processes from $\{P_2, \ldots, P_n\}$ perform their update operations as described in the definition of $n$-discerning.

The fact that $T$ is $n$-discerning will now be used to show that these choices of teams, initial state and operations satisfy the definition of $N$-discerning for multi($T, m$). To derive a contradiction, suppose the type multi($T, m$) is not $N$-discerning. Then, for some $j$, there is a pair $(r', q') \in R'_{A'_j} \cap R'_{B'_j}$. This implies that there are two sequences of distinct processes, one beginning with a process in some group $A'_i$ of team $A'$ and the other beginning with a process of team $B'$, such that the final state of the multi-object is $q'$ if either sequence of processes perform their update operations on the multi-object. Let $op_{k_1}, \ldots, op_{k_a}$ and $op_{l_1}, \ldots, op_{l_d}$ be
the sequences of operations that are performed on \( O \) by these two sequences of updates to the multi-object. Both of these sequences leave object \( O \) in the same state. Both \( k_1, \ldots, k_\alpha \) and \( l_1, \ldots, l_\beta \) are sequences of distinct indices chosen from the set \( \{2, \ldots, n\} \) with \( P_{k_1} \in A \) and \( P_{l_1} \in B \). Now consider the two sequences of update operations obtained by adding a final operation, performed by \( P_1 \). The two sequences \( op_{k_1}, \ldots, op_{k_\alpha}, op_1 \) and \( op_{l_1}, \ldots, op_{l_\beta}, op_1 \) when performed on an object of type \( T \) initialized to the state \( q_0 \), will both leave the object in the same state and return the same response to the operation \( op_1 \). This implies that \( R_{A,1} \cap R_{B,1} \) is non-empty, contradicting the fact that \( T \) is \( n \)-discerning. Thus, type \( \text{multi}(T, m) \) must be \( N \)-discerning.

The constant in Proposition 8.2 can be improved for the class of readable objects, as described in the following proposition.

**Proposition 8.4** Let \( T \) be a readable object type with \( 2 < \text{cons}(T) < \infty \). Objects of type \( T \) and \textit{registers} cannot be used to implement \( \text{multi}(T, 3) \) (in a system of more than \( \text{cons}(T) \) processes).

**Proof:** Let \( n \) be the consensus number of type \( T \). It was shown in the proof of Theorem 8.3 that objects of type \( \text{multi}(T, m) \), together with \textit{registers}, can solve consensus among \( N = m(|A| - 1) + |B| = (m - 1)(|A| - 1) + n - 1 \geq (m - 1)(\lceil n/2 \rceil - 1) + n - 1 \) processes. Thus, \( \text{cons}(\text{multi}(T, 3)) \geq n + 2 - \lceil n/2 \rceil - 3 > n \), since \( \lceil n/2 \rceil > 3/2 \) when \( n > 2 \).

The following proposition shows that the lower bound on \( \text{cons}(\text{multi}(T, m)) \) for readable types \( T \) given in Theorem 8.3 cannot be improved. Recall the readable object type \( T_n \) defined in Definition 5.13. It behaves like a readable version of a binary consensus object that gets reset to the state \( \perp \) once every \( n + 1 \) operations. It was shown in Proposition 5.14 that the consensus number of \( T_n \) is \( n \).

**Proposition 8.5** Let \( n > 1 \). For the readable object type \( T_n \), \( \text{cons}(\text{multi}(T_n, m)) = \Theta(nm) \).

**Proof:** The lower bound \( \text{cons}(\text{multi}(T_n, m)) = \Omega(nm) \) follows from Theorem 8.3. Here, it is shown that \( \text{cons}(\text{multi}(T_n, m)) = O(nm) \).
Suppose the type \( \text{multi}(T_n, m) \) can be used to solve consensus among \( N \) processes. It will be shown that \( N \) is at most \( 2m(n + 1) \). By Theorem 5.5, \( \text{multi}(T_n, m) \) is an \( N \)-discerning readable type. Choose \( A, B, op_1, \ldots, op_N \) and \( q_0 \) to satisfy the definition of \( N \)-discerning for \( \text{multi}(T_n, m) \).

Let \( P_i \) and \( P_j \) be any two processes on teams \( A \) and \( B \), respectively. Let \( O_{ij} \) be the set of base objects of the multi-object that are updated by both \( op_i \) and \( op_j \). First, it will be shown that there is some base object in \( O_{ij} \) that is updated by at most \( n + 2 \) of the operations \( op_1, \ldots, op_N \).

To derive a contradiction, suppose each base object in \( O_{ij} \) is updated by at least \( n + 3 \) of the operations. Consider the following two executions of the operations \( op_1, \ldots, op_N \) on a multi-object initially in state \( q_0 \). In the first execution, \( op_i \) is performed first, \( op_j \) is performed second, and then the remaining \( N - 2 \) operations are performed one at a time in some fixed order. In the second execution, \( op_j \) is performed first, \( op_i \) is performed second, and then the remaining \( N - 2 \) operations are performed in the same order as in the first execution.

Let \( O \) be one of the base objects of the multi-object. Let \( s_1 \) be the state of \( O \) just before the final operation of the first execution is performed. Let \( s_2 \) be the state of \( O \) just before the final operation of the second execution is performed. If \( O \notin O_{ij} \) then \( s_1 = s_2 \): the relative order of \( op_i \) and \( op_j \) is unimportant, since at most one of them updates \( O \). Now, consider the case where \( O \in O_{ij} \). Both executions perform the same number of operations on \( O \). Therefore \( s_1 = \perp \) if and only if \( s_2 = \perp \). Furthermore, if \( s_1 \) and \( s_2 \) are ordered pairs, then their second components must be equal. In the latter case \( s_1 \) is also equal to \( s_2 \), since the first component of \( O \) depends only on the last \( n \) update operations performed on \( O \), and it follows from the assumption that at least \( n \) operations are performed after \( op_i \) and \( op_j \) but before the last operation in both executions.

Thus, the last process to take a step will receive the same response from the multi-object in both executions and the multi-object will be left in the same state at the end of the two executions. This contradicts the fact that \( A, B, op_1, \ldots, op_N \) and \( q_0 \) were chosen to satisfy the definition of \( N \)-discerning. So, it must be the case that some base object in \( O_{ij} \) is updated by at most \( n + 2 \) of the operations \( op_1, \ldots, op_N \).
Let $P_i$ be any process on team $A$. Consider the set $S$ of base objects that are updated by $op_i$ and by at most $n + 1$ of the other operations $op_1, \ldots, op_{i-1}, op_{i+1}, \ldots, op_N$. Since $op_i$ updates at most $m$ base objects, $|S| \leq m$. It was shown that $O_{ij} \cap S \neq \emptyset$ for any $P_j \in B$, so every process on team $B$ updates one of the base objects in $S$. Thus, $|B| \leq |S|(n + 1) \leq m(n + 1)$. Similarly, $|A| \leq m(n + 1)$. Therefore, the total number of processes is $N = |A| + |B| \leq 2m(n + 1) = O(mn)$. 

\section{8.3 The Toggle Object}

In this section, it is shown that a general upper bound for the consensus numbers of multi-objects cannot be found, even for readable object types. This will be done using a readable type called toggle.

**Definition 8.6** The toggle type is given by the following specification.

\[ Q = \{\bot, 0, 1\} \]
\[ \text{OPS} = \{\text{toggle}(0), \text{toggle}(1), \text{read}\} \]
\[ \text{RES} = Q \cup \{\text{ack}\} \]
\[ \delta(q, \text{read}) = (q, q) \text{ for } q \in Q \]
\[ \delta(\bot, \text{toggle}(j)) = (j, \text{ack}) \text{ for } i \in \{0, 1\} \]
\[ \delta(i, \text{toggle}(j)) = (1 - i, \text{ack}) \text{ for } i, j \in \{0, 1\} \]

The state transitions for the toggle operation are shown in Figure 8.3.

**Proposition 8.7** $\text{cons}(\text{toggle}) = 1$ but $\text{cons}(\text{multi}(\text{toggle}, 2)) = \infty$.

**Proof:** First it will be shown that toggle is not a 2-discerning readable type. To derive a contradiction, suppose toggle is 2-discerning. Without loss of generality, suppose $A = \{P_1\}$ and $B = \{P_2\}$. If the two processes are assigned different toggle operations, say $op_1 = \text{toggle}(0)$ and $op_2 = \text{toggle}(1)$, then $(\text{ack}, 0) \in R_{A,1} \cap R_{B,1}$, which contradicts Definition 5.3. If both processes are assigned the same toggle operation, say $\text{toggle}(0)$, then $R_{A,1} \cap R_{B,1}$ contains $(\text{ack}, 0)$ if $q_0$ is 0, and contains $(\text{ack}, 1)$ if $q_0$ is either 1 or $\bot$, and this is again a contradiction.
Figure 8.3: State transitions for the toggle operation.

It will now be shown that the readable type \texttt{multi(toggle, 2)} is $n$-discerning, for any $n$, and therefore has infinite consensus number, by Theorem 5.8. Only three base objects $O_1, O_2$ and $O_3$ will be used. Each of the three base objects is initialized to the state $\perp$ in $q_0$. The $n$ processes are partitioned into two non-empty teams $A$ and $B$ arbitrarily. Processes on team $A$ perform a \texttt{toggle(0)} operation on $O_1$ and $O_2$. Processes on team $B$ perform a \texttt{toggle(1)} operation on $O_2$ and $O_3$. The state transitions of the three base objects $O_1, O_2$ and $O_3$ in response to operations performed by processes on team $A$ and $B$ are shown in Figure 8.4. At any time after the first \texttt{toggle} has been performed, one can determine which team went first from the state of the multi-object as follows. If the base object $O_1$ is in state $\perp$, then team $B$ went first. If the base object $O_3$ is in state $\perp$, then team $A$ went first. Otherwise, the state of each of the three base objects will be in $\{0, 1\}$. The first team to take a step can be determined from the parity of these three states: team $A$ went first if and only if zero or two of the base objects are in state $1$. Thus, \texttt{multi(toggle, 2)} is an $n$-discerning readable type. \hfill $\square$

In the proof above, it was shown that the multi-object \texttt{multi(toggle, 2)} can solve consensus among any number of processes even if all base objects must be initialized to the same starting state and all of the operations performed on base objects during one multi-object operation must be the same.

The following corollary shows that, for any $n$, one cannot obtain an upper bound on $\text{cons(multi(T, m))}$ (as a function of $m$) that applies to the class of object types $T$ with consensus number $n$, even if only readable objects are considered.
Corollary 8.8 Let $n$ be a positive integer. For the readable type $T_n$ defined in Definition 5.13, $\text{cons}(\text{toggle} \lor T_n) = n$. but $\text{cons}(\text{multi}(\text{toggle} \lor T_n, m)) = \infty$ for all $m > 1$.

Proof: By Theorem 6.2, the consensus hierarchy is robust for readable objects. So, by Theorem 6.1, $\text{cons}(\text{toggle} \lor T_n) = \max(\text{cons}(\text{toggle}), \text{cons}(T_n)) = \max(1, n) = n$. However, since an object of type $\text{toggle} \lor T_n$ can directly implement a $\text{toggle}$ object trivially, it follows that $\text{cons}(\text{multi}(\text{toggle} \lor T_n, m)) = \infty$ for all $m > 1$. \hfill \Box
Chapter 9

Transactional Objects

THE preceding chapter described how the ability of a type to solve consensus increases as a function of the number of base objects that can be accessed (independently) in a single atomic action. In this chapter, it will be shown that the consensus number of a type increases considerably more in the transactional setting, defined on page 60, where the accesses that are part of an atomic action need not be independent.

Section 9.1 shows that any transactional type built from a non-trivial readable base type is universal. The transactional type built from the $n$-consensus base type is studied in Section 9.2, and the consensus algorithm developed there is adapted in Section 9.3 to obtain a lower bound on the consensus number of any transactional type with a non-trivial RMW base type. Proofs of the universality of \texttt{trans(test\&set, 3)} and \texttt{trans(swap, 2)} are also given. The final section of this chapter provides an exponential lower bound on the consensus number of a transactional type built from any non-trivial base type.

§9.1 Readable Base Types

The universality of transactional types based on non-trivial readable types will now be proved. Recall that an object type is called trivial if it can be simulated without using shared memory at all.

\textbf{Theorem 9.1} For any non-trivial readable type $T$, $\text{cons} (\text{trans}(T, 2)) = \infty$.

\textbf{Proof:} Since $T$ is non-trivial, there must be some update operation $op$ that changes the state of the object from some state $q$ to some other state $r$.  
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The transactional type $\text{trans}(T, 2)$ is itself, a readable type: it is possible to read each of the base objects (possibly in a piecewise manner), so it is possible to read any component of the transactional object's state without altering the state.

By Theorem 5.8, it suffices to show that $\text{trans}(T, 2)$ is $n$-discerning (as specified in Definition 5.3) for every natural number $n$. The initial state $q_0$ of the transactional object has every base object in state $q$. Partition a collection of $n$ processes into two teams $A = \{P_1\}$ and $B = \{P_2, \ldots, P_n\}$. Let the base objects of the transactional object be denoted by $O_1, O_2, \ldots$ The operation $op_1$ assigned to process $P_1$ is simply an application of the update operation $op$ to $O_1$. For $i > 1$, assign to process $P_i$ a transaction as its $op_i$: it first performs a read of $O_i$, and, if the state returned is $q$, it then applies $op$ to $O_i$.

Consider any execution where some non-empty set of processes each perform their assigned operations. If the process $P_1$ on team $A$ takes the first step, all of the objects $O_2, \ldots, O_n$ will always remain in state $q$. However, if a process $P_i$ on team $B$ takes the first step, it will change the state of $O_i$ to $r$, and $O_i$ will remain in state $r$ for the rest of the execution. Thus, one can determine whether a process on team $A$ took the first step from the state of the transactional object by checking whether all of the objects $O_2, \ldots, O_n$ are in state $q$. The object $\text{trans}(T, 2)$ is therefore $n$-discerning for any $n$. \[ \square \]

It follows from this theorem that a readable type $T$ can be used to implement $\text{trans}(T, 2)$ if and only if $T$ is either trivial or universal. Furthermore, transactional objects can be much more powerful than the corresponding multi-objects. For example, if $m$ is any integer greater than one, the multi-object $\text{multi}(\text{register}, m)$, which has consensus number $2m - 2$ [31], is incapable of implementing even $\text{trans}(\text{register}, 2)$.

§9.2 Consensus Base Types

_Meanwhile, in the forest,
In a parliament of trees..._
—Rheostatics [71]

This section considers transactional memory that uses base objects of the $n$-consensus type, defined in Section 3.1.2. The algorithm presented here shows that the ability to use transactions
causes an exponential increase in the consensus number of a shared-memory system. This contrasts with the multi-object setting, where Afek, Merritt and Taubenfeld [4] showed that if the base objects of type T may be accessed by at most n processes, cons(multi(T, m)) is $O(n\sqrt{m})$.

The algorithm uses a collection of tree data structures. Processes access these trees by starting at a leaf and working towards the root. Each node contains an $n$-consensus object. Each child of a parent node acts as a filter to control access to the parent: only one of the processes that access the child will be allowed to access the parent. The first value proposed to the first tree's root becomes the output of all processes. However, since each base object in the transactional object can be accessed at most n times, information about the output value must be carefully distributed to all processes using a series of other trees that use similar filtering mechanisms to control access to the nodes. The algorithm given here will be adapted in Sections 9.3 and 9.4 to prove more general results.

**Proposition 9.2** The transactional object trans($n$-consensus, m) can be used to solve consensus among $n^{m-1}$ processes.

**Proof:** When $n = 1$, the result is trivial, so assume that $n \geq 2$. A consensus protocol for $N = n^{m-1}$ processes, $P_1, \ldots, P_N$, will be constructed using a transactional object of type trans($n$-consensus, m). All of the base objects are initialized to the state $\bot$. Arrange the base objects into trees as follows. The first tree, $T$, is a complete n-ary tree of height $m - 2$. Each of the remaining trees, $T^j_k$ for $1 \leq k \leq n$ and $1 \leq j < n^{m-2}$, consists of a root with one child which is, itself, the root of a complete n-ary tree of height $m - 3$. The tree $T$ will be used to determine the output of the consensus protocol. The remaining trees will be used to distribute this information to all of the processes. A part of the data structure is shown in Figure 9.2. The triangles represent complete n-ary trees of height $m - 3$.

Divide the processes into $n^{m-2}$ groups of size $n$. Associate each group with a different leaf of the tree T. Let $G_k$ be the set of $n^{m-2}$ processes that are associated with leaf descendants of the $k$th child of $T$'s root. The trees $T^j_k$, for $1 \leq j < n^{m-2}$, will be used to distribute information to the processes in $G_k$. Associate each of the $n$-process groups in $G_k$ with one of the $n^{m-3}$ leaves of $T^j_k$. The group is also associated with the corresponding leaf in each of the trees $T^j_k$. 
shared variable

An object of type \texttt{trans}(n\text{-consensus}.m) whose base objects are arranged as follows

- \( T \): complete \( n \)-ary tree of height \( m - 2 \), each node containing one base object
- \( T^j_k \) (\( 1 \leq k \leq n \), \( 1 \leq j < n^{m-2} \)): a tree whose root has one child.
  - That child is the root of a complete \( n \)-ary tree of height \( m - 3 \).
  - Each node contains one base object.
- \( T^{n-2}_k \) (\( 1 \leq k \leq n \)): a single node with one base object (used only to simplify code).

private global variables

- \texttt{done} : boolean \% becomes true when process has determined its output
- \texttt{v} : integer \% output value

subroutine \texttt{traverse}(p, \texttt{next} : pointer to node)

local variable

- \texttt{winner} : \{1, \ldots, N\}

begin transaction

- \texttt{winner} \leftarrow i
- loop while \texttt{winner} = i and \( p \) has a parent
  - \% traverse the path of length \( m - 2 \) towards the root until a loss
  - \texttt{winner} \leftarrow \text{result of applying \texttt{propose}(i) to } p
  - \( p \leftarrow \text{parent of } p \)
- end loop
- if \texttt{winner} = i then \% access root and copy result to next root
  - \texttt{v} \leftarrow \text{result of applying \texttt{propose(v)} to } p
  - apply \texttt{propose(v)} to \texttt{next}
  - \texttt{done} \leftarrow \text{true}
- end if
end transaction
end \texttt{traverse}

\% main routine

local variable

- \texttt{j} : \{1, \ldots, n^{m-2} - 1\}

\texttt{done} \leftarrow false

\texttt{v} \leftarrow \text{input value of process } P_i

\texttt{traverse(lth leaf of kth subtree of } T, \text{ root of } T^j_k\}

\texttt{j} \leftarrow 1

loop until \texttt{done}

- \texttt{traverse(lth leaf of } T^j_k, \text{ root of } T^{j+1}_k\)

\texttt{j} \leftarrow \texttt{j} + 1
end loop

halt with output \texttt{v}

Figure 9.1: The code for a process \( P_i \), associated with the lth leaf of the kth subtree of tree \( T \).
for $2 \leq j < n^{m-2}$.

Figure 9.1 shows the algorithm for a process $P_i$ that is associated with the $l$th leaf of the $k$th subtree of tree $T$. The assignment of processes to leaves can be done by taking $k = \left\lfloor \frac{i}{n^{m-2}} \right\rfloor$ and $l = \left\lfloor \frac{1 + (i \mod n^{m-2})}{n} \right\rfloor$, for $1 \leq i \leq n^{m-1}$.

Process $P_i$ in group $G_k$ begins with a transaction in which it accesses base objects of the tree $T$. The process accesses nodes in the tree, each time proposing its own process identifier, $i$, and receiving a response. The process is said to "win" at a node if the response it receives is the value it proposed, and it is said to "lose" at the node if it receives some other response. First, it accesses the leaf of $T$ with which its group of processes has been associated. If it wins at the leaf, process $P_i$ goes on to access the parent of the leaf, again proposing the value $i$. It continues in this way, traversing the path from the leaf to the root until it loses. If the process loses at some node below the root, it ends its transaction. If it does reach the root, $P_i$ proposes its own input value (instead of $i$) to the object located there. Let $v$ be the value that the process $P_i$ receives as a response from the root. The process then proposes the value $v$ to the root of $T_k^1$, terminates its transaction, outputs $v$ and halts. The access to the root of $T_k^1$ has the effect of copying $v$ into that object: all future access to that object will return the value $v$. (It will be shown, below, that no base object ever gets reset to the state $\bot$.)

After performing its first transaction, process $P_i$ knows the outcome only if it accessed the root of $T$. However, this outcome has also been stored in the root of the tree $T_k^1$. In an attempt to retrieve this information, each process in group $G_k$ that has not yet halted performs its second transaction on $T_k^1$. It traverses a path from its leaf towards the root in the same way as it did in $T$ during the first transaction. If the process does reach the root of $T_k^1$, it receives the output value $v$, which it then copies into the root of $T_k^2$ by applying the operation $\text{propose}(v)$. If the process does not reach the root of $T_k^1$, it continues in this way, performing transactions on $T_k^2, T_k^3, \text{and so on.}$ until it successfully reaches the root of a tree. Whenever a process accesses the root of a tree $T_k^j$, it immediately copies the value $v$ stored there to the root of the next tree, $T_k^{j+1}$, as part of the same transaction, outputs $v$ and halts. All outputs of this protocol will be the input value of the first process to perform a transaction.

Figure 9.2 shows the accesses to the transactional object by some process of group $G_1$ in
one execution. The solid circles represent nodes where the process wins. The circles marked with an "X" represent the nodes where it loses. In this example, the process performs five transactions. In the first, it attempts to gain access to the root of \( T \) by working its way up from a leaf, but fails. The process then tries unsuccessfully to gain access to the roots of \( T_1^1, T_1^2 \) and \( T_1^3 \) in its next three transactions. In the final transaction, it successfully reaches the root of \( T_1^4 \) and then accesses the root of \( T_1^5 \) directly.

It must be shown that the algorithm terminates. Suppose the process \( P_i \) attempts to access one of the trees \( T_k^j \), but loses before reaching the root. Then some other process must have performed its transaction on the tree before \( P_i \). The first such process will successfully reach the root and terminate. Thus, each time process \( P_i \) fails to access the root of a tree, some other process in \( G_k \) terminates. There are \( n^{m-2} - 1 \) processes in \( G_k \) that attempt to access the information from the trees in the set \( \{ T_k^j : 1 \leq j < n^{m-2} \} \), since one process in \( G_k \) gets the information directly from the root of \( T \). Thus, process \( P_i \) must successfully access the root of one of the \( n^{m-2} - 1 \) trees \( T_k^j \).
Since any path from a leaf to a root of one of the trees has \( m - 1 \) nodes, no transaction contains more than \( m \) operations on the shared memory. It must also be checked that no base object is accessed more than \( n \) times, since an \textit{n-consensus} object gets reset to the state \(
abla \) after \( n \) accesses. For \( 1 \leq j < n^{m-2} \), at most one process will access the root of \( T^j_k \) to read the value stored there (during the \((j + 1)\)th transaction of the process), since only one process will win at the child of the root. At most one process will access the root of \( T^1_k \) to record the winning value (during the first transaction of the process), since only one of \( G_k \)'s processes can reach the root of \( T \). For \( 1 < j < n^{m-2} \), at most one process will access the root of \( T^j_k \) to record the winning value (during the \( j \)th transaction of the process), since only one process can reach the root of \( T^{j-1}_k \) in its \( j \)th transaction. Thus, at most two processes access the root of any tree \( T^j_k \). The leaf of any tree is accessed only by the \( n \) processes in the group associated with that leaf. Any other internal node is accessed only by those processes that win at the children of the node, and there are at most \( n \) such processes. 

\[
\hfill \square \hfill
\]

\section{9.3 RMW Base Types}

Herlihy \cite{herlihy} showed that any non-trivial RMW object type has consensus number at least two. An algorithm similar to the one given in Proposition 9.2 for the case where \( n = 2 \) can be used to establish an exponential lower bound on the consensus number of transactional memory built from any non-trivial RMW object type. In fact, the lower bound applies to an even more general class of objects. It is applicable whenever two processes can each apply a single operation and immediately know which operation occurred first. (It will be shown below that any non-trivial RMW type has this property.)

\textbf{Theorem 9.3} Let \( T \) be any type. Suppose there exist two (not necessarily different) operations \( op_0 \) and \( op_1 \), and a state \( q \) of type \( T \) so that \( op_0 \) and \( op_1 \) each return different responses depending on the order that the two operations are performed on an object initially in state \( q \). Then, \( \text{cons} (\text{trans}(T, m)) \geq 2^{m-1} \).

\textbf{Proof:} For \( i = 0, 1 \), let \( R_i \) be the response returned by \( op_i \) when an object of type \( T \) is in state \( q \), and \( R'_i \) be the response returned by \( op_i \) when it is preceded by the other operation, \( op_{1-i} \).
The hypothesis requires that $R_0 \neq R'_0$ and $R_1 \neq R'_1$.

Consider a system with $2^{m-1}$ processes. Partition the set of processes into two non-empty teams, $A$ and $B$, each with $2^{m-2}$ processes. By Proposition 3.14, it suffices to show that $\text{trans}(T, m)$ can solve the team($2^{m-2}, 2^{m-2}$) problem.

Arrange the base objects into trees and assign groups of processes to each leaf as in the proof of Proposition 9.2 for the case where $n = 2$. Processes on team $A$ should be assigned to the left subtree of $T$, and processes on team $B$ should be assigned to the right subtree of $T$. Initialize all base objects to the state $q$.

The team consensus protocol will mimic the operation of the algorithm given in Proposition 9.2 with $n = 2$. However, instead of agreeing on an input value, the algorithm will be used to agree on the team of the first process to access the transactional object. Once this can be accomplished, it is easy to solve the team($2^{m-2}, 2^{m-2}$) problem: each process first writes its input value into a register belonging to its team, and when the identity of the winning team is known, the value stored in that team's register is returned as the output.

shared variables

One register for each team

An object of type $\text{trans}(T, m)$ whose base objects are arranged as follows

$T$ : complete binary tree of height $m - 2$, each node containing one base object

$T'_k$ ($1 \leq k \leq 2, 1 \leq j < 2^{m-2}$) : a tree whose root has one child. That child is the root of a complete binary tree of height $m - 3$. Each node contains one base object.

$T''_k$ ($1 \leq k \leq 2$) : a single node with one base object (used only to simplify code).

private global variables

done : boolean \% becomes true when process has determined its output

team : $\{A, B\}$ \% identity of winning team

function useOp(previous, $p$ : pointer to node) : $\{0, 1\}$

\% Determines whether process should apply $op_0$ or $op_1$ when accessing a node.

if previous = nil then return $i \mod 2$ \% a leaf is being accessed

elsif previous is left child of $p$ then return 0

else return 1 \% previous is right child of $p$

end if

end useOp

Figure 9.3: Code for $P_i$ to solve the team($2^{m-2}, 2^{m-2}$) problem (Part I).
subroutine traverse(p, next : pointer to node)
local variables
    win : boolean % did \( P_i \) win when accessing a node?
    previous : pointer to node % node previously accessed during traversal
begin transaction
    win ← true
    previous ← nil
loop while win and p has a parent
    if result of applying \( \text{op}_{\text{useOp}(\text{previous}, p)} \) to \( p \) is \( \text{R}_{\text{useOp}(\text{previous}, p)} \) then \( \text{win} \leftarrow \text{false} \)
        previous ← p
        p ← parent of p
    end loop
if win then
    if \( p \) is the root of \( T \) then
        if result of applying \( \text{op}_{\text{useOp}(\text{previous}, p)} \) to \( p \) is \( \text{R}_{\text{useOp}(\text{previous}, p)} \) then
            team ← team to which \( P_i \) belongs
        else team ← team to which \( P_i \) does not belong
        end if
    else \( \% \) \( p \) is root of some \( T^j \).
        if result of applying \( \text{op}_j \) to \( p \) is \( \text{R}_1 \) then \( \text{team} \leftarrow A \)
        else team ← \( B \)
        end if
    end if
    done ← true
    if \( \text{team} = B \) then apply \( \text{op}_0 \) to \( \text{next} \) \( \% \) record winning team in \( \text{next} \)
end if
end transaction
end traverse

\% main routine for a process \( P_i \) on team \( A \)
local variable
    j : \{1, \ldots, 2^{m-2} - 1\}
done ← false
write input value into team \( A \)'s register
traverse(\( [i/2] \)th leaf of \( T \), root of \( T^j_1 \))
    \( j \leftarrow 1 \)
loop until done
    traverse(\( [i/2] \)th leaf of \( T^j_1 \), root of \( T^j_{i+1} \))
    \( j \leftarrow j + 1 \)
end loop
halt. using the value in \( \text{team} \)'s register as the output

Figure 9.4: Code for \( P_i \) to solve the team\((2^{m-2}, 2^{m-2})\) problem (Part II).
\% main routine for a process $P_i$ on team $B$

local variable

\[ j = \{1, \ldots, 2^{m-2} - 1\}\]

done $\leftarrow$ false

write input value into team $B$'s register

traverse([\#th leaf of $T$, root of $T_i^1$])

\[ j \leftarrow 1 \]

loop until done

\[ \text{traverse}([i/2 - 2^{m-1}]\text{th leaf of } T^j_i, \text{root of } T^j_{i+1}) \]

\[ j \leftarrow j + 1 \]

end loop

halt, using the value in team's register as the output

\textbf{Figure 9.5: Code for $P_i$ to solve the team(2$^{m-2}$, 2$^{m-2}$) problem (Part III).}

The algorithm for process $P_i$ to solve team consensus is given in Figures 9.3, 9.4 and 9.5. It assumes that processes are associated to the leaves of $T$ in order: $P_i$ is associated to the $[i/2]$th leaf of $T$. Then $A = \{P_1, \ldots, P_{2^{m-2}}\}$ and $B = \{P_{2^{m-2}+1}, \ldots, P_{2m-1}\}$.

To simulate the filtering action of a node below the root of a tree, one process that accesses the node performs $op_0$ and the other process performs $op_1$. If the process that performed $op_i$ receives the response $R_i$, then it has won at that node. If it receives the response $R_i'$, then it has lost at that node. The two processes that access the root of $T$ determine which team accessed the root first in exactly the same way.

To simulate the operation that stores a value into the root of $T_i^j$ (during the $j$th transaction performed by a process), the process applies the operation $op_0$ to the object if and only if it wants to record the fact that a process from team $B$ took the first step. If it wants to indicate that a process from team $A$ took the first step, it does nothing.

To simulate the operation that reads the contents of the root of $T_i^j$ (during the $(j+1)$th transaction performed by a process), the process applies the operation $op_1$ to the base object located at the root. It interprets the response $R_i$ as indicating that a process from team $A$ went first, and the response $R_i'$ as indicating that a process from team $B$ went first.

Clearly, each transaction contains at most $m$ operations on base objects. The correctness of the algorithm can be shown in exactly the same way as in the proof of Proposition 9.2.
Corollary 9.4 For any non-trivial RMW type \( T \), \( \text{cons} (\text{trans}(T,m)) \geq 2^{m-1} \).

**Proof:** Since \( T \) is non-trivial, there exists some operation, \( op \), that applies a function \( f \) with \( f(q) \neq q \) for some state \( q \). Otherwise, one could trivially simulate \( T \) without using shared memory by returning the initial state of the object as the response to every operation. The operation \( op \) can be used as both operations \( op_0 \) and \( op_1 \) of Theorem 9.3. If \( op \) is performed when the object is in state \( q \), it returns the response \( q \). However, if \( op \) is performed when another \( op \) has already been performed on an object in state \( q \), the second \( op \) returns a different response, \( f(q) \). The lower bound follows from Theorem 9.3. \( \square \)

The \texttt{test&set} object defined in Example 2.2 is perhaps the simplest non-trivial RMW type. The following proposition demonstrates that this very simple type becomes even more powerful in the transactional setting than Corollary 9.4 suggests. The algorithm used in the proof has a different flavour from the algorithm in the previous proof. Once a base object has been accessed, further accesses never change its state, so it is not necessary to carefully control access to the base objects to avoid erasing information stored in them.

**Proposition 9.5** The type \texttt{trans(test&set, 3)} is universal.

**Proof:** Let \( n \) be any integer greater than one. An algorithm will be given to solve the team\((1, n - 1)\) problem using an object of type \texttt{trans(test&set, 3)}. It follows from Proposition 3.14 that the consensus number of \texttt{trans(test&set, 3)} is infinity. Here, it is described how every process can determine which team first accesses the transactional object. Once this can be done, it is easy to solve team consensus using two additional registers, as in the preceding proof.

Divide the \( n \) processes into two teams \( A = \{P_1\} \) and \( B = \{P_2, \ldots, P_n\} \). The algorithm uses \( 2n + 1 \) base objects, labelled \( A_1, \ldots, A_n, B_1, \ldots, B_n \) and \( C \), all of which are initially in state 0.

The object \( C \) is used to determine which team wins: every process will eventually discover which team accessed \( C \) first. The other objects are used to distribute the information about the winning team to all of the processes. First, the method of distributing this information will be described informally. Processes access the objects \( A_1, \ldots, A_n \) in order so that \( A_{i+1} \) is
never set to 1 while $A_i$ still has value 0. The same comment applies to the objects $B_1, \ldots, B_n$. Consider some moment in the computation. Let $a$ be the largest index such that $A_a$ has been set to 1. Let $b$ be the largest index such that $B_b$ has been set to 1. The information about the first team to access object $C$ is stored in the other base objects by maintaining the following invariant after each complete transaction.

**Invariant:** If a process from team $A$ accessed the transactional object first, then $a = b + 1$.

If a process from team $B$ accessed the transactional object first, then $b = a + 1$.

Each process retrieves information about which team first accessed the base object $C$ by accessing pairs $(A_i, B_i)$ for increasing values of $i$ until it finds a pair where only one of the two base objects is set to 1.

The algorithm will now be described in detail. Process $P_1$ performs a single transaction. It first performs a `test&set` operation on object $C$. If it receives the response 1, $P_1$ knows that some other process has already accessed $C$, so it can conclude that a process on team $B$ accessed the transactional object first, and it need not perform any further actions. On the other hand, if it receives the response 0, then it knows it is the first process to access the transactional object. It then performs a `test&set` operation on object $A_1$ to ensure that the invariant holds and performs no further actions.

The algorithm for a process on team $B$ is more complicated. In the first transaction, the process performs a `test&set` operation on the base object $C$. If the result is 0, it knows that it is the first process to access the transactional object. It then performs the operation `test&set` on $B_1$ as part of the same transaction in order to satisfy the invariant. If the process receives the result 1 from $C$, it knows that some other process has already accessed the transactional object. The process must then use the other base objects to determine which team made the first access. The process performs a number of transactions, accessing $A_1$ and $B_1$ in the first transaction, then $A_2$ and $B_2$ in the second transaction, and so on, until it gets different responses from two objects $A_i$ and $B_i$. Suppose that $A_i$ returns 1 and $B_i$ returns 0, indicating that a process from team $A$ accessed the transactional object first. To ensure that the invariant remains true, the process performs a `test&set` operation on $A_{i+1}$ as part of the same transaction. It can then halt, knowing that team $A$ performed the first transaction. The case where $A_i$ returns 0 and
$B_i$ returns 1 is symmetric.

It must be checked that this algorithm does terminate. The first process to perform a transaction that accesses the pair of objects $A_i$ and $B_i$ will halt at the completion of that transaction. Thus, at most $n - i$ processes on team $B$ will perform the transaction that accesses $A_i$ and $B_i$. Thus, every process will perform at most $n$ transactions. It is easy to see that the invariant is true after each complete transaction, and the correctness of the algorithm follows.

The algorithm given in this proof can easily be adapted to work for any base type that is equipped with an operation whose first invocation returns a response different from any subsequent invocation’s response.

One other specific RMW type will be considered to illustrate the difference between multi-objects and transactional objects with RMW base types. A swap object stores an integer and is equipped with the operation $\text{swap}(v)$ which changes the state to the integer $v$ and returns the previous state of the object. This type is at level two of the consensus hierarchy, and it is known that $\text{cons}(\text{multi}(\text{swap}, m)) = \Theta(\sqrt{m})$ [4]. Here, two proofs of the universality of $\text{trans}(\text{swap}, 2)$ are given.

**Proposition 9.6** The type $\text{trans}(\text{swap}, 2)$ is universal.

**Proof 1:** The type $\text{trans}(\text{swap}, 2)$ can easily implement the type $\text{compare&swap}$, defined in Example 4.2, using a single base object. To simulate the operation $\text{compare&swap}(\text{old, new})$, a process performs a $\text{swap}(\text{new})$ operation on the base object. If the response $r$ is different from $\text{old}$, the process performs the operation $\text{swap}(r)$ on the base object as part of the same transaction. Since $\text{compare&swap}$ is universal [31], so is $\text{trans}(\text{swap}, 2)$.

The first proof employs transactions that access the same base object twice. However, the following proof establishes the result even if a transaction is restricted to access each base object at most once.

**Proof 2:** A consensus protocol for any number of processes will be described. It uses three base objects $O_0, O_1$ and $O_2$, each initially in state 0. The protocol will ensure that all processes output the input value of the first process to take a step. Each process first $\text{swaps}$ the value 1
into $O_0$. This base object is used like a test&set object: a process knows it is the first process to access the object if and only if it receives the response 0. If the process does receive the response 0, it records its input value, incremented by one, in $O_1$ as part of the same transaction. (The input value is incremented so that the state 0 can be used as a “nil” value to indicate that information about the outcome is not recorded in the base object.) The process then outputs its own input value. If a process receives the response 1 from $O_0$, it must determine the input value of the process that took the first step. It does this by repeatedly performing a \textit{swap}(0)

shared variable

An object of type \texttt{trans\{swap, 2\}} with three base objects $O_0, O_1, O_2$, each initially 0.

local variable

$v$ : natural number

$\text{done}$ : boolean \% becomes true when process knows output value

$\text{out}$ : natural number \% output value

$i$ : \{1, 2\}

begin transaction

$v \leftarrow$ result of applying \textit{swap}(1) to $O_0$

if $v = 0$ then \% no other process has taken a step

apply \textit{swap}(1 + input value) to $O_1$

$\text{done} \leftarrow$ true

$\text{out} \leftarrow$ input value

else

$\text{done} \leftarrow$ false

end if

end transaction

$i \leftarrow 1$

loop until $\text{done}$

begin transaction

$v \leftarrow$ result of applying \textit{swap}(0) to $O_i$

if $v \neq 0$ then

apply \textit{swap}(v) to $O_{3-i}$

$\text{done} \leftarrow$ true

$\text{out} \leftarrow v - 1$

end if

end transaction

$i \leftarrow 3 - i$

end loop

halt with output $\text{out}$

Figure 9.6: Code for Proof 2 of Proposition 9.6
operation, starting a new transaction each time and alternating between the base objects \( O_1 \) and \( O_2 \). Whenever the process receives a non-zero response from \( O_1 \) or \( O_2 \), it swaps the response into \( O_2 \) or \( O_1 \), respectively, as part of the same transaction. The process then subtracts one from the response and outputs it. A description of the algorithm in pseudocode is given in Figure 9.6.

Consider any execution of the protocol. Let \( f \) be the input value of the first process to take a step. It is easy to check that the following invariant holds after any step of the execution.

**Invariant:** The state of \( O_0 \) is different from 0. One of the base objects \( O_1 \) or \( O_2 \) is in state 0, and the other is in state \( 1 + f \).

It follows from this invariant that the protocol is wait-free: if any collection of processes are executing the loop, the first process that swaps 0 into the base object \( O_1 \) or \( O_2 \) that contains \( 1 + f \) exits the loop and terminates. The number of processes running continues to decrease in this way until all non-faulty processes have terminated. The invariant can also be used to show that every process outputs \( f \). If a process receives the response 0 from the base object \( O_0 \), it must be the first process to perform a step, so it can output its own input value. If a process ever receives a non-zero response from \( O_1 \) or \( O_2 \), that response must be \( 1 + f \). The process then outputs \( f \).

\[ \Box \]

### §9.4 A General Lower Bound

Theorem 9.3 gives a lower bound on the consensus numbers of transactional objects that applies to a large class of base types. In this section, it will be shown that the non-triviality of the base type \( T \) is sufficient to show that \( \text{multi}(T, 2) \) satisfies the hypothesis of Theorem 9.3, and this fact can be used to prove a weaker, though still exponential, lower bound on the consensus number of a transactional type built from any non-trivial base type.

**Theorem 9.7** For any non-trivial base type \( T \), \( \text{cons}(\text{trans}(T, m)) \geq 2^{\lfloor m/2 \rfloor - 1} \).

**Proof:** Since \( T \) is non-trivial, the response to some operation, \( t_0 \) cannot depend entirely on the state in which the object is initialized. That is, there is some operation \( t_1 \) that takes an
object of type $T$ from a state $s$ where it would return one response $R$ to $t_0$ into a state where it would return a different response $R'$ to $t_0$.

Now consider the type $\text{multi}(T, 2)$. It will be shown that this multi-object type satisfies the hypothesis of Theorem 9.3. Let $O_0$ and $O_1$ be two of the base objects. Let $q$ be the state of the multi-object where all base objects are in state $s$. Let $op_0$ be the multi-object operation that applies $t_0$ to $O_0$ and $t_1$ to $O_1$. Let $op_1$ be the multi-object operation that applies to $t_1$ to $O_0$ and $t_0$ to $O_1$. Using the notation of the proof of Theorem 9.3, for $i = 0, 1$, let $R_i$ be the response returned by $op_i$ when the multi-object is in state $q$, and $R_i'$ be the response returned by $op_i$ when it is preceded by the other operation, $op_{1-i}$. It must be shown that $R_0 \neq R_0'$ and $R_1 \neq R_1'$. Let $S$ be the response when $t_1$ is applied in state $s$ and let $S'$ be the response when $t_1$ is applied after $t_0$. Recall that $R \neq R'$, so $R_0 = (R, S) \neq (R', S') = R_0'$ and $R_1 = (S, R) \neq (S', R') = R_1'$.

By Theorem 9.3, $\text{cons} (\text{trans} (\text{multi} (T, 2), [m/2])) \geq 2^{[m/2]-1}$. But $\text{trans} (T, m)$ is at least as strong a type as $\text{trans} (T, 2 \cdot [m/2])$, which is equivalent to the type $\text{trans} (\text{trans} (T, 2), [m/2])$. Since $\text{trans} (T, 2)$ can trivially implement $\text{multi} (T, 2)$, it follows that $\text{cons} (\text{trans} (T, m)) \geq \text{trans} (\text{multi} (T, 2), [m/2]) \geq 2^{[m/2]-1}$. 

The preceding proof shows that the algorithm given in Figures 9.3 to 9.5 can be adapted for use with any non-trivial base type. However, two base objects must be used in each node of the forest data structure. This has the effect of roughly halving the heights of the trees, and produces a corresponding reduction in the number of processes.

The following corollary shows that a transactional type is often more powerful than the corresponding base type $T$. Proposition 8.2, a similar result for multi-objects, also applies to transactional types, since multi-object types are a restricted form of transactional types. However, the following corollary does not require that $\text{cons} (T) > 2$, and this proof gives a better bound, for some types, on the parameter $m$ for which the transactional type is more powerful.

**Corollary 9.8** If $T$ is any type that is neither trivial nor universal, there is some $m$ such that $T$ cannot provide a wait-free implementation of $\text{trans} (T, m)$.

**Proof:** If $m = 2 \log_2 (\text{cons} (T) + 1) + 3$, then $\text{cons} (\text{trans} (T, m)) \geq 2^{[(2 \log_2 (\text{cons} (T) + 1) + 3)/2]-1} \geq 2^{\log_2 (\text{cons} (T) + 1)} = \text{cons} (T) + 1$, so $\text{trans} (T, m)$ is strictly more powerful than $T$. \qed
Chapter 10

Conclusion

Pour l'auteur ils pourraient s'appeler 'Conclusions' et pour le lecteur 'Incitations'.

—Marcel Proust [69]

The field of fault-tolerant shared-memory systems is fairly new: most of the work in this area has been done in the past fifteen years. One thread of research has focused on the design of efficient protocols for particular systems (for example, [1, 3, 62]). A second has used bivalency arguments to show impossibility results, again for particular types of shared objects [28, 31, 58]. These two threads gave rise to a third, which has the goal of proving more general results about the solvability of problems in shared-memory systems [15, 31, 35, 42, 45]. These general results have begun to provide a good overall picture of the relative powers of different types. In particular, the consensus hierarchy provides a good classification of types that provides information about which types can implement others.

The problem of proving that an object type belongs to a particular level of the consensus hierarchy remained a difficult task that was usually handled on a case-by-case basis. The results of this thesis are steps towards a general framework for such proofs, and are intended to provide some insight into the properties of a shared-memory system that determine where it fits into the consensus hierarchy. In fact, Chapters 4 and 5 gave concrete criteria for membership of individual types in each level of the hierarchy for two large classes of objects. The robustness result of Chapter 6 extends these criteria to systems containing several types. Finally, the results of Chapters 8 and 9 measure the increase in the consensus power of a system as parameters of the model are changed.
Although the focus of this thesis has been the third thread of research mentioned above, there are important connections with the other two. Many of the results were proved by giving concrete protocols, and the design of protocols for specific types of shared memory was often crucial in establishing that general bounds were as tight as possible. The bivalency arguments used to prove general results were often motivated by similar arguments previously used for specific types.

§10.1 Remarks on Computability

In the model of shared-memory systems used in this thesis, the sets used to give a sequential type specification are recursive and the transition function is computable (see page 10). These assumptions were made for two reasons. They ensure that object types can be described by a finite specification, so that the question of deciding the consensus number of a type can be formulated. In addition, they allow Herlihy’s universality result (Theorem 3.1) to be formulated for processes that have the computational power of random-access machines: Herlihy’s construction requires that processes can compute the transition function.

It should be pointed out that most of the central results of this thesis would hold even without these assumptions. An alternative model would allow arbitrary sets and transition functions in the definitions of object types. Theorems 4.10, 5.9, 6.2 and the bounds on the consensus numbers of multi-objects and transactional objects hold in this model, since the computability assumptions are not used in the proofs. In order for Theorem 3.1 to be true in this more general model, processes must be given some additional power. For example, they might be permitted to access an oracle that computes the transition function of a type to be implemented.

§10.2 Future Directions

There are many open questions related to the work in this thesis.

Chapters 4 and 5 characterized the RMW and readable types that can solve consensus among $n$ processes. Can similar techniques be used to obtain characterizations for other natural classes of objects, or for other problems, such as set-consensus, or for different fault models?
The characterizations use the fact that processes have well-defined critical values for any critical configuration of a consensus protocol, something which is not true if non-deterministic object types are considered. Can the results be generalized somehow to cover non-deterministic RMW or readable types?

The proofs of Theorems 4.9 and 5.8 use a tournament-style consensus protocol. Thus, for readable and RMW types, if a consensus protocol exists at all, then there is a protocol of this very special form. If the idea of the tournament is extended to allow more than two teams in each competition, can it be shown that, for each type, some such tournament protocol is the best possible consensus protocol (in terms of space or time complexity).

Jayanti and Toueg showed that the consensus number of an object type is undecidable in general [47]. Their proof relies on the fact that an object type can be constructed to simulate the execution of a Turing Machine. This means that the object must be allowed to have an infinite state set. Corollaries 4.12 and 5.11 showed that one can decide whether a given finite RMW or readable type can solve consensus among a given number of processes. It would be interesting to determine whether consensus numbers are decidable for arbitrary finite types.

Another kind of decidability problem is to pick a particular primitive type and try to decide which types can be implemented by it. A good overview of work in this area was given by Herlihy and Rajsbaum [34]. For example, some systems are still equipped only with registers as their shared-memory objects. Is it possible to decide whether a given type is implementable in such a system? Gafni and Koutsoupias [30] showed that this is undecidable in general. However, Anderson and Moir [8] state (without proof) a result that, together with the results of this thesis, would imply that one can decide whether a given (finite) readable type can be implemented from registers alone.

Chapter 6 gave a concise proof that the hierarchy is robust for RMW and readable types. Two important properties of RMW and readable types are used: such objects are deterministic, and their state information can be freely accessed by all processes. Most types that have been used to show that the hierarchy is not robust [18, 57, 64, 76] have neither of these properties. They are non-deterministic and severely restrict the ways that processes may access their state information. Can robustness results be proved for some natural classes of non-deterministic
types, such as non-deterministic readable types? This would perhaps give insight into the reasons that the hierarchy is robust for some classes, but not for others.

The results on consensus numbers of multi-objects and transactional objects that were given in Chapters 8 and 9 apply to deterministic types. Can they be extended to non-deterministic base types?

It is not known whether the lower bounds on the consensus numbers of transactional types given in Proposition 9.2 and Theorems 9.3 and 9.7 are tight. Indeed, no upper bounds on the consensus numbers of transactional types are known.

In the multi-object model, memory accesses within an atomic operation must be performed on different base objects. In the transactional model, processes are free to access base objects repeatedly during an atomic action, but this freedom was not required for any of the results in this thesis. Is there a case where the ability to access the same base object repeatedly really does help? Other variants of the multiple-access types could also be considered. For example, processes might be allowed to perform transactions on a single base object only. The definition of transactional objects allows great freedom in describing the way that shared-memory accesses can depend on earlier accesses within the transaction. One could require the dependencies between shared-memory accesses within a transaction to be of a specified, simple form to obtain multiple-access types that are in between multi-objects and the fully general transactional types.

Most of the work in this thesis has been concerned with computability and implementability in shared-memory systems. However, it is of practical importance to know how efficiently one type can solve a problem or implement another type. Although the results of this thesis often guarantee that implementations of one type from another are possible, the design of efficient implementations remains an important question. Recently, researchers have given bounds on the complexity of implementations as a function of the contention in the system, ensuring that the performance is better when fewer of the system's processes are accessing the same part of a data structure concurrently [2, 5]. Other recent developments include Jayanti's [43, 45] lower bounds on the complexity of the sort of universal construction that was used to prove Theorem 3.1. There have been some cases where reductions can be used to obtain lower bounds
on time or space complexity from impossibility results [6, 29]. It would be interesting to see if further lower bounds could be derived in this way from the impossibility results in this thesis.

_There is no case of Coming to an End but has about it something of an effort and a jerk, as though Nature abhorred it._ —Hilaire Belloc [14]
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