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Abstract

Application of Geometric Bounds to Convergence Rate of Markov Chains and Markov Processes on $\mathbb{R}^n$

Ph.D. 2001

Wai Kong Yuen

Department of Mathematics

University of Toronto

Quantitative geometric rates of convergence for reversible Markov chains are closely related to the spectral gap of the corresponding operator, which is hard to calculate for general state spaces. This thesis describes a geometric argument to give different types of bounds for spectral gaps of Markov chains on bounded subsets of $\mathbb{R}^n$ and to compare the rates of convergence of different Markov chains. We also extend the discrete-time results to homogeneous continuous-time reversible Markov processes. The limit path bounds and the limit Cheeger's bounds are introduced. Two quantitative examples of 1-dimensional diffusions are studied for the limit Cheeger's bounds and a $n$-dimensional diffusion is studied for the limit path bounds.
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Chapter 1

Introduction

1.1 Motivation and Structure of the Thesis

As Markov chain Monte Carlo algorithms (Gelfand and Smith [17], Smith and Roberts [40]) are more widely used, quantitative geometric rates of convergence for Markov chains becomes an important topic. Diaconis [10], Sinclair and Jerrum [39], Jerrum and Sinclair [22], Diaconis and Stroock [13], Sinclair [38] and Diaconis and Saloff-Coste [11] proved general results on finite state spaces. Hanlon [18], Frieze et al. [15], Frigessi et al. [16], Ingrassia [20] and Belsley [5] proved results specifically for Markov chain Monte Carlo. On general state spaces, not many results have been found yet. For partial results, see Amit and Grenander [2], Amit [1], Hwang et al. [19], Lawler and Sokal [24], Meyn and Tweedie [25], Rosenthal [33, 34, 35, 36], Baxter and Rosenthal [4] and Roberts and Rosenthal [30, 31].

In particular, Diaconis and Stroock [13] and Sinclair [38] used geometric...
ric arguments with paths to bound the second largest eigenvalue of a self-
adjoint discrete-time Markov chain. On the other hand, Lawler and Sokal [24] took an idea from the literature of differential geometry and proved the 
Cheeger's inequality for positive-recurrent discrete-time Markov chains and 
continuous-time Markov jump process. For more on the estimation of eigen-
values that applies to nice continuous situations such as the Laplacian on 
various domains, see e.g. Bañuelos and Carroll [3]. Jerrum and Sinclair [22] 
used a geometric argument with paths to bound the Cheeger's constant for a 
discrete-time finite space Markov chain. In this thesis, we shall use an anal-
ogous geometric argument to bound the spectral radius and the Cheeger's 
constant for Markov chains on bounded subsets of $\mathbb{R}^n$.

In many cases, it is very difficult to give bounds to the convergence rate 
of a Markov chains. However, it is still possible to compare the rates for two 
different Markov chains. Quastel [28] introduced a geometric argument to 
compare the spectral gaps of exclusion processes. Diaconis and Saloff-Coste 
[11] also used a similar argument to compare the eigenvalues of two discrete-
time reversible Markov chains on a discrete state space. Mira [26] introduced 
the covariance ordering for general Markov chains. In this thesis, we shall 
use a geometric argument to compare two reversible Markov chains on $\mathbb{R}^n$ 
quantitatively.

The main results of this thesis require the transition kernel to be of a spec-
ified form. Transition kernels arise from the Metropolis-Hasting algorithm
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(see e.g. Tierney [42]) are of this form. The examples we shall discuss are all applications to random walk chains. a particular case from the Metropolis-Hasting algorithm.

With the knowledge in the discrete-time Markov chains, we shall extend the results to some reversible time-homogeneous Markov processes.

There are other techniques to bound the convergence rates of Markov chains and Markov processes such as the coupling method (See e.g. Nummelin [27] for discrete time results) and the application of log-Sobolev inequalities (See Diaconis and Saloff-Coste [12] for an expository article) and direct computation of the spectrum (See e.g. Bhattacharya and Waymire [6]). For some classical results related to diffusions we shall study in the thesis, see e.g. Taira [41], Weinberger [43] and Courant and Hilbert [9]. Perhaps those techniques are more powerful mathematically on specific examples. but the techniques in this thesis may sometimes be more robust and easier to apply.

The remainder of this chapter introduces the definitions of $\lambda_0(L)$ and explain the meaning of Cheeger's constant. In Chapter 2, we first discuss the relation between the convergence rate of a discrete-time Markov chain and $\lambda_0(L)$. Then we define paths and give lower bounds for both $\lambda_0(L)$ and the Cheeger's constant when the Markov chain is defined in a bounded subset of $\mathbb{R}^n$. We also study some special cases which the paths are easy to find. In Chapter 3, we use similar path arguments from Chapter 2 to compare two reversible Markov chains defined on $\mathbb{R}^n$ quantitatively.
CHAPTER 1. INTRODUCTION

We will extend some discrete-time ideas to study the convergence rate of general Markov processes in Chapter 4. We first introduce the limit path bounds and the limit Cheeger's bounds. Two examples of 1-dimensional diffusions will be studied using the limit Cheeger's bound. An n-dimensional diffusion will be studied using the limit path bound.

We conclude the thesis with Chapter 5 and discuss some possible development and improvement in the future.

Parts of Chapters 1, 2 and 3 were already published in Yuen [44].

1.2 Basic Notations and the Cheeger's Inequality

In this section, we describe the type of Markov chains and Markov processes considered in this thesis.

We first give some informal definitions on Markov chains and Markov processes we considered in this thesis. Let $\mathcal{F}$ be a countably generated $\sigma$-algebra on $\mathcal{S}$. A discrete-time Markov chain is a countable collection of random variables $\{X_n : n \in \{0\} \cup \mathbb{N}\}$ defined on a state space $(\mathcal{S}, \mathcal{F})$ which has the property that it is forgetful of all but its most immediate past. Probabilistically, this means that there must be a collection of 'transition probabilities' $\{P^n(x, A) : n \in \mathbb{N}\}$ for each $x \in \mathcal{S}$ and $A \in \mathcal{F}$ such that

(i) for any fixed $A \in \mathcal{F}$, the function $P^n(\cdot, A)$ is measurable.
(ii) for any fixed \( x \in S \), the function \( P(x, \cdot) \) is a probability measure on 
\((S, \mathcal{F})\) and

(iii) for all times \( m, n \).

\[ P(X_{m+n} \in A | X_r, r < m; X_m = x) = P^n(x, A); \]

that is, \( P^n(x, A) \) denotes the probability that a chain at \( x \) will be in the set \( A \) after \( n \) steps. See Nummelin [27] for formal definitions.

A homogeneous continuous-time Markov processes in this thesis is a collection of random variables \( \{X_t : t \geq 0\} \) defined on a metric space \( S \) such that there must be a collection of 'transition probabilities' \( \{P^t(x, A) : t > 0\} \) for each \( x \in S \) and Borel measurable \( A \subset S \) such that

(i) for each fixed \( x \) and \( t \), \( P^t(x, \cdot) \) is a Borel probability measure on \( S \).

(ii) for each fixed \( x \), \( P^0(x, \cdot) \) is the unit mass at \( x \).

(iii) for each fixed Borel measurable \( A \subset S \), \( P(\cdot, A) \) is a bounded function

and

(iv) for all times \( s, t \).

\[ P(X_{s+t} \in A | X_r, r \leq t; X_t = x) = P^s(x, A). \]


In Chapter 2, we consider a discrete-time Markov chain or a continuous-time Markov jump process with measurable state space \((S, \mathcal{F})\). transition
probability kernel $P(x,dy)$ and invariant probability measure $\pi$. By a continuous-time Markov jump process, we mean the process which is piece-wise constant with mean 1 exponential holding times with transition rate kernel $P(x,dy)$. Then $P$ induces a positivity-preserving linear contraction on $L^2(\pi)$ by

$$(Pf)(x) = \int f(y)P(x,dy).$$

(1.1)

$P$ also acts to the left on measures, so that

$$\mu P(A) = \int P(x,A)\mu(dx).$$

(1.2)

Recall that a Markov chain is reversible if

$$\pi(dx)P(x,dy) = \pi(dy)P(y,dx).$$

(1.3)

Hence, a Markov chain is reversible iff the operator $P$ on $L^2(\pi)$ is self-adjoint. In this case, the spectrum is real and we can define

$$\lambda_0(P) = \inf \text{spec}(P|_{1^\perp}).$$

(1.4)

$$\lambda_1(P) = \sup \text{spec}(P|_{1^\perp}).$$

(1.5)

We consider the Laplacian $L = I - P$. Since $L$ is also real and self-adjoint, $\lambda_1(P) = 1 - \lambda_0(L)$, where

$$\lambda_0(L) = \inf \text{spec}(L|_{1^\perp}) = \inf \left\{ \frac{(f,Lf)_{L^2(\pi)}}{\|f\|^2_{L^2(\pi)}} : f \in 1^\perp, f \neq 0 \right\}.$$
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In Section 2.2, we shall give a class of lower bounds for $\lambda_0(L)$. On the other hand, we define the Cheeger’s $k$-constant as follows:

$$k \equiv \inf_{A \in \mathcal{F}, \emptyset \subset A \subset \mathcal{X}} k(A)$$

(1.7)

with

$$k(A) \equiv \frac{\int \chi_A(x) P(x, A^c) \pi(dx)}{\pi(A) \pi(A^c)}$$

(1.8)

which is the rate of probability flow, in the stationary Markov chain, from a set $A$ to its complement $A^c$, normalized by the invariant probabilities of $A$ and $A^c$. Intuitively, if $k$ is very small, or equivalently, there is a set $A$ s.t. the flow from $A$ to $A^c$ is very small compared to the invariant probabilities of $A$ and $A^c$, then the Markov chain must converge very slowly to the invariant distribution. In fact, Lawler and Sokal [24] proved an inequality for reversible Markov chains:

$$\frac{k^2}{8M} \leq 1 - \lambda_1(P) \leq k.$$ 

(1.9)

where

$$\pi\text{-esssup } P(x, \{x\}^c) \leq M.$$ 

(1.10)

As we shall see in Section 2.1, $\lambda_1(P)$ is closely related to the convergence rate to the invariant distribution. Roughly speaking, the bigger the $\lambda_1(P)$, the lower the rate. So, the inequality says that when $k$ is small, the rate is low, which matches with our intuition.
We also define the Cheeger's $h$-constant as follows:

$$h \equiv \inf_{\lambda \in \mathbb{E}} h(A)$$  \hspace{1cm} (1.11)

with

$$h(A) \equiv \frac{\int \chi_A(x)P(x,A^c)\pi(dx)}{\pi(A)}.$$

(1.12)

Note that $k$ and $h$ can be bounded by each other by $h \leq k \leq 2h$.

Lawler and Sokal proved another version of the inequality:

$$\frac{h^2}{2M} \leq 1 - \lambda_1(P) \leq 2h.$$  \hspace{1cm} (1.13)

Since the two inequalities (1.9) and (1.13) are very similar, we shall refer both to as the Cheeger's inequality.

As we shall see in Chapter 2, it is easier to apply the $k$-constant in the discrete-time Markov chain case.

In Chapter 4, we shall turn our attention to positive recurrent homogeneous continuous-time Markov processes. Since some results are extensions from the discrete-time results, we leave the introduction of notations to Section 4.1.
Chapter 2

Geometric Bounds: Discrete-Time Case

2.1 $L^2$ Convergence to $\pi$ in the Discrete-Time Case

Following the discussion in Section 1.2, we assume that $P(x, dy)$ is the transition probability kernel of a discrete time Markov chain with invariant probability measure $\pi$. We extend the definition of $L^2$ norm for signed measure. Given a signed measure $\mu$ on $S$, define $\|\mu\|_2$ by

$$
\|\mu\|_2^2 = \begin{cases} 
\int_S \left| \frac{d\mu}{d\pi} \right|^2 d\pi, & \mu << \pi: \\
\infty, & \text{otherwise.} 
\end{cases} 
$$

(2.1)

With this definition, we can represent $L^2(\pi)$ by $\{\mu: \|\mu\|_2 < \infty\}$, so that
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\( \mu \) and \( f \) represent the same element whenever \( f = \frac{df}{d\pi} \) a.e.. Finally, set

\[ \| P \|_{1^\perp} = \sup\left\{ \| Pf \|_2 : f \in 1^\perp, \| f \|_2 = 1 \right\} \tag{2.2} \]

where \( Pf \) is defined as in (1.1). We shall use a property of a bounded self-adjoint operator and a result from spectral theory (see e.g. Rudin [37], Kreyszig [23], Conway [8]) to prove the following well-known proposition.

**Proposition 2.1.** For a discrete-time Markov chain, if \( P \) is reversible w.r.t. \( \pi \) and \( \mu \in L^2(\pi) \), then

\[ \| \mu P^n - \pi \|_2 \leq \| \mu - \pi \|_2 \rho^n. \tag{2.3} \]

where

\[ \rho = \max\{ |\lambda_0(P)|, |\lambda_1(P)| \}. \tag{2.4} \]

**Proof.** For \( \mu \in L^2(\pi) \), let \( f = \frac{df}{d\pi} \). Since \( P \) is reversible w.r.t. \( \pi \), \( P \) is a self-adjoint operator. It is also easy to check \( \frac{d\mu P}{d\pi} = Pf \). So. \( P \) acting on \( \mu \in L^2(\pi) \) is the same as \( P \) acting on \( f \in L^2(\pi) \), in the sense that \( d\mu = fd\pi \) implies \( d(\mu P) = (Pf)d\pi \). It is also well known (see e.g. Baxter and Rosenthal [4]) that \( \| P \|_{1^\perp} \) defined in (2.2) satisfies \( \| P \|_{1^\perp} \|_2 \leq 1 \).

From a result of spectral theory for bounded self-adjoint operator \( P \),

\[ \| P \|_{1^\perp} \|_2 = \rho. \]

Furthermore, we observe that \( f - 1 \in 1^\perp \). Hence,

\[ \| \mu P^n - \pi \|_2 = \| \mu P^n - P^n \|_2 \]
\begin{align*}
&= \| (\mu - \pi) P^n \|_2 \\
&= \| P^n (f - 1) \|_2 \\
&\leq \| f - 1 \|_2 \| P^n \|_1^\perp \|_2 \\
&= \| \mu - \pi \|_2 \| P \|_1^\perp \|_2^n \\
&= \| \mu - \pi \|_2 \rho^n.
\end{align*}

Q.E.D.

**Remarks.** 1. \( \rho \) defined in (2.4) is known as the *spectral radius* of the operator \( P \). From the Cheeger's inequality, we have an upper bound for \( \lambda_1(P) \). However, it is hard to bound \( \lambda_0(P) \) in general (for finite state spaces. Diaconis and Stroock [13] gave a geometric lower bound of it). If we assume \( P(x, x) \geq a > 0 \forall x \in S \), then it directly implies that \( \lambda_0(P) > -1 + 2a \). So, we have \( \rho \leq \max\{1 - 2a, \lambda_1(P)\} \). In particular, if we consider the chain \( \frac{1}{2}(I + P) \), then \( a \geq \frac{1}{2} \) and so \( \rho = \lambda_1(P) \). In this case, we have an upper bound for the convergence rate in terms of \( k \). In practice, however, it is hard to calculate \( k \) numerically for general state spaces. We can also bound \( \lambda_0(L) = 1 - \lambda_1(P) \) directly. In section 2.2, we shall use a geometric argument to give a lower bound for \( k \) and a class of lower bounds for \( \lambda_0(L) \). Hence, two types of upper bounds for the convergence rate will be found.

2. It is easier to get lower bounds on \( \lambda_1(P) \). Note that

\[
\lambda_1(P) = 1 - \lambda_0(L) = 1 - \inf \left\{ \frac{(f, Lf)_{L^2(\pi)}}{\| f \|_{L^2(\pi)}^2} : f \in 1^\perp, f \neq 0 \right\}.
\]

Therefore, we can get lower bounds on \( \lambda_1(P) \) by using test functions \( f \).
3. For continuous-time Markov jump processes, the inequality (2.3) is much simpler. The corresponding operator with mean 1 exponential holding times can be written as $\hat{P}^t = \sum_{n=0}^{\infty} e^{-t \frac{\ell_n}{\lambda}} P^n$. So, $\sigma(\hat{P}^t) = \{\sum_{n=0}^{\infty} e^{-t \frac{\ell_n}{\lambda}} \lambda : \lambda \in \sigma(P)\}$ and $\lambda_0(\hat{P}^t) \geq 0$. Hence, we have the following relation:

$$\|\mu \hat{P}^t - \pi\|_2 \leq \|\mu - \pi\|_2 e^{-t \lambda_1(P)}.$$ 

In fact, the results can be generalized to more general continuous-time Markov jump processes in which the transition rates are essentially bounded, not necessarily with mean 1 exponential holding times. In this thesis, we only discuss the corresponding continuous-time process of a discrete-time transition kernel.

4. For probability measures $\mu$, we have $\|\mu - \pi\|_2^2 = \|\mu\|_2^2 - 1$.

5. We used the $L^2$ norm to measure the rate of convergence. For the relation between $L^2$ norm and other norms, see e.g. Roberts and Rosenthal [31].

### 2.2 Path Bounds for $\lambda_1(P)$

In this section, we prove a class of lower bounds for $\lambda_0(L)$ defined in (1.6) and an upper bound of the Cheeger's $k$-constant for a reversible Markov chain (discrete or continuous-time) on $\mathbb{R}^n$ described in 1.2. In both cases, we obtain upper bounds for $\lambda_1(P)$ defined in (1.5). These bounds are called path bounds as each bound is associated with a set of paths. We assume that the
transition kernel is of the form
\[ P(x, dy) = \alpha(x)\delta_x(dy) + p_x(y)dy \]
where \( \delta_x \) is the unit point mass on \( x \) for any \( x \in \mathbb{R}^n \). Suppose the invariant distribution \( \pi \) has density \( q(y) \) w.r.t.
Lebesgue measure.

The next requirement is the existence of a set of paths satisfying some regularity conditions. Let \( \mathcal{S} = \{ x \in \mathbb{R}^n : q(x) > 0 \} \), \( \Gamma = \{ \gamma_{xy} \} \) is a set of paths for a Markov chain \( P \) on \( \mathbb{R}^n \) if for any \( x, y \in \mathcal{S} \), there exists \( b_{xy} \in \mathbb{N} \) and a path \( \gamma_{xy} : \{ 0, \ldots, b_{xy} \} \to \mathcal{S} \) s.t. \( \gamma_{xy}(0) = x \) and \( \gamma_{xy}(b_{xy}) = y \) and that \( p_u(v) > 0 \) for any edge \( (u, v) \) of any path where \( (u, v) \) is an \( i \)th edge of a path \( \gamma_{xy} \) iff \( u = \gamma_{xy}(i - 1) \) and \( v = \gamma_{xy}(i) \) for some \( i \). In this case, we write \( (u, v) \in \gamma_{xy} \). Let \( E_i \) be the collection of all \( i \)th edges and \( E = \bigcup E_i \). For any \( u, v \in \mathbb{R}^n \), define \( Q(u, v) = p_u(v)q(u) \) and for \( \gamma_{xy} \in \Gamma \) and \( \epsilon \in \mathbb{R} \), define
\[ ||\gamma_{xy}||_\epsilon = \sum_{(u,v) \in \gamma_{xy}} Q(u, v)^{-\epsilon}. \]
Note that \( Q(u, v) > 0 \) for any edge \( (u, v) \).

To prove a class of lower bounds for \( \lambda_0(L) \), a set of paths \( \Gamma \) has to satisfy the following technical conditions:

**Definition 2.1.** Let \( \Gamma = \{ \gamma_{xy} \} \) be a set of paths for an irreducible Markov chain \( P \) on \( \mathbb{R}^n \). Let \( V = \{ (x, y, i) : x, y \in \mathcal{S}, 1 \leq i \leq b_{xy} \} \). \( \Gamma \) satisfies the first regularity condition if the following are true: (i) \( T : V \to S^2 \times \mathbb{N}^2 \) defined by \( T(x, y, i) = (\gamma_{xy}(i - 1), \gamma_{xy}(i), b_{xy}, i) \) is a 1-1 map onto \( T(V) \).
(ii) Fix \( b, i \in \mathbb{N} \) s.t. \( (u, v, b, i) \in T(V) \) for some \( (u, v) \in \mathcal{S} \times \mathcal{S} \) and let \( W_{bi} = \{ (u, v) : (u, v, b, i) \in T(V) \} \subseteq E \). The 1-1 map \( G_{bi} : W_{bi} \to \mathcal{S} \times \mathcal{S} \) defined by \( G_{bi}(u, v) = (x, y) \) where \( T(x, y, i) = (u, v, b, i) \) can be extended to a bijection of open sets and has continuous partial derivatives a.e. with
respect to the Lebesgue measure on $\mathbb{R}^n \times \mathbb{R}^n$ for each $b \cdot i$.

Assuming that the first regularity condition is satisfied, we need the following notation in the proof of Theorem 2.2. Let $J_{bi}(u, v)$ be the Jacobian of the change of variable $(x, y) = G_{bi}(u, v)$, given by

$$J_{bi}(u, v) = \begin{vmatrix}
\frac{\partial x_1}{\partial u_1} & \cdots & \frac{\partial x_1}{\partial u_n} & \frac{\partial x_1}{\partial v_1} & \cdots & \frac{\partial x_1}{\partial v_n} \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
\frac{\partial x_n}{\partial u_1} & \cdots & \frac{\partial x_n}{\partial u_n} & \frac{\partial x_n}{\partial v_1} & \cdots & \frac{\partial x_n}{\partial v_n} \\
\frac{\partial y_1}{\partial u_1} & \cdots & \frac{\partial y_1}{\partial u_n} & \frac{\partial y_1}{\partial v_1} & \cdots & \frac{\partial y_1}{\partial v_n} \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
\frac{\partial y_n}{\partial u_1} & \cdots & \frac{\partial y_n}{\partial u_n} & \frac{\partial y_n}{\partial v_1} & \cdots & \frac{\partial y_n}{\partial v_n}
\end{vmatrix} \quad (2.3)$$

where $u = (u_1, \ldots, u_n)$ and so on. We shall represent $J_{bi}(u, v)$ by $J_{xy}(u, v)$ as given $(u, v) \in E$. there is a 1-1 correspondence between $(x, y)$ and $(b \cdot i)$.

Intuitively, the condition in Definition 2.1 means that the paths are 'differentiable' in the sense that slight change in the edge can only change a path containing it continuously and the corresponding Jacobian is well defined. With this condition, we can apply a change of variables to prove Theorem 2.2. Note also that $b_{xy}$ need not be constant and the inverse map $G_{bi}$ is only defined for edges which are the $i$th edges of some paths with $b(\leq b_{xy})$ steps.

We shall give some examples in Section A and B following Corollary 2.4 that if we construct some paths 'smooth' enough, the condition is easily verified.
The geometric constants that we shall use in the bounds are

\[ k_\varepsilon = k_\varepsilon(\Gamma) = \text{esssup}_{(u,v) \in \mathcal{E}} \{ Q(u,v)^{-(1-2\varepsilon)} \times \sum_{\gamma_{xy} \in \{u,v\}} \| \gamma_{xy} \| q(x)q(y)|J_{xy}(u,v)| \} \]  

where \( \text{esssup} \) is the essential supremum with respect to Lebesgue measure \( \lambda \) on \( \mathbb{R}^n \times \mathbb{R}^n \), i.e., \( \text{esssup}\{f(x) : x \in X\} = \inf\{a : \lambda\{x : f(x) > a\} = 0\} \). and the sum is taken over all \((x,y) \in \mathcal{E}\). \( \gamma_{xy} \in \{u,v\} \).

**Theorem 2.2.** Let \( \Gamma = \{\gamma_{xy}\} \) be a set of paths satisfying the first regularity condition (Definition 2.1) for an irreducible Markov chain \( P \) on \( \mathbb{R}^n \). Then for any \( \varepsilon \in \mathbb{R} \)

\[ \lambda_0(L) \geq \frac{1}{k_\varepsilon}. \]

Hence, \( \lambda_1(P) \leq \inf\{1 - \frac{1}{k_\varepsilon}\} \).

**Proof.** Since \( L \) is real and self-adjoint, we need only to consider real trial functions. For real \( f \in L^1 \), we have

\[ (f, Lf)_{L^2(\pi)} = \frac{1}{2} \int_{S \times S} (f(v) - f(u))^2 Q(u,v) dudv. \]
Now,
\[
\|f\|_{L^2(\pi)}^2 = \int f^2(x)q(x)dx
= \frac{1}{2} \iint_{S \times S} [f(x) - f(y)]^2 q(x)q(y)dx dy
= \frac{1}{2} \iint_{S \times S} \left[ \sum_{(u,v) \in \gamma_{xy}} \left( \frac{Q(u,v)}{Q(u,v)} \right)^2 (f(v) - f(u)) \right]^2 q(x)q(y)dx dy
\leq \frac{1}{2} \iint_{S \times S} \|\gamma_{xy}\| q(x)q(y) \sum_{(u,v) \in \gamma_{xy}} Q(u,v)^2 (f(v) - f(u))^2 dx dy
= \frac{1}{2} \iint_{S \times S} \left\{ \sum_{i=1}^{b_{xy}} \|\gamma_{xy}\| q(x)q(y)Q(\gamma_{xy}(i - 1), \gamma_{xy}(i))^2 \right.
\times (f(\gamma_{xy}(i)) - f(\gamma_{xy}(i - 1)))^2 \left\} dx dy,
\]

where the inequality is Cauchy-Schwartz. Note that
\[
\iint_{S \times S} \sum_{i=1}^{b_{xy}} \cdot dx dy = \iiint_{V} \cdot \delta(di) dxdy.
\]

where \(\delta\) is the counting measure on \(\mathbb{N}\). By the first regularity condition, we can consider the change of variables \((x, y, i) = T^{-1}(u, v, b, i)\) and we have
\[
\iiint_{V} \cdot \delta(di) dxdy = \iiint_{T(V)} \cdot |J_{bi}(u,v)| \delta(db) \delta(di) dudv
\leq \iint_{E} \sum_{\gamma_{xy}, y(u,v)} \cdots |J_{xy}(u,v)| dudv
\]
as measure since \(W_{bi} \subset E\) for each \(b\) and each \(i\). Hence, we have
\[ \|f\|_{L^2(\pi)}^2 \leq \frac{1}{2} \iint_E \left\{ \sum_{\gamma_{xy} \not\equiv (u,v)} \|\gamma_{xy}\|, q(x)q(y)Q(u,v) \right. \\
\left. \times (f(v) - f(u))^{2\epsilon} |J_{xy}(u,v)| \right\} dudv \]
\[ \leq \text{esssup}_{(u,v) \in E} \{Q(u,v)^{-1-2\epsilon} \sum_{\gamma_{xy} \not\equiv (u,v)} \|\gamma_{xy}\|, q(x)q(y)\}|J_{xy}(u,v)|\} \]
\[ \times \frac{1}{2} \iint_E Q(u,v)(f(v) - f(u))^2dudv \]
\[ = k \cdot \frac{1}{2} \iint_E (f(v) - f(u))^2Q(u,v)dudv \]
\[ \leq k \cdot \frac{1}{2} \iint_{S \times S} (f(v) - f(u))^2Q(u,v)dudv \]
\[ = k (f, Lf)_{L^2(\pi)}. \]

Thus, \( \lambda_0(L) = \inf \{ \frac{(f, Lf)_{L^2(\pi)}}{\|f\|_{L^2(\pi)}^2} : f \in 1^+, f \neq 0 \} \geq \frac{1}{k} \) for any \( \epsilon \in \mathbb{R}. \) Since \( \lambda_1(P) = 1 - \lambda_0(L) \), the last statement follows trivially. Q.E.D.

To prove a bound for the Cheeger's \( k \)-constant \( k \), a set of paths \( \Gamma \) has to satisfy a modified version of the first regularity condition (Definition 2.1):

**Definition 2.2.** Let \( \Gamma = \{ \gamma_{xy} \} \) be a set of paths for an irreducible Markov chain \( P \) on \( \mathbb{R}^n \). \( \Gamma \) satisfies the second regularity condition if the following is true: For any \( A \subset S \) and \( 0 < \pi(A) < 1 \), let \( V_A = A \times A^c \). Then (i) \( T_A : V_A \rightarrow S^2 \times N^2 \) defined by

\[ T_A(x, y) = (\gamma_{xy}(l - 1), \gamma_{xy}(l), b_{xy}, l). \]
where
\[ l = t^A_{xy} = \min \{ i | \gamma_{xy}(i - 1) \in A, \gamma_{xy}(i) \in A' \} \]
is a 1-1 map onto \( T_A(V_A) \). (ii) Fix \( b, i \in \mathbb{N} \) s.t. \((u, v, b, i) \in T_A(V_A)\) for some \((u, v)\) and \( A \). Let \( W_{bi} = \{(u, v) : (u, v, b, i) \in T_A(V_A) \text{ for some } A \} \subset E \). The map \( G_{bi} : W_{bi} \to S \times S \) defined by \( G_{bi}(u, v) = (x, y) \) if \( T_A(x, y) = (u, v, b, i) \) for some \( A \) is 1-1 and can be extended to a bijection of open sets and has continuous partial derivatives a.e. with respect to the Lebesgue measure on \( \mathbb{R}^n \times \mathbb{R}^n \) for each \( b, i \).

Assuming that the second regularity condition is satisfied, we can consider the same change of variable \((x, y) = G_{bi}(u, v)\) and Jacobian \( J_{xy}(u, v)\).

The condition is somewhat similar to the first regularity condition except that we require a slight adjustment to use a different change of variables to prove Theorem 2.3.

The geometric constant that we shall use in the bound is
\[ K = K(\Gamma) = \operatorname{esssup}_{(u, v) \in E} \{ Q((u, v))^{-1} \sum_{\gamma_{xy} \in (u, v)} q(x) q(y) |J_{xy}(u, v)| \}. \tag{2.8} \]

**Theorem 2.3.** Let \( \Gamma = \{ \gamma_{xy} \} \) be a set of paths satisfying the second regularity condition (Definition 2.2) for an irreducible Markov chain \( P \) on \( \mathbb{R}^n \). Then the Cheeger's \( k \)-constant satisfies
\[ k \geq \frac{1}{K}. \tag{2.9} \]
Hence, if \( M \) satisfies (1.10), \( \lambda_1(P) \leq 1 - \frac{1}{sK^2M} \).
Proof. For any \( A \subset \mathbb{S} \) and \( 0 < \pi(A) < 1 \),

\[
\pi(A) \pi(A^c) = \int_A q(x) dx \int_{A^c} q(y) dy
\]

\[
= \iint_{A \times A^c} q(x) q(y) dx dy
\]

\[
= \iint_{V_A} q(x) q(y) dx dy.
\]

By the second regularity condition, we can consider the change of variables \((x, y) = T_A^{-1}(u, v, b, i)\) and we have

\[
\iint_{V_A} dx dy = \iiint_{T_A(V_A)} |J_{bh}(u, v)| \delta(db) \delta(di) du dv
\]

\[
\leq \iint_{V_A} \sum_{\gamma_{xy}(u, v) \in (u, c)} |J_{xy}(u, v)| du dv
\]

as measure. Hence, we have

\[
\pi(A) \pi(A^c) \leq \iint_{V_A} \sum_{\gamma_{xy}(u, v) \in (u, c)} q(x) q(y) |J_{xy}(u, v)| du dv
\]

\[
= \iint_{V_A} Q(u, v)^{-1} \sum_{\gamma_{xy}(u, v) \in (u, c)} q(x) q(y) |J_{xy}(u, v)| Q(u, v) du dv
\]

\[
\leq \text{esssup}_{(u, v) \in E} \left\{ Q(u, v) \sum_{\gamma_{xy}(u, v) \in (u, c)} q(x) q(y) |J_{xy}(u, v)| \right\}
\]

\[
\times \iint_{V_A} Q(u, v) du dv
\]

\[
= K \iint_{A \times A^c} Q(u, v) du dv
\]

\[
= K \int_{A \times A^c} \chi_A(x) P(x, A^c) \pi(dx).
\]

Thus, the Cheeger's \( k \)-constant

\[
k = \inf_{\substack{A \in \mathbb{S} \ \text{measurable} \ \text{with} \ 0 < \pi(A) < 1}} \frac{\int_{A \times A^c} \chi_A(x) P(x, A^c) \pi(dx)}{\pi(A) \pi(A^c)} \geq \frac{1}{K}.
\]
By Cheeger's inequality (1.9), \( \lambda_1(P) \leq 1 - \frac{k^2}{8M} \leq 1 - \frac{1}{8K^2M} \). Q.E.D.

**Remarks.** 1. In the proofs of the theorems, \( \alpha(x) \) doesn’t play a role except making \( P(x, dy) \) a probability measure. In the following examples, unless otherwise specified, we only define \( p_x(y) \), and then \( \alpha(x) = 1 - \int_S p_x(y)dy \) is assumed.

2. For transition kernel of the form we considered in the theorems, the reversibility condition is equivalent to \( q(x)p_x(y) = q(y)p_y(x) \) for almost all \( x, y \in S \).

3. There is no guarantee that such paths should exist in Theorem 2.2 and 2.3. All we say is that if such paths do exist, then the theorem holds. Moreover, we want to choose paths such that some of the geometric constants are finite, so that we have a bound strictly less than 1 for \( \lambda_1(P) \). We shall discuss a special type of paths and simplify the constants in Corollary 2.4.

4. In Theorem 2.2, \( k \) is a bound for any \( \epsilon \). In particular, when \( \epsilon = 0 \) or \( \frac{1}{2} \), we have the following constants:

\[
k_0 = \text{esssup}_{(u,v) \in E} \left\{ Q(u,v)^{-1} \sum_{\gamma_{xy} \in \mathcal{Y}(u,v)} b_{xy} q(x) q(y) |J_{xy}(u,v)| \right\}. \tag{2.10}
\]

and

\[
k_{\frac{1}{2}} = \text{esssup}_{(u,v) \in E} \left\{ \sum_{\gamma_{xy} \in \mathcal{Y}(u,v)} \| \gamma_{xy} \|_{\frac{1}{2}} q(x) q(y) |J_{xy}(u,v)| \right\}. \tag{2.11}
\]

This is a continuous version of the results in finite state spaces (see e.g. Diaconis and Stroock [13] and Sinclair [38]).
5. It is not necessary that \((G^b)^{-1}\) has continuous partial derivatives for each \(i\) on the whole \(W_b\), in the regularity conditions. Measure-zero sets can be neglected. The same is true in the following corollaries.

6. For non-reversible Markov chains, Proposition 2.1 does not hold anymore. So, we cannot relate the convergence rate to the spectrum of the corresponding Laplacian. However, we can still say something about the spectrum. In fact, given any non-reversible Markov chains with Laplacian \(L = I - P\), by considering the self-adjoint Laplacian \(\frac{1}{2}(L + L^*)\), it can be shown that the spectrum of \(L\) is contained in the set \(\{\lambda : |\lambda| \leq 2, \text{Re}\lambda \geq \frac{k^2}{sM}\}\) (see Lawler and Sokal [24]. Theorem 2.3(b)). Note that in the proof of Theorem 2.3, we did not use the fact that \(L\) is reversible to prove \(k \geq \frac{1}{N}\). So, the spectrum of \(L\) is contained in

\[
\{\lambda : |\lambda| \leq 2, \text{Re}\lambda \geq \frac{1}{8k^2M}\}.
\]

Now we consider a particular case when \(b_{xy} = b\), a constant for any \(x, y \in S\). Denote the paths by \(\gamma^b_{xy}\). We can then simplify the regularity conditions as follows. For \(i = 1, \ldots, b\), define \(T_i : S \times S \to S \times S\) by \(T_i(x, y) = (\gamma^b_{xy}(i - 1), \gamma^b_{xy}(i))\). Assume \(T_i\) can be extended to an open set \(V\) containing \(S \times S\) s.t. \(T_i\) is a 1-1 map onto \(T_i(V)\) and that \((T_i)^{-1}\) has continuous partial derivatives a.e. for each \(i\). Let \(J_i(u, v)\) be the Jacobian of the change of variable \((x, y) = (T_i)^{-1}(u, v)\). From here we can apply Theorem 2.2 and 2.3 directly or we can enjoy a different version by the following corollary.
Corollary 2.4. Under the above assumptions, the geometric constants in Theorem 2.2 can be simplified as

\[
k_c(\Gamma) = \sum_{i=1}^{b} \text{esssup}_{(u,v) \in E_i} \left\{ Q(u,v)^{-(l-2)} \| h_{xy}^b \|_q q(x)q(y) |J_i(u,v)| : \right. \\
\left. (x,y) = (T_i)^{-1}(u,v) \right\} \quad (2.12)
\]

and the geometric constant in Theorem 1.2 can be simplified as

\[
K(\Gamma) = \sum_{i=1}^{b} \text{esssup}_{(u,v) \in E_i} \left\{ Q(u,v)^{-1} q(x)q(y) |J_i(u,v)| : \right. \\
\left. (x,y) = (T_i)^{-1}(u,v) \right\}. \quad (2.13)
\]

Proof. For \(k_c\), we follow the proof of Theorem 1.1 until the change of variables. Since \(b_{xy} \equiv b\), we have

\[
\iint_{S \times S} \sum_{i=1}^{b_{xy}} dx dy = \sum_{i=1}^{b} \iint_{S \times S} dx dy.
\]

For each \(i\), we can consider the change of variables \((x,y) = (T_i)^{-1}(u,v)\) by assumption, which gives

\[
\sum_{i=1}^{b} \iint_{S \times S} dx dy = \sum_{i=1}^{b} \iint_{E_i} |J_i(u,v)| dudv.
\]

From then on, it is easy to see that \(k_c\) can be simplified as in the statement.

For \(K\), we follow the proof of Theorem 1.2 until the change of variables.

Redefine \(T_A : V_A \to S^2\) by

\[
T_A(x,y) = (\gamma_{xy}^b(l-1), \gamma_{xy}^b(l)).
\]
where

\[ l = l^b_{xy} = \min \{ i | \gamma^b_{xy}(i - 1) \in A, \gamma^b_{xy}(i) \in A^\ast \}. \]

Note that

\[
\int \int_{V_\Lambda} dxdy = \sum_{i=1}^{b} \int \int_{(T_i)^{-1}(E \cap T_\Lambda(V_\Lambda))} dxdy
\]

\[
= \sum_{i=1}^{b} \int \int_{E \cap T_\Lambda(V_\Lambda)} |J_i(u,v)|dudv.
\]

From then on, it is easy to see \( K \) can be simplified as in the statement.

Q.E.D.

Remark 3 suggests that we have no definite way to find the paths in general. However, in the following special cases of \( S \), we shall have at least one way to construct paths satisfying the regularity conditions (Definition 2.1 and 2.2). The geometric constants can be simplified as follows.

A. \( S \) is convex

In this case, fix any \( b \in \mathbb{N} \) and \( x, y \in S \), we can choose the uniform path \( \eta^b_{xy} : \{0, \ldots, b\} \to S \) defined by

\[ \eta^b_{xy}(i) = \frac{(b - i)x + iy}{b} \]

the function onto the points on the line joining \( x, y \) so that adjacent points have equal spacings. In this case, \( T_i(x, y) = (\eta^b_{xy}(i - 1), \eta^b_{xy}(i)) \) can be easily extended to a bijection on \( \mathbb{R}^n \times \mathbb{R}^n \) and that \( (T_i)^{-1} \) has continuous partial derivatives for each \( i \). So, both the first and second regularity conditions are
satisfied. It can be shown that $|J_i| = b^n$ (since for each $j$, $x_j, y_j$ depend only on $u_j, v_j$).

On the other hand, we can also try the linear paths in which $b_{xy} = \left\lceil \frac{1}{c} \|y - x\| \right\rceil$ for some constant $c > 0$. Define $\gamma_{xy} : \{0, \ldots, b_{xy}\} \to S$ by:

$$\gamma_{xy}(i) = \frac{(b_{xy} - i)x + iy}{b_{xy}}.$$  

They are similar to the uniform paths except that the length of any edge $(u, v) \in E$ is less than or equal to $c$. Intuitively, a majority of edges have length close to $c$. It is easy to check that both the first and second regularity conditions are satisfied and that $|J_{xy}(u, v)| = b_{xy}^n$. We sum up the results in the following corollary:

**Corollary 2.5.** (a) Under the uniform paths $\{\eta_{xy}^b\}$ above, the constants can be simplified as

$$k_e = b^n \sum_{i=1}^{b} \underset{E_i \leq E}{\text{esssup}} \{Q(u, v)^{-(1-2i)}\|\eta_{xy}^b\|, q(x)q(y) : (x, y) = (T_i)^{-1}(u, v)\} \quad (2.14)$$

and

$$K = b^n \sum_{i=1}^{b} \text{esssup}_{(u,v)\in E} \{Q(u, v)^{-1}q(x)q(y) : (x, y) = (T_i)^{-1}(u, v)\}. \quad (2.15)$$

(b) Under the linear paths $\{\gamma_{xy}\}$ above, the constants can be simplified as

$$k_e = \text{esssup}_{(u,v)\in E} \{Q(u, v)^{-(1-2i)} \sum_{\gamma_{xy} \in E(u,v)} \|\gamma_{xy}\|, q(x)q(y)b_{xy}^n\}. \quad (2.16)$$
and

\[ K = \text{esssup}_{(u,v) \in E} \left\{ Q(u,v)^{-1} \sum_{\gamma_{xy} \in \{u,v\}} q(x)q(y)b_{xy}^n \right\}. \]  

(2.17)

B. \( S \) is non-convex

The reason why the uniform paths work so well for convex \( S \) is that the line joining any two points lies entirely on \( S \) and the Jacobian is relatively simple. For general \( S \), however, we cannot use the uniform paths directly. If \( S \) is non-convex but isomorphic to a convex set in a certain sense, we can still use the uniform paths indirectly. Formally, we assume that \( S \) satisfies the following conditions. Let \( \mathcal{U} \) be open in \( \mathbb{R}^n \) and \( S \subset \mathcal{U} \). Suppose there exists \( \phi : \mathcal{U} \rightarrow \phi(\mathcal{U}) \) s.t. \( \phi(\mathcal{U}) \) is open and \( \phi(S) \) is convex. Assume that \( \phi^{-1} \) exists and both \( \phi, \phi^{-1} \) are continuously differentiable a.e. Since we already have uniform paths \( \eta^b_{xy} \) on \( \phi(S) \), we can define paths \( \gamma_{xy} \) on \( S \) by

\[ \gamma_{xy}(i) = \phi^{-1}\left( \frac{(b - i)\phi(x) + i\phi(y)}{b} \right). \]

Define \( \Phi : \mathcal{U} \times \mathcal{U} \rightarrow \phi(\mathcal{U}) \times \phi(\mathcal{U}) \) by \( \Phi(x, y) = (\phi(x), \phi(y)) \). So, the Jacobian of \( \Phi \) exists and we can denote it by \( J_\Phi(x, y) \).

To compute \( J_t(u, v) \) in Corollary 1.2, we notice that \( T_t = \Phi^{-1} \circ T^n_t \circ \Phi \) where \( T^n_t \) represents the \( T_t \) for uniform paths. By the chain rule and the
inverse function theorem of differentiation.

\[ |J_i(u,v)| = |\det D(T_i)^{-1}(u,v)| \]
\[ = |\det D(\Phi \circ (T_i^n)^{-1} \circ \Phi^{-1})(u,v)| \]
\[ = |\det D\Phi((T_i^n)^{-1} \circ \Phi^{-1}(u,v))| \cdot |\det D(T_i^n)^{-1}(\Phi^{-1}(u,v))| \]
\[ \quad \cdot |\det D\Phi^{-1}(u,v)| \]
\[ = \frac{|J_\Phi((T_i^n)^{-1} \circ \Phi^{-1}(u,v))| \cdot b^n \cdot \frac{1}{|\det D\Phi(\Phi^{-1}(u,v))|}}{|J_\Phi(\Phi^{-1}(u,v))|} \]
\[ = \frac{|J_\Phi((T_i^n)^{-1} \circ \Phi^{-1}(u,v))| \cdot b^n}{|J_\Phi(\Phi^{-1}(u,v))|}. \]

Moreover, if \( 0 < m \leq |J_\Phi| \leq M \).

\[ |J_i(u,v)| \leq \frac{M \cdot b^n}{m}. \]

If \(|J_\Phi|\) is constant, \(|J_i(u,v)| = b^n\).

We can also use the linear paths instead of the uniform paths. In that case,

\[ |J_{xy}(u,v)| = \frac{|J_\Phi((T_{xy}^n)^{-1} \circ \Phi^{-1}(u,v))| \cdot b^n}{|J_\Phi(\Phi^{-1}(u,v))|}.
\]

where \(T_{xy}^n(u,v)\) represents the corresponding bijection with respect to \(x,y\) for linear paths. Moreover, if \( 0 < m \leq |J_\Phi| \leq M \).

\[ |J_{xy}(u,v)| \leq \frac{M \cdot b_{xy}^n}{m}. \]

If \(|J_\Phi|\) is constant, \(|J_{xy}(u,v)| = b_{xy}^n\).
2.3 Examples

Example 2.3.1 to 2.3.5 below can be considered as reversible discrete-time Markov chains or continuous-time Markov jump processes on \( S \) and transition probability kernel defined as in Section 2.2. They are all random walk chains, a particular case from the Metropolis-Hasting algorithm (see e.g. Tierney [42]).

Note that we choose the stationary distribution of all the following examples to be uniform over the state space in order to simplify the calculations. It is easy to see that we can also get positive lower bounds on the spectral gap for chains with stationary distributions bounded above and below by positive constants (not necessarily uniform). Therefore, our results are quite robust in the sense that we can apply them easily on many different chains instead of just one special chain.

Example 2.3.1. One-dimensional case: \( S = [-a,a] \).

(a) Let \( p_x(y) = \frac{1}{2} \) (the uniform p.d.f.) on \( [x-1,x+1] \cap S \) and 0 otherwise. As \( p_x(y) = p_y(x) \), the chain is reversible w.r.t. the invariant distribution \( \pi \) with density \( q(x) = \frac{1}{2a} 1_{S}(x) \), uniform over \( S \). Since \( S \) is convex, we can choose the uniform paths or the linear paths and apply Corollary 2.5. For the uniform paths, we need to choose \( b \) big enough s.t. the expression inside the esssup is finite for all \((u,v) \in E_r\). So, we require whenever \((x,y) = (T_t)^{-1}(u,v)\), \( Q(u,v) > 0 \) for \( K \) to be finite and in addition \( \|\eta_{xy}^b\| \) is finite for \( k_e \) to be
finite. For the best bounds, we take \( b = \lceil 2a \rceil \). In this case, the distance between two adjacent points in a path is less than 1. So, \( Q(u, v) = \frac{1}{4a} > 0 \) and \( \| \eta_{xy}^b \|_e = \sum_{(u,v) \in E_y} Q(u, v)^{-2} = b(4a)^{-2} \) which is finite. By Corollary 2.5(a),

\[
k_e = b^1 \sum_{i=1}^{b} \left( \frac{1}{4a} \right)^{-1} b(4a)^{-2} \left( \frac{1}{2a} \right)^2 = \frac{b^3}{a},
\]

and

\[
K = b^1 \sum_{i=1}^{b} \left( \frac{1}{4a} \right)^{-1} \left( \frac{1}{2a} \right)^2 = \frac{b^2}{a}.
\]

In particular, if \( 2a \) is an integer, \( b = 2a \) and so \( k_e = 8a^2 = O(a^2) \) and \( K = 4a = O(a) \). So, \( 1 - \frac{1}{k_e} = 1 - \frac{1}{8a^2} \) and \( 1 - \frac{1}{K} = 1 - \frac{1}{4a^2} \) are upper bounds of \( \lambda_1(P) \) by Theorem 2.2 and 2.3 respectively. In this case, \( 1 - \frac{1}{k_e} \) turns out to be a better bound. However, \( \frac{1}{K} \) and \( \frac{1}{8a^2} \) differ only by a constant.

For the linear paths, we choose \( c = 1 \) for the same reason as for the uniform paths and apply Corollary 2.5(b). We shall give an upper bound for \( K \). The sum in the essential supremum \( \sum_{\gamma_{xy} \in (u,v)} \) is in fact a double sum: For \( (u,v) \in E \) and \( I \geq 1 \), there are at most \( I \) pairs of \( x, y \) s.t. \( \gamma_{xy} \in (u,v) \) with \( b_{xy} = I \). Moreover, \( I \leq (1 - |v - u|)^{-1} \leq \lceil 2a \rceil \) for \( (u,v) \) to be an edge. So,

\[
Q(u, v)^{-1} \sum_{\gamma_{xy} \in (u,v)} q(x)q(y)b_{xy}^n 
\leq \left( \frac{1}{4a} \right)^{-1} \sum_{I=1}^{\lceil 2a \rceil} \sum_{i=1}^{I} \left( \frac{1}{2a} \right)^2 I
\leq \frac{1}{6a} \lceil 2a \rceil (\lceil 2a \rceil + 1)(2\lceil 2a \rceil + 1).
\]

In particular, if \( 2a \) is an integer, \( K \leq \frac{1}{6}(2a + 1)(4a + 1) = O(a^2) \). Similarly, \( k_e \leq O(a^3) \). Both bounds are much worse (different orders for \( K \) and \( k_e \))
than the corresponding ones we get from the uniform paths. This illustrates
different paths can give very different bounds.

If we consider \( \hat{P} = \frac{1}{2}(I + P) \) as the transitional kernel for a discrete-time
Markov chain, then \( \rho \leq 1 - \frac{1}{16a^2} \) (with \( k_e \) for the uniform paths). Then by
Proposition 1.1. for any \( \mu \in L^2(\pi) \).

\[
\|\mu \hat{P}^n - \pi\|_2 \leq \|\mu - \pi\|_2 (1 - \frac{1}{16a^2})^n.
\]

We can also consider the continuous-time Markov jump process with mean
1 holding times with operator \( \dot{P}^t = \sum_{n=0}^{\infty} e^{-t\kappa_n} P^n \). By Remark 2 after
Proposition 1.1. we have

\[
\|\mu \dot{P}^t - \pi\|_2 \leq \|\mu - \pi\|_2 e^{-t(1 - \frac{1}{4\kappa^2})}.
\]

The following examples can all be treated in the same way.

(b) Let \( p_x(y) = \frac{1}{\sqrt{2\pi}} e^{-\frac{(x-y)^2}{2}} \) (the normal p.d.f. of \( n(x,1) \)) for \( y \in S \) and
0 otherwise. As \( p_x(y) = p_y(x) \), the chain is reversible w.r.t. the invariant
distribution with density \( q(x) = \frac{1}{m} 1_S(x) \) uniform over \( S \). We consider
the uniform paths \( \eta^b_{xy} \) in Corollary 2.5 for \( b \in \mathbb{N} \). For any \((u,v) \in E, \) and
\((x,y) = (T_i)^{-1}(u,v) \).

\[
\|\eta^b_{xy}\|_\infty = \sum_{i=1}^{b} \left( \frac{1}{2a\sqrt{2\pi}} e^{-\frac{(x-y)^2}{2}} \right)^{-2z} = b\left( \frac{1}{2a\sqrt{2\pi}} e^{-\frac{(x-y)^2}{2}} \right)^{-2z}.
\]

Note that \( p_x(y) \) is a decreasing function of \(|y-x|\). So.

\[
k_e \leq b^1 \sum_{i=1}^{b} b\left( \frac{1}{2a\sqrt{2\pi}} e^{-\frac{(y-x)^2}{2}} \right)^{-1}(\frac{1}{2a})^2 = \frac{\sqrt{2\pi}b^2 e^{\frac{3y^2}{2}}}{2a}.
\]
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To get the best upper bound, we minimize the expression over \( b \) and we get
\[ b = \lceil \frac{2a}{\sqrt{3}} \rceil \text{ or } \lfloor \frac{2a}{\sqrt{3}} \rfloor. \]
In particular, if \( \frac{2a}{\sqrt{3}} \) is an integer,
\[ k_\epsilon \leq \frac{4\sqrt{2\pi}a^2\epsilon^{\frac{3}{2}}}{3\sqrt{3}}. \]
We can go through similar calculations for \( K \) to get
\[ K \leq \frac{\sqrt{2\pi}b^2\epsilon^{\frac{3}{2}}}{2a}. \]
Minimizing over \( b \) and assuming that \( \sqrt{2a} \) is an integer.
\[ K \leq \epsilon \sqrt{2\pi}a. \]

In this example, the bound we obtained from \( k_\epsilon \) is better than that from \( K \).

Remarks. From the above calculations, it is easy to show that for random walk chains, i.e., \( p_x(y) = p(|y - x|) \), \( k_\epsilon \) is independent of \( \epsilon \) with uniform or linear paths. For simplicity, we shall only compute \( k_0 \) in the following examples if this is the case.

Example 2.3.2. Two-dimensional convex case: \( S = B(0, a) \subset \mathbb{R}^2 \).

(a) Let \( p_{(u_1,u_2)}(v_1, v_2) = \frac{1}{\pi} \) (the uniform p.d.f.) on \( B(x, 1) \cap S \) and 0 otherwise.

Then the chain is reversible w.r.t. the invariant distribution with density \( q(x) = \frac{1}{a^2\pi}1_S(x) \) As in Example 2.3.1(a), we use the uniform paths \( \eta^b_{xy} \) and take \( b = \lceil 2a \rceil \). Since \( \frac{2a}{b} \leq 1 \) for any \((u, v) \in E\), \( p_u(v) > 0 \). With similar calculations,
\[ k_\epsilon = k_0 = b^2 \sum_{i=1}^{b} \left( \frac{1}{\pi a^2} \right)^{-1} b \left( \frac{1}{a^2} \right)^2 \leq b^4 \frac{b^4}{a^2}. \]
Similarly, $k = \frac{b^2}{a^2}$. In particular, if $2a$ is an integer, $b = 2a$ and by Theorem 2.2 and 2.3, $\lambda_1(P) \leq \min\{1 - \frac{1}{k_0}, 1 - \frac{1}{k_1}\} = 1 - \frac{1}{16a^2}$. Again, $k_0$ gives a better bound. So, unless otherwise specified, we shall only calculate the most useful bound in the following examples.

(b) Let $p((u_1, u_2), (v_1, v_2)) = \frac{1}{2\pi} e^{-\frac{(v_1-u_1)^2 + (v_2-u_2)^2}{2}}$ (the bivariate normal p.d.f. for two independent normal distributions $n(u_1, 1), n(u_2, 1)$) for $(v_1, v_2) \in S$ and 0 otherwise. It is also clear that $p((u_1, u_2), (v_1, v_2)) = p((v_1, v_2), (u_1, u_2))$. Then the invariant p.d.f. is $q(x) = \frac{1}{a^2 \pi} 1_S(x)$. uniform over $S$. Similar to Example 2.3.1(b), we consider the uniform paths and let $b \in \mathbb{N}$. Note that $p((u_1, u_2), (v_1, v_2))$ is constant on any circle on $S$ with center $(u_1, u_2)$ and the value is decreasing as the radius increases. So, the esssup that defines $k_0$ in Corollary 2.5(a) is reached when $\|((v_1, v_2) - (u_1, u_2))\| = \frac{D}{b} = \frac{2a}{b}$ for some $(u, v) \in E_i$. So,

$$k_0 \leq \frac{2b^4}{a^2} e^{\frac{2a^2}{b^2}}.$$ 

Again, minimizing the R.H.S. gives $b = \lfloor a \rfloor$ or $\lfloor a \rfloor$. In particular, if $a$ is an integer,

$$k_0 \leq 2a^2 e^2.$$

**Example 2.3.3.** Family of right-angled triangle.

Let $S_{r, \theta}$ be the right-angled triangle with hypotenuse $r$ and an angle $\theta$ with transition kernel as in 2.3.2(a). Then the invariant p.d.f. is $q_{r, \theta}(x) =$
$r^2 \sin \theta \int_0^{2\pi} k_\theta(x, \theta) \, d\theta$. Take the uniform paths with $b = b_{r, \theta} = \lfloor r \rfloor$.

By Corollary 2.5 (a).

$$k_\theta(r, \theta) = k_0(r, \theta) = \frac{4\pi \lfloor r \rfloor^2}{r^2 \sin 2\theta}.$$ 

So, $1 - \frac{1}{k_\theta(r, \theta)}$, the upper bounds for $\lambda_1(P)$ in Theorem 2.2, go to 1 as $\theta \to 0$. Intuitively, as the angle becomes sharper, the convergence rate (for the continuous-time Markov chain or the discrete-time Markov chain with transition kernel $\frac{1}{2}(I + P)$) becomes slower.

**Example 2.3.4.** Two-dimensional non-convex case.

(a) Suppose $S = \{(x, y) \in (-a, a) \times \mathbb{R} : a - |x| < y < 2(a - |x|)\}$, an open inverted 'V' shape with vertices $(a, 0), (0, 2a), (-a, 0), (0, a)$, which is a non-convex set. Let $p_{(u_1, v_2)}(r_1, v_2) = \frac{1}{\pi} \int_{\mathbb{R}} (\text{the uniform p.d.f.})$ on $B(1) \cap S$ and 0 otherwise. Then the invariant p.d.f. $q(x) = \frac{1}{a^2} 1_S(x)$. We shall follow the discussion in Section 2B and then apply Corollary 2.4. So, we need to construct a bijection $\phi$ from $S$ (which is open already) to a convex set, in which we already have the uniform paths. In this example, we define $\phi : S \to S'$ s.t. $\phi(x, y) = (x, 2(y - a + |x|))$ where $S' = \{(x, y) \in [-a, a] \times \mathbb{R} : 0 < y < 2(a - |x|)\}$, an open triangle with vertices $(a, 0), (0, 2a), (-a, 0)$. So, $\phi^{-1}(x, y) = (x, a - |x| + \frac{y}{2})$. It is obvious that both $\phi, \phi^{-1}$ are continuously differentiable a.e.. Recall that $\Phi : S \times S \to S' \times S'$ is defined by

$$\Phi((x_1, x_2), (y_1, y_2)) = (\phi(x_1, x_2), \phi(y_1, y_2))$$ 

$$= (x_1, 2(x_2 - a + |x_1|), y_1, 2(y_2 - a + |y_1|)).$$
Note that \((T_t)^{-1}\) defined in the discussion before Corollary 2.4 has continuous partial derivatives except on a set \(M\) of \(\lambda\)(the Lebesgue measure on \(\mathbb{R}^2\times\mathbb{R}^2\)) measure zero. To see this, let \(Y = \{(0, y) : 1 \leq y \leq 2\}\) which is Lebesgue measure zero on \(\mathbb{R}^2\). Then \(M\) is the union of \(Y \times S. S \times Y. T_t(Y \times S). T_t(S \times Y)\). which is clearly of measure zero. It is easy to show that the Jacobian of \(\Phi. \quad \left|J_\Phi((x_1, x_2), (y_1, y_2))\right| \equiv 4.\) Since \(\left|J_\Phi(u, v)\right| = b^2\) as in Section 2B. To apply Corollary 2.4, we need to find \(b\) s.t. \(Q(u, v) > 0\) for any edge \((u, v)\). Since \(p_{(u_1, u_2)}(v_1, v_2) = 0\) when \(\|(v_1, v_2) - (u_1, u_2)\| > 1\), we have to choose \(b\) big enough that the distance between any two such points is less than or equal to 1. According to the definition of \(\phi\), it is easy to see that if \(b \geq 2\sqrt{2}a\), the horizontal distance between two adjacent points is less than \(\frac{1}{\sqrt{2}}\) and so the actual distance is less than 1. Hence, by Corollary 2.4, taking \(b = [2\sqrt{2}a]\), \(k_t \leq \frac{\pi[2\sqrt{2}a]^4}{a^2} = O(a^4)\).

(b) Suppose \(S = \{(x, y) : (a, a) \times \mathbb{R} : \frac{1}{2}\sqrt{a^2 - x^2} < y < \sqrt{a^2 - x^2}\}\), an open crescent shape, which is non-convex. Let \(p_{(u_1, u_2)}(v_1, v_2) = \frac{1}{\pi}\) (the uniform p.d.f.) on \(B(x, 1) \cap S\) and 0 otherwise. Then the invariant p.d.f. \(q(x) = \frac{1}{\pi} 1_S(x)\). Define a bijection \(\phi : S \to S'\) by \(\phi(x, y) = (x, 2y - \sqrt{a^2 - x^2})\). where \(S' = \{(x, y) : (a, a) \times \mathbb{R} : 0 < y < \sqrt{a^2 - x^2}\}\), an open semi-disc. So. \(\phi(S) = S'\) is convex. It is also obvious that both \(\phi, \phi^{-1}\) are continuously differentiable. To apply Corollary 2.4, recall that \(\Phi : S' \times S' \to S' \times S'\) is
defined by

\[ \Phi((x_1, x_2), (y_1, y_2)) = (\phi(x_1, x_2), \phi(y_1, y_2)) = (x_1, 2x_2 - \sqrt{a^2 - x_1^2}, y_1, 2y_2 - \sqrt{a^2 - y_1^2}). \]

It is easy to show that the Jacobian of \( \Phi \), \(|J_\Phi((x_1, x_2), (y_1, y_2))| \equiv 4\), a constant. Similar to (a), we have to choose \( b \) s.t. \( Q(u, v) > 0 \) for any edge \((u, v)\). According to the definition of \( \phi \), it is not hard to see that for any fixed \( b \), the distance between any two adjacent points must be less than the distance \( d(b) \) between \((a, 0)\) and \((a - \frac{4a}{b}, \sqrt{a^2 - (a - \frac{4a}{b})^2})\). So, if \( b \geq 4a^2 \) or \( d(b) = \frac{4a^2}{b} \leq 1 \), the distance between any adjacent points is less than 1. Hence, by Corollary 2.4, taking \( b = [4a^2] \).

\[ k_c \leq \frac{4[4a^2]^4}{a^2} = O(a^3). \]

This value is much bigger than that in part (a). Intuitively, since the angles at the vertices are 0, it is relatively hard to 'escape' from the vertices. This accounts for the slower convergence rate. Similarly,

\[ K = O(a^4). \]

It is interesting to note that \( \frac{1}{k_c} = O(a^{-6}) \) while \( \frac{1}{sk^2} = O(a^{-8}) \). This is example of using uniform paths and that \( k_c, K \) give very different bounds.

(c) Suppose \( A > a > 0 \) and \( S = \{(x, y) \in (-A, A) \times \mathbb{R} : \sqrt{a^2 - x^2} < y < \sqrt{A^2 - x^2}, y > 0\} \) is the open 'C' shape and the transition kernel is as in (b). Then the invariant p.d.f. \( q(x) = \frac{2}{(A^2 - a^2)^\pi} 1_S(x) \). Instead of using the type of
bijective in (a) and (b). we consider the natural polar bijection $\phi$. Define bijection $\phi : S \to (u. A) \times (0, \pi)$ by $\phi(x, y) = (\sqrt{x^2 + y^2}, \theta)$, where $\theta \in (0, \pi)$ is given $\tan \theta = \frac{y}{x}$. Hence, $\phi^{-1}(r, \theta) = (r \cos \theta, r \sin \theta)$. Similar to (a) and (b), we can apply Corollary 2.4. By direct calculations, $|\det D\phi^{-1}(r, \theta)| = r$. and so $|\det D\phi(x, y)| = \frac{1}{\sqrt{x^2 + y^2}}$. Hence,

$$|J_\phi((x_1, x_2), (y_1, y_2))| = \frac{1}{\sqrt{x_1^2 + x_2^2} \sqrt{y_1^2 + y_2^2}}$$

and so $\frac{1}{\pi^2} < |J_\phi| < \frac{1}{\pi^2}$. From the discussion in Section 2B,

$$|J_\phi(u, v)| \leq \frac{a^2 b^2}{1^2} = \frac{A^2 b^2}{a^2}.$$

Now, we have to choose $b$ s.t. $g(b) > 0$. For any fixed $b$, it is easy to see that the distance $d(b)$ between $(A, 0)$ and $(\frac{b-1}{b} A + a \cos \frac{\pi}{b}, \sin \frac{\pi}{b})$ is the longest among the distances between adjacent points. Therefore,

$$Q(u, v) = \frac{1}{(A^2 - a^2) \pi} \frac{1}{2}$$

if $d(b) \leq 1$ for any edge $(u, v)$. For fixed $A$ and $a$, we can use numerical methods to find the smallest $b$ s.t. $d(b) \leq 1$. For such $b$, say $b_0$, by Corollary 2.4,

$$k \leq \frac{2 A^2 b_0^4}{a^2 (A^2 - a^2)}.$$

For very large $A$ and $a$, $b_0$ will also be large. So, the triangle with vertices $(A, 0), (\frac{b_0 - 1}{b_0} A + a \cos \frac{\pi}{b_0}, \sin \frac{\pi}{b_0})$ and $(A \cos \frac{\pi}{b_0}, \sin \frac{\pi}{b_0})$ is approximately right-angled at the last vertex and so

$$d(b_0) \approx \sqrt{(\frac{A - a}{b_0})^2 + 2 A^2 (1 - \cos \frac{\pi}{b_0})} \approx \sqrt{(\frac{A - a}{b_0})^2 + (\frac{A}{b_0})^2}.$$
Since $b_0$ is the smallest $b$ s.t. $d(b) \leq 1$, we have
\[ b_0 \approx \sqrt{(A - a)^2 + (A\pi)^2}. \]

In particular, if $A = 2a$,
\[ k_e \leq \frac{2A^2b_0^4}{a^2(A^2 - a^2)} \approx \frac{8}{3}a^2(1 + 4\pi^2)^2. \]

This value differs that in (a) by only a constant. Intuitively, $S$ has no `sharp' ends. In fact, all the angles at the vertices are $\frac{\pi}{2}$.

**Example 2.3.5.** $n$-dimensional case: $S = [-a, a]^n$.

Let $p_x(y) = 2^{-n}$ (the uniform p.d.f.) on $C(x, 1) \cap S$ and 0 otherwise, where $C(x, 1) = \{y \in \mathbb{R}^n : |y_i - x_i| \leq 1, i = 1, \ldots, n\}$ is the $n$-cube with width 2 and center $x$. Then the chain is reversible w.r.t. the invariant distribution with density $q(x) = (2a)^{-n}1_S(x)$. By choosing $b = \lfloor 2a \rfloor$, it is easy to see that for any two adjacent points $u, v$ in a uniform path, we have $v \in C(u, 1)$. So. by Corollary 2.5(a).
\[ k_e(n) = k_0(n) = \frac{b^{n+2}}{a^n} \approx 2^{n+2}a^2. \]
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Comparison of Spectral Radii

3.1 Comparison of Spectral Radii of Discrete-Time Markov Chains

In this section, we first discuss the comparison of $\lambda_1$ for two reversible Markov chains on general state spaces. We use the min-max principle to compare $\lambda_1$ of two chains with not necessarily the same invariant probability measure. Then we use a geometric arguments to compare $\lambda_1$ for two reversible Markov chains on $\mathbb{R}^n$ quantitatively.

In discrete state spaces, Quastel [28] introduced a geometric argument to compare the spectral gaps of exclusion processes and Diaconis and Saloff-Coste [11] used a similar argument to compare the eigenvalues of two discrete-time reversible Markov chains. In general state spaces, Mira [26] gave an ordering for chains with the same invariant probability measure.

We consider two reversible discrete-time Markov chains (or continuous-
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time Markov jump processes) with measurable state space \((S, \mathcal{F})\). transition probability kernels \(P(x, dy)\) and \(\hat{P}(x, dy)\) and invariant probability measures \(\pi, \hat{\pi}\) respectively. Recall that the spectral radius \(\rho\) of an operator \(H\) is defined in (2.4) as \(\rho = \max\{|\lambda_0(H)|, |\lambda_1(H)|\}\). As we mentioned, it is hard to measure \(\lambda_0(H)\). We shall compare \(\lambda_1\) of \(P\) and \(\hat{P}\) by the operator form of min-max principle (see e.g. Reed and Simon [29], Theorem XIII.1). Since 0 is the smallest eigenvalue for \(L = I - P\) and \(L\) is bounded from below (\(L \geq cI\) by taking \(c = 0\)), the min-max principle implies

\[
1 - \lambda_1(P) = \lambda_0(L) = \sup_{\sigma \in \mathcal{L}^2(\pi)} \inf_{\nu \in \mathcal{O}^{\perp}} (\nu, L\nu)_{\pi} = \frac{(\nu, L\nu)_{\pi}}{\|\nu\|_{\pi}^2},
\]

where \(\mathcal{O}^{\perp}\) is a shorthand for \(\{\nu | (\nu, \sigma)_{\pi} = 0\}\). The same is true by replacing \(L, \pi\) by \(\hat{L}, \hat{\pi}\) respectively. Then we can extend the result of Diaconis and Saloff-Coste [11] to a more general setting:

**Theorem 3.1.** Under the above assumptions, if there exists constants \(a, A > 0\) s.t. (i) \((f, \hat{L}f)_{\hat{\pi}} \leq A(f, Lf)_{\pi}\) for all \(f \in L^2(\pi)\) and (ii) \(\hat{\pi} \geq a\pi\), then \(\lambda_0(L) \geq \frac{a}{A} \lambda_0(\hat{L})\). and so

\[
\lambda_1(P) \leq 1 - \frac{a}{A} (1 - \lambda_1(\hat{P})). \tag{3.1}
\]

**Proof.** By condition (ii), we have \(a \cdot \int |f|^2 d\pi \leq \int |f|^2 d\hat{\pi}\), and so \(L^2(\pi) \subset L^2(\pi)\). Define \(\mathcal{D}(\pi) = \{W \subset L^2(\pi) : \text{codim} W = 1\}\). Then \(\mathcal{D}(\hat{\pi}) \subset \mathcal{D}(\pi)\). It
is also easy to see that $\mathcal{D}(\pi) = \{ \phi^L : \phi \in L^2(\pi) \}$. Hence.

$$1 - \lambda_1(P) = \lambda_0(L) = \sup_{\phi \in L^2(\pi)} \inf_{\psi \in \phi^L} \frac{(\psi, L\psi)_{\pi}}{\|\psi\|_{\pi}^2}$$

$$= \sup_{W \in \mathcal{D}(\pi)} \inf_{\psi \in W} \frac{(\psi, \hat{L}\psi)_{\hat{\pi}}}{\|\psi\|_{\hat{\pi}}^2}$$

$$\geq \frac{1}{\mathcal{A}} \sup_{W \in \mathcal{D}(\pi)} \inf_{\psi \in W} \frac{(\psi, \hat{L}\psi)_{\hat{\pi}}}{\|\psi\|_{\hat{\pi}}^2}$$

$$\geq \frac{a}{\mathcal{A}} \sup_{W \in \mathcal{D}(\hat{\pi})} \inf_{\psi \in W} \frac{(\psi, \hat{L}\psi)_{\hat{\pi}}}{\|\psi\|_{\hat{\pi}}^2}$$

$$\geq \sup_{\phi \in L^2(\hat{\pi})} \inf_{\psi \in \phi^{\hat{\pi}}} \frac{(\psi, \hat{L}\psi)_{\hat{\pi}}}{\|\psi\|_{\hat{\pi}}^2}$$

$$= \frac{a}{\mathcal{A}} \lambda_0(\hat{L}) = \frac{a}{\mathcal{A}}(1 - \lambda_1(\hat{P})),$$

which gives the required results. The first inequality follows from condition (i), the second from $a \int |\psi|^2 d\pi \leq \int |\psi|^2 d\hat{\pi}$, and the third from $\mathcal{D}(\hat{\pi}) \subset \mathcal{D}(\pi)$.

Q.E.D.

Remarks. 1. In particular, if $\pi = \hat{\pi}$, we can take $a = 1$ and the condition is reduced to comparing $(f, Lf)$ and $(f, \hat{L}f)$. In fact, Mira [26] defines the covariance ordering which preserves the ordering of limiting variance of a function in $L^2_0(\pi)$.

2. If the state space is discrete and finite, we can compare the chains eigenvalue by eigenvalue. See Diaconis and Saloff-Coste [11]. Even in this general setting, we can have more refined comparison. However, for simplic-
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ity, we focus on \( \lambda_0 \) which is directly related to the spectral radius.

3. It is usually not hard to satisfy condition (ii). However, this is not the case for condition (i). In what follows, we shall again apply some path arguments to get condition (i) for certain type of chains on \( \mathbb{R}^n \).

Now we develop geometric constants that satisfy condition (i) in Theorem 3.1 for reversible Markov chains (discrete or continuous-time) on \( \mathbb{R}^n \) described in 1.1. We further assume that the transition kernels are of the form

\[
P(x, dy) = \alpha(x)\delta_x(dy) + p_x(y)dy \quad \text{and} \quad \tilde{P}(x, dy) = \tilde{\alpha}(x)\delta_x(dy) + \tilde{p}_x(y)dy.
\]

Suppose the invariant distributions \( \pi, \tilde{\pi} \) have density \( q(y), \tilde{q}(y) \) w.r.t. Lebesgue measure respectively.

We also require the existence of a set of paths \( \Gamma = \{ \gamma_{xy} \} \) satisfying some regularity conditions related to both \( P, \pi \) and \( \tilde{P}, \tilde{\pi} \). For each \( x \neq y \) with \( \tilde{q}(x)\tilde{p}_x(y) > 0 \), there exists \( b_{xy} \in \mathbb{N} \) and a path \( \gamma_{xy} : \{0, \ldots, b_{xy}\} \to \mathbb{R}^n \) s.t. \( \gamma_{xy}(0) = x \) and \( \gamma_{xy}(b_{xy}) = y \) and that \( p_u(v) > 0 \) for any edge \((u, v)\) of any path. It is slightly different from the set of paths defined in Section 2. We shall call it a set of \((P, \tilde{P})\) paths. We also slightly modify the first regularity condition (Definition 2.1) as follows:

**Definition 3.1.** Let \( \Gamma = \{ \gamma_{xy} \} \) be a set of \((P, \tilde{P})\) paths for irreducible Markov chains \( P, \pi \) and \( \tilde{P}, \tilde{\pi} \) on \( \mathbb{R}^n \). Let \( V = \{(x, y, i) : \tilde{q}(x)\tilde{p}_x(y) > 0, 1 \leq i \leq b_{xy}\} \). \( \Gamma \) satisfies the \((P, \tilde{P})\) regularity condition if the following are true:

(i) \( T : V \to S^2 \times \mathbb{N}^2 \) defined by \( T(x, y, i) = (\gamma_{xy}(i - 1), \gamma_{xy}(i), b_{xy}, i) \) is a 1-1
map onto $T(V)$. (ii) Fix $b, i \in \mathbb{N}$ s.t. $(u, v, b, i) \in T(V)$ for some $(u, v) \in S \times S$ and let $W_{bi} = \{(u, v) : (u, v, b, i) \in T(V)\} \subseteq E$. The 1-1 map $G_{bi} : W_{bi} \to S \times S$ defined by $G_{bi}(u, v) = (x, y)$ where $T(x, y, i) = (u, v, b, i)$ can be extended to a bijection of open sets and has continuous partial derivatives a.e. with respect to the Lebesgue measure on $\mathbb{R}^n \times \mathbb{R}^n$ for each $b, i$.

Again, for paths 'nice' enough, this condition is easily satisfied. For example, the uniform paths defined in Section 2.2 shall be considered.

The geometric constants we shall use are

$$A_r = A_r(\Gamma) = \text{csssup}_{(u, v) \in E} \{Q(u, v)^{-(1-2t)} \times \sum_{\gamma_{xy} \in (u, v)} \|\gamma_{xy}\| \hat{\gamma}(x)\hat{p}_x(y)|J_{xy}(u, v)|\}. \quad (3.2)$$

where the sum is taken over all $(x, y)$ s.t. $\gamma_{xy} \in (u, v)$.

**Theorem 3.2.** Let $\hat{P}, \hat{\pi}$ and $P, \pi$ be reversible Markov chains on $\mathbb{R}^n$ and $\Gamma = \{\gamma_{xy}\}$ be a set of $(P, \hat{P})$ paths satisfying the $(P, \hat{P})$ regularity condition (Definition 3.1). Then for any $\epsilon \in \mathbb{R}$ and $f \in L^2(\pi)$,

$$(f, \hat{L}f)_\pi \leq A_r(f, Lf)_\pi. \quad (3.3)$$

**Proof.** Note that

$$(f, \hat{L}f)_\pi = \frac{1}{2} \iint |f(x) - f(y)|^2 \hat{\gamma}(x)\hat{p}_x(y) dx dy.$$

With the modifications of the regularity conditions, we can follow the exact same proof of Theorem 2.2 and get the required result. Q.E.D.


**Remarks.** 1. To apply Theorem 3.1 and 3.2, we require a chain of reference: a chain $\hat{P}$. In the discrete case, we know how to solve the eigenvalues of some chains. In the general case, however, most chains are still unsolved.

2. As in Theorem 2.2, there is no definite procedure to find the paths. However, for special cases mentioned in Section 2.2, $A_c$ can be simplified considerably in a similar fashion.

### 3.2 Examples

The Markov chains we shall compare in Example 3.2.1 and 3.2.2 can be considered as chains described before Theorem 3.2.

**Example 3.2.1.** *Comparison of different one-dimensional chains with bounded state spaces.*

(a) We consider two Markov chains on $S = [-a, a]$ of the type described in Section 4. $\hat{p}_x(y) = \frac{1}{a}$ (the uniform p.d.f.) on $[x - \frac{1}{b}, x + \frac{1}{b}] \cap S$ and 0 otherwise.

$b \geq 1$. For simplicity, let $b$ be an integer. As $p_x(y) = p_y(x)$ and $\hat{p}_x(y) = \hat{p}_y(x)$, both chains are reversible w.r.t. the invariant distribution $\pi = \hat{\pi}$ with density $q(x) = \hat{q}(x) = \frac{1}{2a} 1_S(x)$, uniform over $S$. We consider the *uniform* paths $\eta_{xy}$ as usual. Then for each $x \neq y$ with $\hat{q}(x)\hat{p}_x(y) > 0$ and for any edge $(u, v)$ of $\eta_{xy}$, $|v - u| = \frac{b}{6} = 1$ and so $p_u(v) > 0$. Therefore, it is a set of $(\hat{P}, \hat{P})$.
paths. Similar to the uniform paths in Section 2.2.4, it is easy to show that the $(P, \tilde{\mathcal{L}})$ regularity condition is also satisfied with $J_{xy}(u, v) = b$. We are now ready to apply Theorem 3.2. We have

\[
A_0 = \text{esssup}_{(u, v) \in E} \{ Q(u, v)^{-1} \sum_{\gamma_{xy} \in (u, v)} b_{xy} \tilde{q}(x) \tilde{p}_x(y) |J_{xy}(u, v)| \}
\leq \left( \frac{1}{2a} \right)^{-1} b \left( \frac{1}{2a} \right)^{-1} b = b^2.
\]

So, by Theorem 3.2,

\[
(f, \tilde{\mathcal{L}}f) \leq b^2 (f, \mathcal{L}f)
\]

for any $f \in L^2(\pi)$. Since $\tilde{\pi} = \pi$, Theorem 3.1 implies that

\[
\lambda_1(P) \leq 1 - \frac{1}{b^2} (1 - \lambda_1(\tilde{\mathcal{L}})).
\]

Note that from Example 2.3.1(a), $\lambda_1(\tilde{\mathcal{L}}) \leq 1 - \frac{1}{8ab^2}$. So,

\[
\lambda_1(P) \leq 1 - \frac{1}{b^2} \left( 1 - \frac{1}{8ab^2} \right) = 1 - \frac{1}{8(ab)^2}.
\]

Observe that the chain $P$ is equivalent to the chain in Example 2.3.1(a), replacing $a$ by $ab$. So, the bound we get from there is also $1 - \frac{1}{8(ab)^2}$. More importantly, the comparison we obtained is a comparison of the actual values of $\lambda_1(P)$ and $\lambda_1(\tilde{\mathcal{L}})$.

On the other hand, since if $p_x(y) > 0$, $\tilde{p}_x(y) = \frac{1}{b} p_x(y) > 0$ and $q = \tilde{q}$, we have

\[
(f, \mathcal{L}f) = \frac{1}{2} \int \int |f(x) - f(y)|^2 q(x) p_x(y) dx dy
\leq \frac{1}{2} \int \int |f(x) - f(y)|^2 \tilde{q}(x) b \tilde{p}_x(y) dx dy
= b (f, \tilde{\mathcal{L}}f).
\]
By Theorem 3.1.

\[ \lambda_1(\hat{P}) \leq 1 - \frac{1}{b}(1 - \lambda_1(P)). \]

However, this is not a good comparison as we cannot recover the bound \( 1 - \frac{1}{s_{a^2}} \) of \( \lambda_1(\hat{P}) \) from the fact that \( \lambda_1(P) \leq 1 - \frac{1}{s_{(a^2)}} \). Even so, we still manage to get both lower and upper bound for \( \lambda_1(P) \) through \( \lambda_1(\hat{P}) \):

\[ 1 - b(1 - \lambda_1(\hat{P})) \leq \lambda_1(P) \leq 1 - \frac{1}{b^2}(1 - \lambda_1(\hat{P})). \]

(b) We consider chains similar to (a). Redefine \( \hat{p}_x(y) = \frac{1}{\sqrt{2\pi}}e^{-\frac{(y-x)^2}{2}} \) (the normal p.d.f. of \( n(x, 1) \)) and \( p_x(y) = \frac{b}{\sqrt{2\pi}}e^{-\frac{b^2(y-x)^2}{2}} \) (the normal p.d.f. of \( n(x, \frac{1}{b^2}) \)) for \( y \in S \) and 0 otherwise. Both chains are reversible w.r.t. the invariant distribution \( \pi = \hat{\pi} \) with density \( q(x) = \hat{q}(x) = \frac{1}{2a}1_S(x) \), uniform over \( S \) by Example 2.3.1(b). Again, for simplicity, let \( b \) be an integer. As in (a), we consider the set of uniform paths \( \eta_{xy}^b \) which satisfies the \((P, \hat{P})\) regularity condition (Definition 3.1). For any \((u, v) \in \eta_{xy}^b\).

\[ \hat{q}(x)\hat{p}_x(y) = \frac{1}{2a} \frac{1}{\sqrt{2\pi}}e^{-\frac{(y-x)^2}{2}} = q(u) \frac{1}{\sqrt{2\pi}}e^{-\frac{b^2(y-x)^2}{2}} = \frac{1}{b}q(u)p_u(v) = \frac{1}{b}Q(u, v). \]

Hence,

\[ A_0 \leq \text{esssup}_{(u, v) \in E} \{Q(u, v)^{-1}b(b \frac{1}{b}Q(u, v)b)\} = b^2. \]

By Theorem 3.2 and then 3.1.

\[ \lambda_1(P) \leq 1 - \frac{1}{b^2}(1 - \lambda_1(\hat{P})). \]
In this example, we can try uniform paths with different number of steps. By choosing $b$ steps, the constant $A_0$ is easy to calculate.

(c) We consider chains similar to (a), (b). Redefine $\tilde{p}_x(y) = \frac{1}{2}$ and $p_x(y) = 1 - |y - x|$ on $[x - 1, x + 1] \cap S$. The chains are also both reversible w.r.t. $\pi = \tilde{\pi}$ with density $q(x) = \tilde{q}(x) = \frac{1}{2\pi} 1_S(x)$. Apply the uniform paths $\eta_{xy}^b$ and we get

$$A_0(b) \leq \text{esssup}_{(u,v) \in E} \left\{ \frac{1}{1 - |v - u|} b\left(\frac{1}{2}b\right) \right\}$$

$$= \sup_{0 \leq a \leq b} \frac{b^2}{2(1 - a)}$$

$$= \frac{b^3}{2(b - 1)}.$$

Minimizing over integer $b$, we have $b = 2$ and $A_0(2) = 4$. Hence,

$$\lambda_1(P) \leq 1 - \frac{1}{4}(1 - \lambda_1(\tilde{P})).$$

**Example 3.2.2. Comparison of different one-dimensional chains with unbounded state space.**

Consider two Markov chains on the real line, both with invariant distribution with standard normal p.d.f.: $q(x) = \tilde{q}(x) = \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}}$. The proposal distributions of the chains from a point $x$ are uniform on $[x - \frac{1}{b}, x + \frac{1}{b}]$ and $[x - 1, x + 1]$ respectively. Formally, by the Metropolis algorithm (see e.g. Tierney [42]), we can define the two Markov chains as in Section 3. where $\tilde{p}_x(y) = \frac{1}{2} \min\{ \frac{q(y)}{q(x)}, 1\}$ on $[x - 1, x + 1]$ and 0 otherwise, and $p_x(y) = \frac{b}{2} \min\{ \frac{q(y)}{q(x)}, 1\}$ on $[x - \frac{1}{b}, x + \frac{1}{b}]$ and 0 otherwise. Then both chains
are reversible w.r.t. the target density $q = \tilde{q}$. For simplicity, let $b$ be an integer and apply the uniform paths $\eta_{xy}^b$. Simplifying the geometric constant, we have

$$A_0 = \text{esssup}_{(u,v) \in E} b \sum_{y \neq (u,v)} \frac{\min\{\epsilon^{-\frac{x^2}{4}}, \epsilon^{-\frac{y^2}{4}}\}}{\min\{\epsilon^{-\frac{x^2}{4}}, \epsilon^{-\frac{y^2}{4}}\}}$$

Observe that for any $(u,v) \in \eta_{xy}^b$, $\min\{\epsilon^{-\frac{x^2}{4}}, \epsilon^{-\frac{y^2}{4}}\} \leq \min\{\epsilon^{-\frac{y^2}{4}}, \epsilon^{-\frac{x^2}{4}}\}$. So, $A_0 \leq b^2$. By Theorem 3.2 and then 3.1, we have

$$\lambda_1(P) \leq 1 - \frac{1}{b^2}(1 - \lambda_1(\hat{P})).$$

This is our first example on an unbounded state space. Even though we fail to bound the convergence rate of both chains with the geometric method from Chapter 2, we can still make a comparison with the geometric constants in Chapter 3.
Chapter 4

Geometric Bounds:
Continuous-Time Case

4.1 $L^2$ Convergence to $\pi$ in the Continuous-Time Case

In this chapter, we consider a positive recurrent homogeneous continuous-time Markov process with measurable state space $(S, \mathcal{F})$, transition probability distribution $P^t(x, dy)$ and invariant probability measure $\pi$. For each time $t \geq 0$, as in (1.1) and (1.2) from the discrete-time case, $P^t$ induces a positivity-preserving linear contraction on $L^2(\pi)$ by

\[(P^t f)(x) = \int f(y)P^t(x, dy)\]  \hspace{1cm} (4.1)

and acts to the left on measures, so that

\[\mu P^t(A) = \int P^t(x, A)\mu(dx).\] \hspace{1cm} (4.2)
A Markov process is reversible if

\[ \pi(dx)P^t(x, dy) = \pi(dy)P^t(y, dx) \tag{4.3} \]

for all \( t \). In other words, for any fixed \( t \), if we treat \( P^t \) as a discrete-time transition probability kernel, \( P^t \) is a discrete-time reversible Markov chain. In this case, we can define \( \lambda_0(P^t) \), \( \lambda_1(P^t) \), the Laplacian \( L^t \), \( \lambda_0(L^t) \), the Cheeger's \( k \)-constant \( k_t \), the Cheeger's \( h \)-constant \( h_t \) and \( M_t \) as in the discrete case for each \( t \).

There is a fact that we did not use in the discrete-time case but will play a significant role in Section 4.3. A family \( \mathcal{F}_0 \subset \mathcal{F} \) is said to be dense if for all \( A \in \mathcal{F} \) and all \( \epsilon > 0 \), there exists \( B \in \mathcal{F}_0 \) such that \( \pi(A \Delta B) < \epsilon \). Lawler and Sokal ([24] Lemma 4.1) proved the following.

**Proposition 4.1.** Let \( \mathcal{F}_0 \) be a dense sub-family of \( \mathcal{F} \). Then

\[ k = \inf_{A \in \mathcal{F}} k(A) = \inf_{A \in \mathcal{F}_0} k(A) \tag{4.4} \]

and likewise for \( h \).

In other words, in order to calculate the infimum, we only need to consider some smaller family of sets \( A \). For example, in a metric space, we can take \( \mathcal{F}_0 \) as the family of closed sets. This can simplify our computations a lot.

In order to apply the results from the discrete-time, we need to relate the transition probability distribution of a Markov process to the transition probability kernel of a Markov chain. The simplest approach is to fix a
small time \( \tau \) and treat  \( P^\tau(x,dy) \) as the transitional kernel of a `discrete-time' Markov chain. Therefore, we can apply the results from discrete-time Markov chains on a general Markov process. Based on Proposition 2.1, we have the following result for a continuous-time Markov process:

**Proposition 4.2.** Let  \( P^t \) be a positive recurrent time-homogeneous Markov process which is reversible with respect to \( \pi \). and \( \mu \in L^2(\pi) \). Then for any \( n \in \mathbb{N} \) and  \( t > 0 \), we have

\[
\|\mu P^t - \pi\|_2 \leq \|\mu - \pi\|_2 \rho^t_n. \tag{4.5}
\]

where

\[
\rho^t_n = \max\{\|\lambda_0(P^{\frac{t}{n}})\|, \|\lambda_1(P^{\frac{t}{n}})\|\}. \tag{4.6}
\]

**Proof.** For any \( n \in \mathbb{N} \) and  \( t > 0 \), we interpret the Markov process as a Markov chain with \( n \) steps. So the `discrete' transition probability kernel for each step is  \( P^{\frac{t}{n}} \). It is easy to see that the condition of a reversible Markov process implies that  \( P^{\frac{t}{n}} \) is reversible with respect to \( \pi \) as a discrete-time Markov chain for any  \( n,t \). Define \( \rho^t_n = \max\{\|\lambda_0(P^{\frac{t}{n}})\|, \|\lambda_1(P^{\frac{t}{n}})\|\} \). So, by Proposition 2.1.

\[
\|\mu P^t - \pi\|_2 = \|\mu(P^{\frac{t}{n}})^n - \pi\|_2 \leq \|\mu - \pi\|_2 \rho^t_n.
\]

Q.E.D.
In the first remark after Proposition 2.1, we mentioned that it is hard to bound \( \lambda_0(P) \) in general. However, for homogeneous continuous-time Markov processes such as diffusions, it is easy to see that since \( P^t \) is the square of \( P^{t/2} \), \( 0 \leq \lambda_0(P^t) \) (which is \( \leq \lambda_1(P^t) \)), which implies that

\[
\rho_t = \max\{ |\lambda_0(P^t)|, |\lambda_1(P^t)| \} = |\lambda_1(P^t)|.
\]

We define a useful geometric constant

\[
c = \lim sup_{t \to 0} \frac{1}{t} \lambda_0(L^t).
\]

The following well-known lemma is a continuous version of Proposition 2.1.

**Lemma 4.3.** Under the condition in Proposition 4.2.

\[
\|\mu P^t - \pi\|_2 \leq \|\mu - \pi\|_2 e^{-ct}.
\]

In particular, if \( c > 0 \), \( \mu P^t \) is converging to \( \pi \) geometrically in the \( L^2 \) norm.

**Proof.** From our discussion, \( \rho_t = |\lambda_1(P^t)| \). So.

\[
\lim_{n \to \infty} \rho_n^\frac{1}{n} = \lim_{n \to \infty} |\lambda_1(P^{\frac{1}{n}})|^n = \lim_{n \to \infty} \lambda_1(P^{\frac{1}{n}})^n.
\]

Now,

\[
\lim_{n \to \infty} \lambda_1(P^{\frac{1}{n}})^n = \lim_{n \to \infty} \left( 1 - \lambda_0(L^{\frac{1}{n}}) \right)^n
\]

\[
= \lim_{n \to \infty} \left( 1 - \frac{n \lambda_0(L^{\frac{1}{n}})}{n} \right)^n
\]

\[
\leq \lim_{n \to \infty} \left( 1 - \frac{\sup_{k \geq n} \{ k \lambda_0(L^{\frac{1}{n}}) \}}{n} \right)^n.
\]
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Note that in the supremum above, we take \( k \) to be any real number greater than \( n \), not just natural number. By assumption,

\[
\lim_{n \to \infty} \sup_{k \geq n} \{k \lambda_0(L^k)\} = t \lim_{n \to \infty} \left( \sup_{k \geq n} \left\{ \frac{k}{t} \lambda_0(L^k) \right\} \right) \\
= \lim_{r \to 0} \sup_{s \geq r} \frac{1}{s} \lambda_0(L^s) \\
= ct.
\]

Hence, by Proposition 4.2 and taking \( n \to \infty \), we have

\[
\| \mu P^t - \pi \|_2 \leq \| \mu - \pi \|_2 \lim_{n \to \infty} \frac{\rho_n^2}{n} \\
\leq \| \mu - \pi \|_2 \lim_{n \to \infty} \left( 1 - \frac{\sup_{k \geq n} \{k \lambda_0(L^k)\}}{n} \right)^n \\
= \| \mu - \pi \|_2 e^{-ct}.
\]

Q.E.D.

**Remark.** By this lemma, we can get a geometric bound for the corresponding Markov process if we know how to calculate \( c \). In the next section, we shall derive some lower bounds for \( c \) by applying the path bounds obtained in Chapter 2 and the Cheeger's inequality.

4.2 From Discrete-Time to Continuous-Time

In view of the previous section, we consider positive recurrent time-homogeneous Markov processes such that \( P^t \) is reversible with respect to \( \pi \). We assume that
either (i) \( \lambda_0(P^t) \geq 0 \) for any \( t \) in a neighbourhood of 0, or (ii) \( \lim_{t \to 0} \lambda_0(P^t) \geq 0 \) and \( \lim_{t \to 0} \lambda_1(P^t) > 0 \).

We discuss two approaches in this section to give lower bounds on the constant \( c \) defined in (4.7). Our first approach is to treat \( P^t \) as a discrete-time Markov chain, apply the path bounds in Section 2.2 and then take \( t \to 0 \). The second approach is to use the Cheeger’s constant directly without using path bounds and compute the limit as \( t \to 0 \).

### 4.2.1 Limit Path Bounds

In the first approach, we shall apply the path bounds from Section 2.2. We need to modify the path requirements. Bounds derived in this way are called *limit path bounds*. As usual, we assume that the transition probability distribution of the positive recurrent time-homogeneous Markov process is of the form

\[
P^t(x, dy) = \alpha_t(x)\delta_x(dy) + p^t(x, y)dy
\]

where \( \delta_x \) is the unit point mass on \( x \) for any \( x \in \mathbb{R}^n \). Suppose the invariant distribution \( \pi \) has density \( q(y) \) w.r.t. Lebesgue measure. As in the discrete case, we assume that

\[
\pi\text{-esssup } P^t(x, \{x\}^c) \leq M_t. \tag{4.9}
\]

In order to apply the path bounds in Section 2.2, we need to assume the existence of some paths. Since \( t \) is varying, instead of having just one set of paths, we need to have a *family* of sets of paths \( \{\Gamma_t : 0 < t \leq t_0\} \) for some \( t_0 > 0 \) so that for each \( t \), the set of paths \( \Gamma_t \) satisfies the first or second regularity condition with respect to the Markov chain \( P^t \). In this case, we say
the family \( \{ \Gamma_t : 0 < t \leq t_0 \} \) satisfies the first or second regularity condition. Then we can define the corresponding constants \( k_{t,t} \) (See Theorem 2.2) and \( K_t \) (See Theorem 2.3) respectively. In summary, we have the following theorem:

**Theorem 4.4.** Let \( c \) be the geometric constant defined in (4.7) and \( M_t \) satisfies (4.9). (a) Let \( \{ \Gamma_t : 0 < t \leq t_0 \} \) be a family of sets of paths so that for each \( t \), the set of paths \( \Gamma_t \) satisfies the first regularity condition (Definition 2.1) for the Markov process described above. Then for any \( e \in \mathbb{R} \),

\[
c \geq \frac{1}{\liminf_{t \to 0} k_{t,t}}.
\]

(b) If the second regularity condition (Definition 2.2) is satisfied instead, we have

\[
c \geq \frac{1}{8 \liminf_{t \to 0} K_t^2 M_t}.
\]

**Proof.** (a) For any \( 0 < t \leq t_0 \), \( P^t \) is a Markov chain and \( \Gamma_t \) is a set of paths satisfying the conditions in Theorem 2.2. So, given any \( e \in \mathbb{R} \),

\[
\frac{1}{t} \lambda_0(L^t) \geq \frac{1}{k_{t,t}}.
\]

Taking \( \limsup_{t \to 0} \) on both sides, we get (4.10).

(b) Similar to (a). Apply Theorem 2.3. Q.E.D.

**Remark.** We can also generalize Corollary 2.4 and Corollary 2.5 in a similar fashion for specific types of paths. We shall not go into the detail here.
4.2.2 Limit Cheeger's Bounds

In the previous section, the limit path bounds are derived by applying the
discrete-time path bounds before taking $t \to 0$. In particular, the path
bound in Theorem 4.4(b) is derived from $1/K_t$ which is a path bound of
the Cheeger's $k$-constant. So, one question arises, is it possible to take the
limit for the Cheeger's constant directly? In this section, we define the limit
Cheeger's bounds and discuss their properties. Then we define two important
conditions so that the bounds can be calculated in a different way.

Define the constants $k_0$ and $h_0$ as follows.

$$
k_0 = \limsup_{t \to 0} \frac{k_t}{\sqrt{M_t t}} \quad \text{and} \quad h_0 = \limsup_{t \to 0} \frac{h_t}{\sqrt{M_t t}}
$$

(4.12)

where $k_t$ and $h_t$ are the Cheeger's $k$-constant and $h$-constant for each time $t$
respectively (See the first paragraph of Section 4.1 for formal definition) and
$M_t$ satisfies (4.9). The lower bounds on $c$ obtained in the next theorem are
called limit Cheeger's bounds.

**Theorem 4.5.** Let $P^t$ be a positive recurrent time-homogeneous Markov
process which is reversible with respect to $\pi$. Then the geometric constant $c$
defined in (4.7) satisfies

$$
c \geq \frac{k_0^2}{8} \quad \text{and} \quad c \geq \frac{h_0^2}{2}
$$

(4.13)

**Proof.** For each fixed $t$, $P^t$ is a reversible Markov chain with respect to $\pi$. 
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So, from the Cheeger’s inequality (See Section 1.2),

$$\lambda_0(L_t)(= 1 - \lambda_1(P_t)) \geq \frac{k_t^2}{8M_t} \quad \text{and} \quad \lambda_0(L_t) \geq \frac{h_t^2}{2M_t}.$$  

Dividing by $t$, we have

$$\frac{\lambda_0(L_t)}{t} \geq \frac{1}{8}(\frac{k_t}{\sqrt{M_t}})^2 \quad \text{and} \quad \lambda_0(L_t) \geq \frac{1}{2}(\frac{h_t}{\sqrt{M_t}})^2.$$  

Take $\limsup_{t \to 0}$ and we obtain (4.13). Q.E.D.

Theorem 4.5 gives two lower bounds for the constant $c$. However, it is not easy to calculate them in general. Recall the definition of $k_t$ and $h_t$ are

$$k_t = \inf_{\Lambda \in \mathcal{F}} k_t(\Lambda) \quad \text{and} \quad h_t = \inf_{\Lambda \in \mathcal{F}} h_t(\Lambda).$$  

To calculate $k_0$ and $h_0$, we first take the infimum over $\Lambda$ and then take the limit as $t \to 0$. So, one possibility is to interchange the limit and the infimum. However, it is not clear if the value remains unchanged. The next lemma gives a partial answer to the question.

**Lemma 4.6.** Let $f(x, y)$ be a function with two variables. Then

$$\limsup_{x \to x_0} (\inf_{y} f(x, y)) \leq \inf_{y} (\limsup_{x \to x_0} f(x, y)).$$  

**Proof.** Note that for any $y_0$,

$$\limsup_{x \to x_0} (\inf_{y} f(x, y)) \leq \limsup_{x \to x_0} f(x, y_0).$$
Taking infimum over \( y_0 \) on both sides, we have

\[
\lim_{x \to x_0} \sup_{y} \left( \inf_{y_0} f(x, y) \right) = \inf_{y_0} \lim_{x \to x_0} \sup_{y} f(x, y) \leq \inf_{y_0} \lim_{x \to x_0} f(x, y_0).
\]

Q.E.D.

Lemma 4.6 suggests that by interchanging the limit and the infimum, we have

\[
k_0 \leq \inf_{A} \left( \lim_{t \to 0} \frac{k_t(A)}{\sqrt{M_t}} \right) \quad \text{and} \quad h_0 \leq \inf_{A} \left( \lim_{t \to 0} \frac{h_t(A)}{\sqrt{M_t}} \right). \tag{4.16}
\]

Unfortunately, since we are looking for lower bounds of \( c \) (and hence of \( k_0 \) and \( h_0 \)), it is the reverse inequality we need. It seems to be a difficult technical problem. Nevertheless, we shall discuss some related results in Section 4.3 for a one-dimensional diffusion problem.

Since the equalities are crucial in our discussion in the next section, we say that the \( k\)-condition is satisfied if

\[
k_0 = \inf_{A} \left( \lim_{t \to 0} \frac{k_t(A)}{\sqrt{M_t}} \right) \tag{4.17}
\]

and the \( h\)-condition is satisfied if

\[
h_0 = \inf_{A} \left( \lim_{t \to 0} \frac{h_t(A)}{\sqrt{M_t}} \right). \tag{4.18}
\]

The above conditions imply that we can interchange the order of taking \( t \to 0 \) and taking infimum over sets \( A \) without changing the values.
4.3 One-Dimensional Diffusion in a Bounded Interval

In this section, we consider two different one-dimensional diffusions in a bounded interval. In Section 4.3.1, we shall give a rough lower bound of \( c \) defined in (4.7) for the modulo diffusion by comparing them to a simpler Markov chain which satisfies the \( h \)-condition (4.18). In Section 4.3.2, we shall work with the original process and explore the possibility of proving the \( h \)-condition directly to get an improved bound. In Section 4.3.3, we use the same technique as in Section 4.3.1 to study a diffusion with reflecting boundary.

4.3.1 Modulo Diffusion with No Drift and Constant Diffusion Coefficient

In this section, let \( P^t_1 \) be the one-dimensional modulo diffusion on \([0, d)\) with drift and diffusion coefficients 0 and \( \sigma^2 > 0 \) respectively. We can interpret the diffusion as one on a circle. The transition probability distribution is given by

\[
P^t_1(x, dy) = p^t_1(x, y)dy = \sum_{m=-\infty}^{\infty} (2\pi\sigma^2t)^{-\frac{1}{2}} \exp \left\{ -\frac{(md + y - x)^2}{2\sigma^2t} \right\} dy,
\]

Clearly, \( p^t_1(x, y) = p^t_1(y, x) \) for any \( t > 0 \) and \( x, y \in [0, d) \). So, \( P^t_1 \) is reversible with respect to the uniform distribution on \([0, d)\) with \( \pi(dx) = q(x)dx = \frac{1}{d}dx \). Moreover, since \( P^t_1(x, \{x\}^c) = 1 \) for any \( x \), we can take \( M_t \) = 1. We also define
the **modulo distance** between two points \( x, y \in [0, d] \) by

\[
D(x, y) = D(|y - x|) = \min\{|y - x|, d - |y - x|\}.
\] (4.20)

Here, we use the same notation \( D \) for convenience. By the periodicity of \( p_t^i(x, y) \), \( p_t^i \) is a function of \( D(x, y) \). We also observe that when \( D(x, y) \) increases, \( p_t^i(x, y) \) decreases. Therefore, we can write

\[
P_t^i(x, dy) = \sum_{m=-\infty}^{\infty} r_m^i(D(x, y))dy
\] (4.21)

where

\[
r_m^i(u) = (2\pi\sigma_t^2)^{-\frac{1}{2}} \exp\left\{-\frac{(md + u)^2}{2\sigma_t^2}\right\}.
\] (4.22)

Similarly, we define the **modulo distance** between two subsets \( A, B \subset [0, d] \) by

\[
D(A, B) = \inf\{|y - x|, d - |y - x| : x \in A, y \in B\}.
\] (4.23)

In order to calculate \( h_t(A) \), we need to estimate \( \int_A \int_A^c p_t^i(x, y)dydx \), which is the probability 'flow' from set \( A \) to set \( A^c \). There are two observations that give us an idea how to do the estimation. First, we observe that \( p_t^i \) is dominated by \( r_0^i \). Second, for small enough \( t \), it is almost impossible to 'flow' from \( A \) to \( B \) if \( D(A, B) > 0 \). By these two observations, we see that the only significant 'flow' is crossing a boundary of two adjacent sets using the distribution with \( r_0^i \) only. We formalize our ideas into the following lemma.
Lemma 4.7. (a) For any $a < b < c$.

\[
\lim_{t \to 0} \frac{1}{\sqrt{t}} \int_a^b \int_b^c (2\pi \sigma^2 t)^{-\frac{1}{2}} \exp \left\{ -\frac{(y - x)^2}{2\sigma^2 t} \right\} \, dy \, dx = \frac{\sigma}{\sqrt{2\pi}}. \quad (4.24)
\]

(b) For any $a < b_1 < b_2 < c$.

\[
\lim_{t \to 0} \frac{1}{\sqrt{t}} \int_a^{b_1} \int_{b_1}^{b_2} (2\pi \sigma^2 t)^{-\frac{1}{2}} \exp \left\{ -\frac{(y - x)^2}{2\sigma^2 t} \right\} \, dy \, dx = 0. \quad (4.25)
\]

(c) For any $a < b < c$, such that $c - a < d$.

\[
\lim_{t \to 0} \frac{1}{\sqrt{t}} \int_a^b \int_b^c r_0'(D(x, y)) \, dy \, dx = \lim_{t \to 0} \frac{1}{\sqrt{t}} \int_b^c \int_b^c r_0'(D(x, y)) \, dy \, dx = \frac{\sigma}{\sqrt{2\pi}}. \quad (4.26)
\]

(d) For any $a < b < c$, such that $c - a = d$.

\[
\lim_{t \to 0} \frac{1}{\sqrt{t}} \int_a^b \int_b^c r_0'(D(x, y)) \, dy \, dx = \lim_{t \to 0} \frac{1}{\sqrt{t}} \int_b^c \int_b^c r_0'(D(x, y)) \, dy \, dx = \frac{2\sigma}{\sqrt{2\pi}}. \quad (4.27)
\]

Proof. (a) By the change of variable $u = \frac{y - x}{\sigma \sqrt{t}}$ in the inner integral, we have

\[
\int_a^b \int_b^c (2\pi \sigma^2 t)^{-\frac{1}{2}} \exp \left\{ -\frac{(y - x)^2}{2\sigma^2 t} \right\} \, dy \, dx = \int_a^b \int_b^c (2\pi \sigma^2 t)^{-\frac{1}{2}} \exp \left\{ -\frac{u^2}{2} \right\} \, du \, dx.
\]

Let $d_0 = \min\{b - a, c - b\} > 0$ and $u_0 = b - d_0 \sigma \sqrt{t}$. For $x \in [a, b]$.

\[
\frac{c - x}{\sigma \sqrt{t}} \geq \frac{c - b}{\sigma \sqrt{t}} \geq \frac{d_0}{\sigma \sqrt{t}}.
\]

and so

\[
\int_{u_0}^b \int_{\frac{c - x}{\sigma \sqrt{t}}}^{\infty} \leq \int_{u_0}^b \int_{\frac{c - b}{\sigma \sqrt{t}}}^{\infty} \leq \int_{-\infty}^b \int_{\frac{b - x}{\sigma \sqrt{t}}}^{\infty}. 
\]
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Intuitively, the middle integral is over a quadrilateral with two vertical sides. We pick $a_0$ and $d_0$ such that the left integral is over the lower triangle of the quadrilateral with a horizontal edge. This explains the first inequality. The second inequality is trivial. Interchanging the integrals, we have

$$\frac{1}{\sqrt{t}} \int_{a_0}^{b} \int_{\frac{b-a}{\sqrt{t}}}^{\frac{d-a}{\sqrt{t}}} \frac{1}{\sqrt{2\pi}} e^{-\frac{u^2}{2}} du dx = \frac{1}{\sqrt{2\pi}} \int_{0}^{b} \int_{b-\sigma \sqrt{t}}^{\frac{d-a}{\sqrt{t}}} e^{-\frac{u^2}{2}} dx du$$

$$= \frac{1}{\sqrt{2\pi}} \int_{0}^{d-a} \int_{0}^{u} e^{-\frac{u^2}{2}} (b-(b-u \sigma \sqrt{t})) du$$

$$= \frac{\sigma}{\sqrt{2\pi}} \int_{0}^{d-a} \int_{0}^{u} e^{-\frac{u^2}{2}} du$$

$$\to \frac{\sigma}{\sqrt{2\pi}} \int_{0}^{\infty} u e^{-\frac{u^2}{2}} du = \frac{\sigma}{\sqrt{2\pi}}$$

as $t \to 0$. Similarly,

$$\frac{1}{\sqrt{t}} \int_{-\infty}^{b} \int_{\frac{b-a}{\sqrt{t}}}^{\frac{d-a}{\sqrt{t}}} \frac{1}{\sqrt{2\pi}} e^{-\frac{u^2}{2}} du dx = \frac{1}{\sqrt{2\pi}} \int_{0}^{\infty} \int_{b-\sigma \sqrt{t}}^{b} e^{-\frac{u^2}{2}} dx du = \frac{\sigma}{\sqrt{2\pi}}.$$

Hence, by squeeze theorem, we proved (a).

(b) Now,

$$\frac{1}{\sqrt{t}} \int_{a}^{b} \int_{b_1}^{c} = \frac{1}{\sqrt{t}} \int_{a}^{b_1} \int_{b_1}^{c} - \frac{1}{\sqrt{t}} \int_{a}^{b_1} \int_{b_1}^{b_2}$$

As $t \to 0$, the right hand side goes to $\frac{\sigma}{\sqrt{2\pi}} - \frac{\sigma}{\sqrt{2\pi}} = 0$

(c) The first equality is trivial by interchanging the order of integrations.

If $c - a \leq d/2$,

$$\int_{a}^{b} \int_{c}^{\infty} r_0^2(D(x, y)) dy dx = \int_{a}^{b} \int_{c}^{\infty} (2\pi \sigma^2 t)^{-\frac{1}{2}} \exp \left\{ -\frac{(y-x)^2}{2\sigma^2 t} \right\} dy dx.$$

So. the result follows from (a).
If \( c - a > d/2 \), without loss of generality, assume that \( b - a \leq c - a \). Then
\[
\int_{a}^{b} \int_{b}^{c} r_0^t(D(x, y)) dy dx = \int_{a}^{b} \int_{b}^{a+d/2} (2\pi \sigma^2 t)^{-\frac{1}{2}} \exp \left\{ -\frac{(y-x)^2}{2\sigma^2 t} \right\} dy dx \\
+ \int_{a}^{b} \int_{a+d/2}^{c} r_0^t(D(x, y)) dy dx.
\]

By definition of \( D(x, y) \) and a simple change of variable,
\[
\int_{a}^{b} \int_{a+d/2}^{c} r_0^t(D(x, y)) dy dx = \int_{a}^{b} \int_{a-d/2}^{c-d} (2\pi \sigma^2 t)^{-\frac{1}{2}} \exp \left\{ -\frac{(y-x)^2}{2\sigma^2 t} \right\} dy dx
\]
in which the condition in (b) is satisfied: \( a - d/2 < c - d < a < a + d/2 \).

Hence,
\[
\lim_{t \to 0} \frac{1}{\sqrt{t}} \int_{a}^{b} \int_{b}^{c} r_0^t(D(x, y)) dy dx = \frac{\sigma}{\sqrt{2\pi}} + 0 = \frac{\sigma}{\sqrt{2\pi}}.
\]

(d) Similar to (c), except that both terms satisfy the condition in (a) as \( a - d/2 < c - d = a < a + d/2 \). Thus
\[
\lim_{t \to 0} \frac{1}{\sqrt{t}} \int_{a}^{b} \int_{b}^{c} r_0^t(D(x, y)) dy dx = \frac{\sigma}{\sqrt{2\pi}} + \frac{\sigma}{\sqrt{2\pi}} = \frac{2\sigma}{\sqrt{2\pi}}.
\]

Q.E.D.

Recall that we need to prove that either the \( k \)-condition (4.17) or the \( h \)-condition (4.18) is satisfied to get a lower bound on \( c \). One approach to prove the \( k \)-condition is to actually find a set \( A_{\inf} \) such that it attains the infimum of \( k_t(A) \) for any \( t > 0 \). If this is the case,
\[
k_0 = \lim_{t \to 0} \frac{k_t}{\sqrt{t}} = \lim_{t \to 0} \frac{k_t(A_{\inf})}{\sqrt{t}} \geq \inf_{A} \lim_{t \to 0} \frac{k_t(A)}{\sqrt{t}}
\]
which gives the \( k \)-condition. The same can be done for the \( h \)-condition. In fact, Jarner [21] proved that under certain conditions in a different setting, we need only consider the minimal set \([0, \frac{d}{2})\). We summarize some related results in the following theorem.

**Theorem 4.8 (Jarner).** Consider a discrete-time random walk Markov chain on \([0, d)\) with transition probability density \( p_x(y) = p(|x - y|) \) with the uniform stationary distribution. Assume that \( p(u) \) is decreasing for \( u > 0 \). Then

\[
h = h\left(0, \frac{d}{2}\right).
\]

In our problem, the transition probability density \( p'_t(x, y) \) is also of the form \( p'(|x - y|) \) but \( p'(u) \) is not decreasing over \([0, d)\). In fact, it is decreasing from 0 to \( d/2 \) and increasing from \( d/2 \) to \( d \). Therefore, we cannot apply Theorem 4.8 on the Cheeger's \( h \)-constant directly. However, we observe that if we define

\[
p'_t(x, y) \equiv (2\pi\sigma^2 t)^{-\frac{1}{2}} \exp\left\{-\frac{(y - x)^2}{2\sigma^2 t}\right\} dy.
\]

we have

\[
p'_t(x, y) = \sum_{m=-\infty}^{\infty} (2\pi\sigma^2 t)^{-\frac{1}{2}} \exp\left\{-\frac{(md + y - x)^2}{2\sigma^2 t}\right\} dy > p'(x, y) > 0.
\]
We also let $\hat{h}_t$ be the Cheeger's $h$-constant with respect to the random walk Markov chain Metropolis algorithm with transitional density $\tilde{p}'(x, y)$. We have the following theorem.

**Theorem 4.9.** For the modulo diffusion defined in this section, the geometric constant $c$ defined in (4.7) satisfies

\[
c \geq \frac{h_0^2}{2} \geq \frac{\sigma^2}{d^2 \pi}.
\]  

**Proof.** Note that

\[
c \geq \frac{h_0^2}{2} = \frac{1}{2} \limsup_{t \to 0} \inf_{A} (\frac{h_t(A)}{\sqrt{M_t}})^2.
\]

By the definition of $\tilde{p}'(x, y)$, we can take $M_t = 1$. Now, for any $t$ and $A$,

\[
h_t(A) = \frac{\int_A \int_A \tilde{p}'(x, y) dy \, dx}{\pi(A)} \geq \frac{\int_A \int_A \tilde{p}'(x, y) dy \, dx}{\pi(A)} = \hat{h}_t(A)
\]

Since $\tilde{p}'(x, y)$ is of the form $\tilde{p}'(|x - y|)$ and $\tilde{p}'(u)$ is decreasing for $u > 0$, by Theorem 4.8, $\hat{h}_t = \hat{h}_t(A_0)$ and so

\[
c \geq \frac{1}{2} \limsup_{t \to 0} \frac{\hat{h}_t(A)}{\sqrt{t}}^2 = \frac{1}{2} \limsup_{t \to 0} \frac{\hat{h}_t(A_0)}{\sqrt{t}}^2
\]

where $A_0 = [0, \frac{d}{2}]$. It remains to show that the above limit exists and is equal
to $\frac{2\sigma^2}{d^2 \pi}$. In fact,

$$
\lim_{t \to 0} \left( \frac{h_t(A_0)}{\sqrt{t}} \right)^2 = \left( \lim_{t \to 0} \frac{\int_0^{\frac{t}{2}} \int_0^d \tilde{p}_t(x,y) dy \frac{1}{2} dx}{\pi([0, \frac{t}{2}]) \sqrt{t}} \right)^2
$$

$$
= \frac{4}{d^2} \left( \lim_{t \to 0} \frac{1}{\sqrt{t}} \int_0^{\frac{t}{2}} \int_0^d \tilde{p}_t(x,y) dy dx \right)^2
$$

$$
= \frac{4}{d^2} \left( \frac{\sigma}{\sqrt{2\pi}} \right)^2 = \frac{2\sigma^2}{d^2 \pi}
$$

by Lemma 4.7(a).

**Remark.** The lower bound we derived here is probably not the best lower bound we can get using this method. We expect that $\frac{h^2}{2} > \frac{\sigma^2}{d^2 \pi}$. Intuitively, the limiting process of the Metropolis algorithm should converge slower than our modulo diffusion process. In the Metropolis algorithm, when the current state is near one boundary, there is almost a half chance that the process will reject the move and stay where it is, whereas in the diffusion process, there is roughly a half chance that the process will jump to the side near the other boundary. Therefore, our process should mix faster and the lower bound should be larger. We shall work with the original transitional density in the next section to get an improved bound.

### 4.3.2 On Improving the Lower Bound

As discussed in the remark after Theorem 4.9, we want to prove the lower bounds of $c$ without comparing the process with the corresponding Metropolis
algorithm. Theorem 4.10 and Corollary 4.11 suggest that our intuition in the remark after Theorem 4.9 is well founded.

**Theorem 4.10.** Consider the modulo diffusion described in Section 4.3.1. Let \( A = [a_1, b_1) \cup [a_2, b_2) \cup \cdots \cup [a_l, b_l) \) where \( l \in \mathbb{N} \) and \( 0 = a_1 < b_1 < a_2 < b_2 < \cdots < a_l < b_l < d \). Then.

\[
\lim_{t \to 0} \frac{k_t(A)}{\sqrt{t}} = \frac{2l\sigma}{d\sqrt{2\pi} \cdot \pi(A) \pi(A^c)} \tag{4.31}
\]

and

\[
\lim_{t \to 0} \frac{h_t(A)}{\sqrt{t}} = \frac{2l\sigma}{d\sqrt{2\pi} \cdot \pi(A)}. \tag{4.32}
\]

**Proof.** We shall only prove (4.31). (4.32) follows from (4.31) as

\[
\lim_{t \to 0} \frac{h_t(A)}{\sqrt{t}} = \lim_{t \to 0} \frac{k_t(A) \pi(A^c)}{\sqrt{t}} = \frac{2l\sigma}{d\sqrt{2\pi} \cdot \pi(A)}.
\]

We now proceed to prove (4.31). Let \( a_{l+1} = d \). Then

\[ A^c = [b_1, a_2) \cup [b_2, a_3) \cup \cdots \cup [b_l, a_{l+1}) \]

For any \( t > 0 \).

\[
\int_{\Lambda} (x) P_t(x, A^c) \pi(dx) = \int_A \int_{A^c} p_t(x, y) dy \frac{1}{d} dx \\
= \sum_{i=1}^{l} \sum_{j=1}^{l} \int_{a_i}^{b_i} \int_{a_j+1}^{b_j} p_t(x, y) dy \frac{1}{d} dx \\
= \sum_{i=1}^{l} \sum_{j=1}^{l} \int_{a_i}^{b_i} \int_{a_j+1}^{b_j} \sum_{m=-\infty}^{\infty} \left( \frac{2\pi \sigma^2 t}{m} \right)^{-\frac{1}{2}} \\
\times \exp \left\{ -\frac{(md+y-x)^2}{2\sigma^2 t} \right\} dy \frac{1}{d} dx.
\]
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Let $d_{\text{min}} = \min_{i=1, l} \{b_i - a_i, a_{i+1} - b_i\}$. Consider the 3 cases of $(i, j)$:

Case 1. $i = j$.

$$\int_{a_i}^{b_i} \int_{b_i}^{a_{i+1}} p_i(x, y) dy \frac{1}{d} dx = \int_{a_i}^{b_i} \int_{b_i}^{a_{i+1}} \sum_{m=\infty}^{\infty} r_m^i(D(x, y)) dy \frac{1}{d} dx$$

$$= \int_{a_i}^{b_i} \int_{b_i}^{a_{i+1}} r_0^i(D(x, y)) dy \frac{1}{d} dx$$

$$+ \int_{a_i}^{b_i} \int_{b_i}^{a_{i+1}} \sum_{m \neq 0} r_m^i(D(x, y)) dy \frac{1}{d} dx$$

First note that by periodicity, the case $\{i = 1, j = l\}$ can be included by letting $b_0 = -(d - b_l)$ and running $i$ from 1 to $l$. In this case.

$$\int_{a_i}^{b_i} \int_{b_{i-1}}^{a_i} p_i(x, y) dy \frac{1}{d} dx = \int_{a_i}^{b_i} \int_{b_{i-1}}^{a_i} r_0^i(D(x, y)) dy \frac{1}{d} dx$$

$$+ \int_{a_i}^{b_i} \int_{b_{i-1}}^{a_i} \sum_{m \neq 0} r_m^i(D(x, y)) dy \frac{1}{d} dx$$

It is also very important to notice that if $l = 1$, $\{i = 1, j = l\}$ is already counted in Case 1. So, we have to single out such a special case.

Case 2. $i = j + 1$ or $\{i = 1, j = l\}$.

Since $D([a_i, b_i], [b_j, a_{j+1}]) > d_{\text{min}}$ and $r_m^i(u)$ decreases as $u$ increases, we have

$$\int_{a_i}^{b_i} \int_{b_j}^{a_{j+1}} p_i(x, y) dy \frac{1}{d} dx \leq \int_{a_i}^{b_i} \int_{b_j}^{a_{j+1}} \sum_{m=\infty}^{\infty} r_m^i(d_{\text{min}}) dy \frac{1}{d} dx.$$
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First we assume that \( l > 1 \). With the above three cases, we let

\[
\Phi(t) = d \cdot \max \left\{ \sum_{m \neq 0}^{\infty} r'_m(0), \sum_{m = -\infty}^{\infty} r'_m(d_{\text{min}}) \right\}.
\]

Then

\[
\int_{A(x)} P^i_t(x, A^c) \pi(dx) = \frac{1}{d} \sum_{j=1}^{l} \left( \int_{b_j}^{b_{j+1}} \int_{a_j}^{a_{j+1}} r'_0(D(x, y)) dy dx + \int_{a_j}^{b_j} \int_{b_{j-1}}^{a_j} r'_0(D(x, y)) dy dx \right) + R(t).
\]

where

\[
0 \leq R(t) \leq \sum_{j=1}^{l} \sum_{i=1}^{l} \int_{a_j}^{b_j} \int_{b_{j-1}}^{a_j} \Phi(t) \cdot \frac{1}{d^2} dy dx = \pi(A) \pi(A^c) \Phi(t)
\]

Here,

\[
0 \leq \frac{R(t)}{\pi(A) \pi(A^c) \sqrt{t}} \leq \frac{\Phi(t)}{\sqrt{t}}
\]

and it is not hard to prove that

\[
\lim_{t \to 0} \frac{\Phi(t)}{\sqrt{t}} = 0.
\]

Therefore, we can neglect the term \( R(t) \) when evaluating \( \lim_{t \to 0} \frac{k_t(A)}{\sqrt{t}} \).
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Since \( a_{j+1} - a_i < d \) and \( b_i - b_{i-1} < d \) by Lemma 4.7(c).

\[
\lim_{t \to 0} \frac{k_t(A)}{\sqrt{t}} = \lim_{t \to 0} \frac{1}{d \pi(A) \pi(A^c)} \sum_{i=1}^{l} \left( \int_{a_i}^{b_i} \int_{b_i}^{a_{i+1}} r_0^t(D(x,y)) \, dy \, dx \right.
\]
\[
+ \left. \int_{a_{i-1}}^{b_{i-1}} \int_{b_{i-1}}^{a_i} r_0^t(D(x,y)) \, dy \, dx \right)
\]
\[
= \lim_{t \to 0} \frac{1}{d \pi(A) \pi(A^c)} \sum_{i=1}^{l} \left( \frac{\sigma}{\sqrt{2\pi}} + \frac{\sigma}{\sqrt{2\pi}} \right)
\]
\[
= \frac{2l\sigma}{d\sqrt{2\pi} \cdot \pi(A) \pi(A^c)}
\]

which is the required result.

Now we assume that \( l = 1 \). The situation is even simpler as

\[
\int \chi_A(x) P_1^t(x, A^c) \pi(dx) = \int_{b_1}^{d} \int_{b_1}^{d} r_0^t(D(x,y)) \, dy \, dx + R(t)
\]

where \( R(t) \) is again negligible. In this case, since \( c - a = d - 0 = d \) we apply Lemma 4.7(d) and get

\[
\lim_{t \to 0} \frac{k_t(A)}{\sqrt{t}} = \lim_{t \to 0} \frac{1}{d \pi(A) \pi(A^c)} \int_{b_1}^{d} \int_{b_1}^{d} r_0^t(D(x,y)) \, dy \, dx
\]
\[
= \frac{1}{d \pi(A) \pi(A^c)} \cdot \frac{2\sigma}{\sqrt{2\pi}}
\]
\[
= \frac{2l\sigma}{d\sqrt{2\pi} \cdot \pi(A) \pi(A^c)}
\]

which is the same result. Q.E.D.

**Remark.** 1. The idea of the above proof is that we reduce the double integral over \( A \times A^c \) into a sum of integrals over squares (product of intervals). It turns out that the integrals that do not vanish as \( t \to 0 \) are those over product of
adjacent intervals in the periodic sense. Mathematically, \(|md + D(x, y)| \geq \alpha > 0\) for some \(\alpha\) for \(x, y\) from non-adjacent intervals. This concept will be used again in Section 4.3.3.

2. We singled out the case \(l = 1\) in the proof due to the periodicity of the diffusion. Geometrically, even though there is only one pair of adjacent intervals, the 'flow' is counted twice as there are two crossings over the two contact boundaries of the intervals. This shall not be a factor in the reflecting boundaries example as we shall see in the proof of Theorem 4.18.

**Corollary 4.11.** Suppose that either the \(k\)-condition (4.17) or the \(h\)-condition (4.18) is satisfied. Then the geometric constant \(c\) defined in (4.7) satisfies

\[
c \geq \frac{4\sigma^2}{d^2\pi}.
\]

**Proof.** Since \(S = [0, d]\), by Proposition 4.1, we need only consider sets of the form

\[A = [a_1, b_1) \cup [a_2, b_2) \cup \cdots \cup [a_l, b_l),\]

where \(l \equiv l_A \in \mathbb{N}\) and \(0 = a_1 < b_1 < a_2 < b_2 < \cdots < a_l < b_l < d\). If the \(k\)-condition is satisfied, then by Theorem 4.5,

\[
c \geq \frac{k_0^2}{8} = \frac{1}{8} \inf_A \left( \limsup_{t \to 0} \frac{k_t(A)}{\sqrt{M_t}} \right)^2
\]

\[
= \frac{1}{8} \inf_A \left( \frac{2l_A \sigma}{d \sqrt{2\pi \cdot \pi(A)(1 - \pi(A))}} \right)^2
\]

\[
= \frac{1}{8} \left( \frac{2l_{A_0} \sigma}{d \sqrt{2\pi \cdot \pi(A_0)(1 - \pi(A_0))}} \right)^2
\]
Hence,

\[ \pi(A)(1 - \pi(A)) \leq \frac{1}{2}(1 - \frac{1}{2}) = \pi(A_0)(1 - \pi(A_0)). \]

\[ c \geq \frac{1}{8}\left( \frac{2(1)\sigma}{d\sqrt{2\pi}} \cdot \frac{1}{2} \right)^2 = \frac{4\sigma^2}{d^2\pi}. \]

Similarly, if the \( h \)-condition is satisfied, we can take the same \( A_0 \) and by Theorem 4.5 again.

\[ c \geq \frac{h_0^2}{2} = \frac{1}{2}\left( \frac{2(1)\sigma}{d\sqrt{2\pi}} \cdot \frac{1}{2} \right)^2 = \frac{4\sigma^2}{d^2\pi}. \]

Q.E.D.

**Remarks.** Corollary 4.11 is based on the condition that either the \( k \)-condition or the \( h \)-condition is satisfied. If this is indeed the case, we get a greater lower bound \( \frac{4\sigma^2}{d^2\pi} \) than \( \frac{\sigma^2}{d^2\pi} \) derived in Theorem 4.9. In the remainder of this section, we shall investigate the validity of the conditions.

Recall that the \( k(h) \)-condition is satisfied if we can interchange the order of limit and the infimum. By Theorem 4.10, the limits already exist. One may suspect that the convergence is uniform over all \( A \). In fact, if we could prove such a claim, the order can be interchanged and the condition is satisfied. However, it turns out that this is not the case. Consider the following counterexample.

**Example 4.12.**
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Let \( A_0 = [0, \frac{d}{2}) \) and \( A_n = [0, \frac{d}{4}) \cup \left[ \frac{d}{4} + \frac{1}{n}, \frac{d}{2} \right] \). So, \( \pi(A_0) = \pi(A_n) = \frac{1}{2} \).

If the convergence is uniform, given \( \epsilon = \frac{\sigma}{d \sqrt{2\pi}} \), there exist \( t > 0 \), independent of \( n \), such that

\[
\left| \frac{k_t(A_0)}{\sqrt{t}} - \frac{8\sigma}{d \sqrt{2\pi}} \right| < \epsilon
\]

and

\[
\left| \frac{k_t(A_n)}{\sqrt{t}} - \frac{16\sigma}{d \sqrt{2\pi}} \right| < \epsilon.
\]

So, for any \( n \),

\[
\frac{k_t(A_0)}{\sqrt{t}} < \frac{9\sigma}{d \sqrt{2\pi}} \quad \text{and} \quad \frac{k_t(A_n)}{\sqrt{t}} > \frac{15\sigma}{d \sqrt{2\pi}}.
\]

On the other hand, for this fixed \( t \), it is clear that we can take \( n \) big enough so that \( \frac{k_t(A_n)}{\sqrt{t}} \) is arbitrarily close to \( \frac{k_t(A_0)}{\sqrt{t}} \), which is a contradiction.

Another approach to prove the \( k \) (or \( h \), same below)-condition is to actually find a set \( A_{\text{inf}} \) such that it attains the infimum of \( k_t(A) \) for any \( t > 0 \). If this is the case,

\[
k_0 = \lim_{t \to 0} \frac{k_t}{\sqrt{t}} = \lim_{t \to 0} \frac{k_t(A_{\text{inf}})}{\sqrt{t}} \geq \inf_{A} \lim_{t \to 0} \frac{k_t(A)}{\sqrt{t}}
\]

which gives the \( k \)-condition. This approach is similar to the one by Jarner [21]. Recall that the conditions of Theorem 4.8 require \( p_t^*(x, y) \) to be of the form \( p_t^*(|x - y|) \) and that \( p_t^*(u) \) is decreasing for \( u > 0 \). Note that we can interpret our \( p_t^*(x, y) \) as \( p_t^*(D(|x - y|)) \). Since \( D(|x - y|) \leq \frac{d}{2} \) and \( p_t^*(u) \) is also decreasing over \([0, \frac{d}{2}]\), we may want to imitate Jarner's proof for the \( h \) condition. We start with the following lemma. It concerns how big a set \( A \)
we should choose to minimize $h_t(A)$ if we restrict ourselves to intervals with 0 as one end point.

**Lemma 4.13.** Consider a discrete-time random walk Markov chain on $[0, d)$ with transition probability density $p_x(y) = p(D(|x - y|))$ with the uniform stationary distribution. Then for any $a \leq b \leq \frac{d}{2}$, 

$$h([0, a)) \geq h([0, b)).$$ \quad (4.34)

**Proof.** We shall prove this lemma with a more elementary and intuitive approach. Note that it suffices to prove the inequality for any $a, b$ of the form $a = \frac{i}{2n+1}d$ and $b = \frac{j}{2n+1}d$ where $0 < i < j \leq n$ are integers. Indeed, for any $a \leq \frac{d}{2}$, we can choose sufficiently large $i, n$ to approximate $h([0, a))$ by $h([0, \frac{i}{2n+1}))$ and so the inequality still holds for any $a \leq b \leq \frac{d}{2}$. In fact, it is clear that we only need to show that for any integers $0 < k \leq n - 1$,

$$h([0, \frac{k}{2n+1}d)) \geq h([0, \frac{k+1}{2n+1}d)).$$

For $i = 1, \ldots, n$, define

$$p_i = \int_{0}^{\frac{i+1}{2n+1}d} \int_{\frac{i}{2n+1}d}^{\frac{i+1}{2n+1}d} p_x(y)dydx.$$ 

Since $p_x(y) = p(D(|x - y|))$, it is easy to see that if $A_1 = [\frac{i_1}{2n+1}d, \frac{i_1 + 1}{2n+1}d)$. $A_2 = [\frac{i_2}{2n+1}d, \frac{i_2 + 1}{2n+1}d)$ for $0 \leq i_1 \neq i_2 \leq 2n$ and $D(A_1, A_2) = k - 1$,

$$p_k = \int_{A_1} \int_{A_2} p_x(y)dydx = \int_{A_2} \int_{A_1} p_x(y)dydx.$$
So,

\[
\int_0^{\frac{k}{2n+1}d} \int_{\frac{k}{2n+1}d}^d p_x(y) dy dx = \sum_{i=1}^k \int_{\frac{i}{2n+1}d}^{\frac{i+1}{2n+1}d} \int_{[0,d)-[\frac{i-1}{2n+1}d,\frac{i}{2n+1}d)} p_x(y) dy dx \\
- \sum_{i=1}^k \int_{\frac{i}{2n+1}d}^{\frac{i+1}{2n+1}d} \int_{[0,d)-[\frac{i}{2n+1}d,\frac{i+1}{2n+1}d)} p_x(y) dy dx
\]

\[
= \sum_{i=1}^k 2 \sum_{j=1}^n p_j - 2 \sum_{i=1}^k \int_{\frac{i}{2n+1}d}^{\frac{i+1}{2n+1}d} \int_{[0,d)-[\frac{i}{2n+1}d,\frac{i+1}{2n+1}d)} p_x(y) dy dx
\]

\[
= 2k \sum_{j=1}^n p_j - 2 \sum_{i=1}^k \sum_{j=1}^{k-i} p_j
\]

\[
= 2k \sum_{j=1}^n p_j - 2 \sum_{j=1}^k \sum_{i=1}^{k-j} p_j
\]

\[
= 2k \sum_{j=1}^n p_j - 2 \sum_{j=1}^k (k-j)p_j.
\]

Therefore,

\[
h([0, \frac{k}{2n+1}d)) = \frac{\int_0^{\frac{k}{2n+1}d} \int_{\frac{k}{2n+1}d}^d p_x(y) dy dx}{\pi([0, \frac{k}{2n+1}d))}
\]

\[
= \frac{2n+1}{k} \left( 2k \sum_{j=1}^n p_j - 2 \sum_{j=1}^k (k-j)p_j \right)
\]

\[
= 2(2n+1) \left( \sum_{j=1}^n p_j - \sum_{j=1}^k p_j + \frac{1}{k} \sum_{j=1}^k j p_j \right)
\]
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Hence,

\[
h([0, \frac{k}{2n + 1}]) - h([0, \frac{k + 1}{2n + 1}]) = 2(2n + 1) \left( p_{k+1} + \frac{1}{k} \sum_{j=1}^{k} j p_j - \frac{1}{k + 1} \sum_{j=1}^{k+1} j p_j \right) > 0
\]

which is the required result. Q.E.D.

Remarks. 1. Note that we did not use the fact that \( p(u) \) is decreasing over \([0, \frac{d}{4}]\) in our problem. It will be used in the Lemma 4.15.

2. From the definition of the Cheeger's \( h \)-constant, we only consider sets with measure less than or equal to \( \frac{1}{4} \). So, if only single intervals are considered, the infimum is reached when \( A = [0, \frac{d}{4}] \). So, it remains to show that single intervals are the only important sets to consider in the infimum. Intuitively, if \( A \) is a set which has the same measure as an interval, it is always easier to escape from \( A \) than from the interval. It is also closely related to saying that the 'total distance' from \( A \) to \( A^c \) is smaller. The following conjecture from graph theory is a simplified discrete version of this distance concept.

Conjecture 4.14. Consider an \( n \)-cycle with vertices \( \{1, 2, \ldots, n\} \) and distance function \( D(x, y) \) as usual. Let \( A \) be a subset of the vertices with
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$|A| = k$. Then for any natural number $j$.

$$|\{(x, y) \in A \times A^c : D(x, y) \leq j\}|$$

$$\geq |\{(x, y) \in \{1, \ldots, k\} \times \{k + 1, \ldots, n\} : D(x, y) \leq j\}|.$$  \quad (4.35)

Remarks. 1. This conjecture has JUST been proved by Alfred B. Lehman, Department of Computer Science, University of Toronto. We shall assume this conjecture is true for the rest of the section.

2. If $\{1, 2, \ldots, n\}$ is on a straight line and the distance function is $|x - y|$, the above inequality can be easily proved by induction, which is the key to the proof of Theorem 4.8.

Lemma 4.15. Assume Conjecture 4.14 is true. Consider a discrete-time random walk Markov chain on $[0, d]$ with transition probability density $p(x, y) = p(D(x, y))$ with the uniform stationary distribution. Assume that $p(u)$ is decreasing over $[0, \frac{d}{2}]$. Let $A \subset [0, d]$ such that $\pi(A) = \frac{a}{d} \leq \frac{1}{2}$. Then $h(A) \geq h([0, a])$.

This result is very similar to Theorem 6.16 of Jarner [21]. Therefore, we shall only explain the idea of the proof. Interested reader should refer to that paper.

In order to understand the proof, we need some extra notations and a well known result. Let $\nu_1$ and $\nu_2$ be two distributions on $(\mathbb{R}, \mathcal{B})$. We say that
\( \nu_1 \) is stochastically smaller than \( \nu_2 \), written \( \nu_1 \leq \nu_2 \), if for all \( x \).

\[
\int_{-\infty}^{x} d\nu_1 \geq \int_{-\infty}^{x} d\nu_2.
\]  \hspace{1cm} (4.36)

We can further show that

\[
\nu_1 \leq \nu_2 \iff \int f d\nu_1 \geq \int f d\nu_2
\]  \hspace{1cm} (4.37)

for all decreasing measurable functions \( f \geq 0 \) (see Lemma 6.8 of Jarner [21]).

With this result and Conjecture 4.14, we can give a sketch of the proof.

**Proof of Lemma 4.15.** Let \( A \) be a proper subset of an \( n \)-cycle with vertices \( \{1, 2, \ldots, n\} \) and \(|A| = k\). Assume that \( X \perp Y, U \perp V \) where \( X \sim \mathcal{U}_A, Y \sim \mathcal{U}_{\mathcal{A}^c}, U \sim \mathcal{U}_{\{1, \ldots, k\}} \) and \( V \sim \mathcal{U}_{\{k+1, \ldots, n\}} \). Let the distributions of \( D(X, Y) \) and \( D(U, V) \) be \( \nu_1 \) and \( \nu_2 \) respectively. Then Conjecture 4.14 implies that

\[
P(D(X, Y) \leq j) \geq P(D(U, V) \leq j)
\]

and so

\[
\nu_1 \leq \nu_2.
\]

Now, we replace the \( n \)-cycle by \([0, d)\), \( A \) by any subset of measure \( \frac{a}{d}, \{1, \ldots, k\} \) by \([0, a)\) and \( \{k+1, \ldots, n\} \) by \([a, d)\). Then by a simple discrete approximation, we can prove that the inequality still holds. So, \( \pi(A) = \pi([0, a)) = \frac{a}{d} \) and

\[
h(A) = \frac{\int_{A} \int_{A^c} p_x(y)dy\frac{1}{d}dx}{\pi(A)}
\]

\[
= \frac{1}{a} \int_{A} \int_{A^c} p(D(x, y))dydx
\]

\[
= \frac{1}{a} \int p(u)\nu_1(du)
\]
Since $\nu_1 \leq \nu_2$ and $p$ is decreasing, by the equivalent condition (4.37).

\[
    h(A) \geq \frac{1}{a} \int \frac{p(u)\nu_2(du)}{\pi([0,a])}
    = \frac{\int_a^d \int_a^d p_{\alpha}(y)dy\frac{1}{\pi}dx}{\pi([0,a])}
    = h([0,a])
\]

Q.E.D.

Theorem 4.16. Assume Conjecture 4.14 is true. Consider a discrete-time random walk Markov chain that satisfies the conditions in Lemma 4.15. Then

\[
    h = h([0, \frac{d}{2}]).
\]

(4.38)

Therefore, for the diffusion defined in this section. the $h$-condition (4.18) is satisfied and so the geometric constant $c$ defined in (4.7) satisfies

\[
    c \geq \frac{4\sigma^2}{d^2 \pi}.
\]

(4.39)

Proof. By Lemma 4.15.

\[
    h = \inf_A h(A) \geq \inf_{\alpha \leq \frac{1}{2}} h([0,a]).
\]

So, by Lemma 4.13.

\[
    \inf_{\alpha \leq \frac{1}{2}} h([0,a]) \geq h([0, \frac{d}{2}]).
\]
and so we have the required result.

Now, consider the diffusion described in this section. For each fixed \( t > 0 \), \( p^t(x,y) \) is of the form \( p^t(D(|x-y|)) \) and \( p^t(u) \) is decreasing over \([0,d/2]\). So.

\[
\begin{align*}
h_0 &= \limsup_{t \to 0} \frac{h_t}{\sqrt{M_t t}} \\
&= \limsup_{t \to 0} \frac{h_t([0, \frac{d}{2}])}{\sqrt{M_t t}} \\
&\geq \inf_{A} \limsup_{t \to 0} \frac{h_t(A)}{\sqrt{M_t t}}
\end{align*}
\]

which is the \( h \)-condition. So, by Corollary 4.11.

\[
c \geq \frac{4\sigma^2}{d^2 \pi}.
\]

**Remarks.** 1. We proved (4.39) by proving the \( h \)-condition. However, since \( h_t = h_t([0, \frac{d}{2}]) \), it is not necessary to compute \( h_t(A) \) for all \( A \). On the other hand, Theorem 4.10 shows that the infimum of \( \lim(h_t(A)/\sqrt{t}) \) is attained when \( A = [0, \frac{d}{2}] \). This strongly motivates us to consider the same \( A \) when we try to find the infimum of \( h_t(A) \).

2. By directly computing the spectral gap associated to the reversible Markov semigroup \( P^t \), it is known that the best possible \( c \) that satisfy equation (4.8) is \( 2\pi^2 \sigma^2 / d^2 \) (See e.g. Bhattacharya and Waymire [6]).
4.3.3 Diffusion with Reflecting Boundaries, No Drift and Constant Diffusion Coefficient

In this section, let $P^t_1$ be the one-dimensional diffusion on $[0,d]$ with reflecting boundaries $0,d$ and the drift and diffusion coefficients $0$ and $\sigma^2 > 0$ respectively. So, the transition probability distribution is given by

$$P^t_1(x, dy) = p^t_2(x, y)dy$$

$$= \sum_{m=-\infty}^{\infty} (2\pi \sigma^2 t)^{-\frac{1}{2}} \exp \left\{ -\frac{(2md + y - x)^2}{2\sigma^2 t} \right\}$$

$$+ \exp \left\{ -\frac{(2md + y + x)^2}{2\sigma^2 t} \right\} dy$$

$$= \sum_{m=-\infty}^{\infty} (r^t_{2m}(D(x, y)) + s^t_{2m}(x, y)) dy \quad (4.40)$$

where

$$s^t_m(u) = (2\pi \sigma^2 t)^{-\frac{1}{2}} \exp \left\{ -\frac{(md + x + y)^2}{2\sigma^2 t} \right\}. \quad (4.41)$$

Reversibility with respect to the uniform distribution is easy to see. As in the modulo diffusion.

$$p^t_2(x, y) > \tilde{p}^t(x, y).$$

So, we have a similar theorem.

**Theorem 4.17.** For the diffusion with reflecting boundaries defined in this section, the geometric constant $c$ defined in (4.7) satisfies

$$c \geq \frac{h_0^2}{2} \geq \frac{\sigma^2}{d^2 \pi}. \quad (4.42)$$
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Proof. Replace \( p'_1(x, y) \) by \( p'_2(x, y) \) in the proof of Theorem 4.9. Q.E.D.

One may think that as in Section 4.3.3, we could find an improved bound for the diffusion. However, the following results show that the bound in Theorem 4.17 is as good as the one derived directly from the process.

**Theorem 4.18.** Consider the diffusion with reflecting boundaries described in this section. Let \( A = [a_1, b_1) \cup [a_2, b_2) \cup \cdots \cup [a_l, b_l) \), where \( l \in \mathbb{N} \) and \( 0 = a_1 < b_1 < a_2 < b_2 < \cdots < a_l < b_l < d \). Then,

\[
\lim_{t \to 0} \frac{k_t(A)}{\sqrt{t}} = \frac{(2l - 1)\sigma}{d\sqrt{2\pi} \cdot \pi(A) \pi(A^c)} \tag{4.43}
\]

and

\[
\lim_{t \to 0} \frac{h_t(A)}{\sqrt{t}} = \frac{(2l - 1)\sigma}{d\sqrt{2\pi} \cdot \pi(A)}. \tag{4.44}
\]

**Proof.** We shall not give a detail proof as it is very similar to Theorem 4.10.

There are two points that we have to clarify in order to get \((2l - 1)\) instead of \(2l\) in the corresponding equations from Theorem 4.10. Recall that

\[
p'_2(x, y) = \sum_{m = -\infty}^{\infty} \left( r^t_{2m}(D(x, y)) + s^t_{2m}(x, y) \right).
\]

From the remark after Theorem 4.10, we need to find the number of integrals in the sum that do not vanish as \( t \to 0 \).

First, we notice that the first term in the sum is very similar to that \( p'_1(x, y) \) except that we only run through even integers. The only difference is in Case 2, in which the case \( \{ i = 1, j = l \} \) has to be excluded. Recall
that in the proof, the associated integral does not vanish due to periodicity. However, in the reflecting boundary case, the intervals \([a_1, b_1]\) and \([b_1, d]\) are no longer adjacent to each other. Hence, we have one less integral which does not vanish.

Second, it is easy to see that in the second term, for any \(x \in A\) and \(y \in A'\), \(|2md + x + y| \geq \min\{a_1, d - b_1\} > 0\). By the same remark again, the sum vanishes. Hence, we have the required result. Q.E.D.

**Corollary 4.19.** The second inequality in Theorem 4.17 is actually an equality, i.e.,

\[
c \geq \frac{h_0^2}{2} = \frac{\sigma^2}{d^2 \pi}.
\]  

**Proof.** It suffices to show the other inequality

\[
h_0 \leq \frac{\sqrt{2}\sigma}{d \sqrt{\pi}}.
\]

By Lemma 4.6 and Theorem 4.18 we have

\[
h_0 \leq \inf_A (\limsup_{t \to 0} \frac{h_t(A)}{\sqrt{M_{tt}}})
= \inf_A \frac{(2l - 1)\sigma}{d \sqrt{2\pi} \cdot \pi(A)}
\]

where the infimum is taken over all \(A\) with \(\pi(A) \leq \frac{1}{2}\) of the form described in Theorem 4.18. Take \(A_0 = [0, \frac{d}{2}]\). Then for any \(A\),

\[
l_{A_0} = 1 \leq l_A \quad \text{and} \quad \pi(A_0) = \frac{1}{2} \geq \pi(A).
\]
Hence,

\[ h_0 \leq \frac{(2(1) - 1)\sigma}{d\sqrt{2\pi} \cdot \frac{1}{2}} = \frac{\sqrt{2}\sigma}{d\sqrt{\pi}}. \]

Q.E.D.

4.4 \textit{n-Dimensional Diffusion in a Bounded Domain with Reflecting Boundaries}

In Section 4.2, we discussed two types of bounds for the constant \( c \). We first looked at the limit path bounds and then the limit Cheeger's bound. The advantage of the former approach is that it is able to handle higher dimensional problem as we shall see. The disadvantage is that by introducing the paths, we end up finding a suboptimal constant for the limit Cheeger's bound in Theorem 4.4(b). On the other hand, the advantage of the latter approach is that we are calculating the tight limit of the Cheeger's constant. The disadvantage is that the calculation can be very tedious and relies on results like Theorem 4.8 and Lemma 4.15. It is not clear how to generalize the results to higher dimension.

In this section, we shall apply Theorem 4.4 to derive the limit path bound for a \( n \)-dimensional diffusion in a bounded domain with reflecting boundaries. We shall then compare it with the limit Cheeger's bound obtained in Section 4.3.3 by setting \( n = 1 \).

Let \( P_{(n)}^t \) be the \( n \)-dimensional diffusion on \( S = [0, d]^n \subset \mathbb{R}^n \) with reflecting boundaries and drift vector \( 0 \) and diffusion matrix \( \sigma^2 I \) where \( I \) is the
identity matrix. The diffusion is again reversible with respect to the uniform distribution on \([0, d]^n\) with \(\pi(dx) = q(x)dx = \frac{1}{d^n}dx\). We shall not write down the explicit transition probability distribution. A more important fact is the following inequality:

\[
P^n_t(x, dy) \geq (2\pi\sigma^2t)^{-\frac{n}{2}} \exp\left\{-\frac{|y-x|^2}{2\sigma^2t}\right\} dy
\]

(4.46)

where

\[
|y-x|^2 = \sum_{i=1}^{n} (y_i - x_i)^2.
\]

(4.47)

For each \(t > 0\), we have to find a set of paths \(\Gamma_t\) that satisfies the path conditions. As in a similar one-dimensional case in Example 2.3.1(a), we apply the uniform paths \(n_{xy}^t\) where the number of steps \(b_t\) in each path is to be determined later. By going through similar calculations, we have

\[
k_{\epsilon,t} \leq (2\pi\sigma^2t)^{\frac{n}{2}} \exp\left\{\frac{n\sigma^2}{2\sigma^2tb_t^2}\right\} b_t^{n+2}d^{-n}
\]

(4.48)

as \(|y-x| \leq \frac{\sqrt{n\sigma^2}}{b_t}\) for any two adjacent points in a path. For each \(t\), we minimize the expression over \(b_t\) and get

\[
b_t = \frac{d}{\sigma} \sqrt{\frac{n}{(n+2)t}}.
\]

We shall ignore the fact that \(b_t\) must be a natural number because it does not affect the result as \(t \to 0\). Therefore,

\[
k_{\epsilon,t} \leq (2\pi\sigma^2t)^{\frac{n}{2}} \exp\left\{\frac{n+2}{2}\right\} \left(\frac{d}{\sigma} \sqrt{\frac{n}{(n+2)t}}\right)^{n+2}d^{-n}
\]

\[
= \frac{d^2}{4\sigma^2(2\pi)^{\frac{n}{2}}} \epsilon^{\frac{n+2}{2}} \left(\frac{n}{(n+2)}\right)^{\frac{n+2}{2}}
\]

Hence, applying Theorem 4.4(a), we have the following result:
**Theorem 4.20.** For the \( n \)-dimensional diffusion described in this section, the geometric constant \( c \) defined in (4.7) satisfies

\[
c \geq \frac{\sigma^2}{d^2 (2\pi)^{-\frac{n}{2}}} e^{-\frac{n+2}{2} \left( \frac{r}{n+2} \right)^{-\frac{n+2}{2}}}.
\]  

(4.49)

In particular, when \( n = 1 \), we have the following corollary:

**Corollary 4.21.** For the one-dimensional diffusion with reflecting boundaries described in Section 4.3.3, the geometric constant \( c \) defined in (4.7) satisfies

\[
c \geq \frac{3^{\frac{1}{2}} \sigma^2}{d^2 \sqrt{2\pi} \epsilon^{\frac{1}{2}}}. \tag{4.50}
\]

**Remarks.** 1. Comparing this bound with the limit Cheeger's bound in (4.45), we find that \( \frac{3^{\frac{1}{2}} \sigma^2}{d^2 \sqrt{2\pi} \epsilon^{\frac{1}{2}}} > \frac{\sigma^2}{d^2 \pi} \). In other words, the limit path bound is better than the limit Cheeger's bound. From the examples in Chapter 2, it seems that the path bound \( k_c \) defined in (2.6) is always better than the Cheeger's path bound \( K \) defined in (2.8). We did not, however, compare \( k_c \) with the exact Cheeger's constant \( h \) or \( k \). It shows that in this example, after taking \( t \to 0 \), the exact bound obtained from the Cheeger's argument is worse than that obtained from a simpler path argument.

2. As in Remark 2 after Theorem 4.16, it is known that the best possible \( c \) that satisfy equation (4.8) is \( \pi^2 \sigma^2/(2d^2) \) (See e.g. Bhattacharya and Waymire [6]).
Chapter 5

Conclusion and Future Research

We conclude our thesis with some overall remarks on the main results and some possible future research topics.

There are three main results in this thesis. The first main result is the introduction of path bounds in Chapter 2. The second main result is the comparison of the spectral radii of different Markov chains. The third main result is the introduction of the limit path bounds and the limit Cheeger’s bounds for some specific Markov processes in Chapter 4.

The first main result is focused mainly on discrete-time Markov chains. Although the result is also applicable to continuous-time Markov jump processes by simple modification, we did not extend the result to jump processes with killing. It should be worth considering a more general setting as these continuous processes are more useful in approximating more general continu-
ous Markov processes such as diffusions. In fact, Roberts and Rosenthal [32] used a jump process to approximate the Langevin diffusion.

The second main result is only for comparison of discrete-time Markov chains. With the techniques developed in Chapter 4, it should be interesting to generalize the results to the comparison between Markov processes or even between a Markov chain and a Markov process. Another possible research direction is to generalize the kind of comparison we used in Section 4.3 when we compared the diffusion with a Metropolis algorithm to calculate the limit Cheeger's bound.

The last main result is on the convergence rates of some continuous-time Markov processes. We introduced two techniques to compute geometric bounds. The first technique is to extend the definition of paths. In Section 4.4, we considered the uniform paths and found that the optimal $b_t$ is a continuous function of time $t$ if we ignore the fact that $b_t$ must be natural numbers. In fact, in the example, it is not even important that $b_t$ must be natural numbers when we take $t \to 0$. Therefore, it should be interesting to generalize the family of sets of paths to a more continuous setting.

The second technique is to compute the Cheeger's bound explicitly and then take $t \to 0$. We managed only to calculate some one-dimensional examples. The problem lies on the fact that it is very difficult to prove the $k(h)$-condition. Our approach is to find a particular set $A_{inf}$ so that the infimum is attained. In the one-dimensional bounded state space case, it in-
volves some graph theory problems. One may want to generalize the problem to higher dimensions.

We also notice that in the examples of Chapter 2, we always found that the first path bound $k_1$ is better than the second path bound $K$ (for the Cheeger's constant). Is this always true in general? More surprisingly, in Section 4.4, we showed that the first limit path bound is also better than the limit Cheeger's bound (without the path approximation). So, is the first limit path bound always better than the limit Cheeger's bound? These are important questions which remain unanswered.

The modulo diffusion studied in Section 4.3.1 and Section 4.3.2 induces more possible research topics. First, Conjecture 4.14 is still unsolved. This problem is similar to a graph bipartitioning problem for a circulant graph. Some special cases have been proved ($k \leq 2$) but it is far from being complete. Second, we can think of the diffusion as a diffusion on a circle. In fact, we may even want to consider a diffusion on a compact Riemannian manifold. Third, since the interchanging of the limit and the infimum in the $k(h)$-condition is so technical, we can perhaps imitate the original Cheeger's argument (see [7]) to get around the technicality.

So far, we are unable to find a positive lower bound on the spectral radius $\lambda_0(L)$ of a Markov chain over an unbounded domain using the theorems in Chapter 2. In Example 3.2.2, we were only able to compare the spectral radii of two Markov chains over an unbounded domain, without knowing the
corresponding bounds. One possible research direction is to find suitable paths (other than the uniform or linear paths) for an unbounded example so that the lower bound on the spectral radius is positive. Of course, the Jacobian in the geometric constant will be more complicated and make the computation harder.
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