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Quantum cryptography, or quantum key distribution (QKD), provides a means of unconditionally secure communication. The security is in principle based on the fundamental laws of physics. Security proofs show that if quantum cryptography is appropriately implemented, even the most powerful eavesdropper cannot decrypt the message from a cipher.

The implementations of quantum crypto-systems in real life may not fully comply with the assumptions made in the security proofs. Such discrepancy between the experiment and the theory can be fatal to the security of a QKD system. In this thesis we address a number of these discrepancies.

A perfect single-photon source is often assumed in many security proofs. However, a weak coherent source is widely used in a real-life QKD implementation. Decoy state protocols have been proposed as a novel approach to dramatically improve the performance of a weak coherent source based QKD implementation without jeopardizing its security. Here, we present the first experimental demonstrations of decoy state protocols. Our experimental scheme was later adopted by most decoy state QKD implementations.

In the security proof of decoy state protocols as well as many other QKD protocols, it is widely assumed that a sender generates a phase-randomized coherent state. This assumption has been enforced in few implementations. We close this gap in two steps: First, we implement and verify the phase randomization experimentally; second, we prove
the security of a QKD implementation without the coherent state assumption.

In many security proofs of QKD, it is assumed that all the detectors on the receiver’s side have identical detection efficiencies. We show experimentally that this assumption may be violated in a commercial QKD implementation due to an eavesdropper’s malicious manipulation. Moreover, we show that the eavesdropper can learn part of the final key shared by the legitimate users as a consequence of this violation of the assumptions.
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Chapter 1

Introduction

In this chapter, we introduce some fundamental principles of quantum cryptography that provide a general background for my Ph. D. research. The content of this chapter is largely based on [1], which I co-authored.

1.1 Quantum Cryptography: Motivation

In this section, we give a brief overview of quantum cryptography.

1.1.1 Cryptography

Information security has been a very important issue since ancient times. It is particularly crucial in diplomatic, military, and financial applications. In this so-called Information Era, information security receives significant attention. Indeed, each time we go to the Internet, we should be concerned with the security of the data under transmission.

Cryptography has been developed to keep secrets. A famous historical example is “Caesar’s Cipher”, which is named after Julius Caesar. In this substitutionary cipher, a message is encrypted using a shifted alphabet [2]. That is, each letter in the text is replaced by another letter some fixed number of positions down the alphabet. Caesar’s
Cipher is easy to break using frequency analysis, and is rarely used for serious encryption applications now.

1.1.2 RSA Public-key Protocol

RSA algorithm (named after its inventors, Ron Rivest, Adi Shamir, and Leonard Adleman) [3] is the most popular public key encryption protocol at the moment. It is widely used in the Internet nowadays. RSA algorithm is a public key encryption scheme. That is, the encrypting key is known publicly, while the decrypting key is known only by the legitimate receiver. Its security largely relies on the presumed complexity of factoring large numbers. As of today, a code-breaking algorithm that can factor large numbers with polynomial complexity\(^1\) on a conventional computer is not reported yet. It is widely assumed that breaking an RSA-encrypted message with current conventional computers will take an extremely long time.

RSA protocol has notable limits. First, unconventional computers, like the quantum computers, may break it efficiently. A famous example is the discovery of Shor’s algorithm [4]. It is shown that with a quantum computer, large numbers can be factored with polynomial complexity. An experimental demonstration of Shor’s algorithm was reported in 2001 [5]. Second, even with a conventional computer, although an efficient code-breaking algorithm has not been reported, there is no proof that such an algorithm does not exist. Third, the hardware of conventional computers has been developing very fast, and is expected to continue this trend according to Moore’s law [6]. Due to the above three threats, the RSA algorithm may not be able to provide forward security for certain applications that require long-term information confidentiality (For example, Canada census data are kept confidential for 92 years on average [7]).

---

\(^1\)Polynomial complexity can be understood in the following manner: Define \(T(n)\) as the time cost to solve a problem with size \(n\). The complexity of this problem is polynomial if there exists a polynomial \(p(n)\) such that \(T(n) \leq p(n)\) is true for any \(n\).
1.1.3 One-time Pad Protocol

One-time pad (OTP) algorithm may be a good alternative to RSA algorithm to keep secrets. OTP algorithm was invented by Gilbert Vernam [8]. In binary OTP, two legitimate users are assumed to share a long random bit string as a key, which is as long as the message. This key is not known to anyone else. At Alice’s (a legitimate sender) side, a ciphertext is generated by performing XOR operation between the key and the message. A legitimate receiver, Bob, can reconstruct the message by performing XOR operation between the key and the ciphertext.

Perfect security of OTP was proved by Claude Shannon [9]. Shannon showed that the ciphertext did not give any additional information about the message. Therefore, an eavesdropper, Eve, who has full knowledge of the ciphertext cannot learn anything from the message more than she could by random guessing.

1.1.4 Key Distribution Problem

A major challenge of OTP is the assumption that Alice and Bob share a secret key before the information exchange. This key is usually generated by one party. It is very challenging to distribute the key to the other party with perfect secrecy. This challenge is described as the key distribution problem: How can one party distribute a secret key to the other party without leaking any information to eavesdroppers?

The key distribution problem is non-solvable classically\footnote{One may argue that the public key cryptography can be used to solve the key distribution problem. However, most public key cryptography algorithms (such as the RSA algorithm) are based on some unproven computational assumptions.}. This is mainly because classical information is duplicable. Therefore, when the key is transmitted through some channel, an eavesdropper can always make a copy of such classical information.
1.1.5 Discovery of Quantum Key Distribution

The key distribution problem can be solved quantum mechanically. The solution is called quantum key distribution (QKD) [10, 11, 12]. In QKD, key bits are encoded on quantum states of some microscopic particles, like photons. These encoded particles are then sent to Bob. Eve can intercept such particles in the channel. However, she cannot make perfect duplicates of the information encoded on the particles due to the quantum no-cloning theorem [13, 14]. Moreover, any attempt to duplicate the quantum states will inevitably introduce bit errors. Alice and Bob can quantify the maximal information that might have been learned by Eve from quantum bit error rate (QBER) and channel transmittance.

The idea of quantum cryptography was first mentioned by Stephen Wiesner in an unpublished manuscript around 1970 [10], in which he proposed an idea of uncounterfeitable quantum money (or quantum check). However, it received little attention until the publication of the classic paper of Bennett and Brassard in 1984 [11], which proposed a QKD protocol that was later named the BB84 protocol. Studies on QKD have flourished since then. Many protocols were proposed [12, 15, 16, 17, 18] and experimentally implemented [19, 20, 21, 22]. Commercial QKD systems are now available on the open market [23, 24, 25].

1.2 BB84 Protocol

The BB84 protocol is the most popular QKD protocol at the moment. It is named after its inventors, Bennett and Brassard [11].

1.2.1 Proposal

The procedure of BB84 is as follows (also shown in Table 1.1).

1. Quantum communication phase
Figure 1.1: Conceptual schematic for polarization-coding BB84 QKD system. LD: Laser Diode; CWP: Compensating Wave Plate; HWP: Half Wave Plate; PBS: Polarizing Beam Splitter; SPD: Single Photon Detector. Reproduced from [1]. ©2009 Springer.

(a) In BB84, Alice sends Bob a sequence of photons, each independently chosen from one of the four polarizations—vertical, horizontal, 45-degrees and 135-degrees.

(b) For each photon, Bob randomly chooses one of the two measurement bases (rectilinear and diagonal) to perform a measurement.

(c) Bob records his measurement bases and results. Bob publicly acknowledges his receipt of signals.

2. Public discussion phase

(a) Alice broadcasts her bases of measurements. Bob broadcasts his bases of

<table>
<thead>
<tr>
<th>Alice’s bit sequence</th>
<th>1 0 1 1 0 1 0 0 0 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alice’s basis</td>
<td>× + + + × + + + + +</td>
</tr>
<tr>
<td>Alice’s photon polarization</td>
<td>↘ ↔ ↑ ↑ ↔ ↑ ↑ ↔ ↔ ↘</td>
</tr>
<tr>
<td>Bob’s basis</td>
<td>+ + × + + × × + + ×</td>
</tr>
<tr>
<td>Bob’s measured polarization</td>
<td>↑ ↔ ↘ ↑ ↔ ↗ ↗ ↑ ↔ ↘</td>
</tr>
<tr>
<td>Bob’s sifted measured polarization</td>
<td>↔ ↑ ↔ ↔ ↘ ↔ ↔ ↘</td>
</tr>
<tr>
<td>Bob’s data sequence</td>
<td>0 1 0 0 0 1</td>
</tr>
</tbody>
</table>

Table 1.1: Procedure of BB84 protocol. Reproduced from [1]. ©2009 Springer.
measurements.

(b) Alice and Bob discard all events where they use different bases for a signal. The remaining bits are defined as “sifted bits”.

(c) To test for tampering, Alice randomly chooses a fraction, $p$, of all remaining events as test events. For those test events, she publicly broadcasts their positions and polarizations.

(d) Bob broadcasts the polarizations of the test events.

(e) Alice and Bob compute the error rate of the test events (i.e., the fraction of data for which their values disagree). If the computed error rate is larger than some prescribed threshold value, say 11%, they abort. Otherwise, they proceed to the next step.

(f) Alice and Bob each convert the polarization data of all remaining data into a binary string called a raw key (by, for example, mapping a vertical or 45-degrees photon to “0” and a horizontal or 135-degrees photon to “1”). They can perform classical post-processing such as error correction and privacy amplification to generate a final key.

A conceptual schematic of polarization coding BB84 implementation is shown in Figure 1.1. Four different polarization states at Alice’s side are generated by four laser diodes. A $4 \times 1$ optical switch is used to randomly pick one of the four states for each bit.

Note that it is important for the classical communication channel between Alice and Bob to be authenticated. Otherwise, Eve can easily launch a man-in-the-middle attack by disguising herself as Alice to Bob and as Bob to Alice. Fortunately, authentication of an $m$-bit classical message requires only a logarithmic in $m$ bit authentication key [26]. Therefore, QKD provides an efficient way to expand a short initial authentication key into a long key. By repeating QKD many times, one can get an arbitrarily long secure key.
Figure 1.2: Conceptual schematic for double Mach-Zehnder interferometer phase-coding BB84 QKD system. PM: Phase Modulator; BS: Beam Splitter; SPD: Single Photon Detector. Reproduced from [1]. ©2009 Springer.

1.2.2 Extending Polarization Coding to Phase Coding

Note that the BB84 protocol can be implemented with any two-level quantum system (qubits). In the above section, we have described the BB84 protocol in terms of polarization encoding. This is just one of the many possible types of encodings. Indeed, it should be noted that other encoding methods, particularly phase encoding, also exist. In phase encoding, a signal consists of a superposition of two time-separated pulses, known as the reference pulse and the signal pulse. The information is encoded in the relative phase between the two pulses: i.e., the four possible states used by Alice are $\{1/\sqrt{2}(|R\rangle + |S\rangle), 1/\sqrt{2}(|R\rangle - |S\rangle), 1/\sqrt{2}(|R\rangle + i|S\rangle), 1/\sqrt{2}(|R\rangle - i|S\rangle)\}$.

A conceptual schematic for phase-coding BB84 implementation is shown in Figure 1.2.

Note that, the phase encoding scheme is equivalent to the polarization encoding scheme mathematically. They are simply different embodiments of the same BB84 protocol.

1.2.3 Security Proof: Entanglement Distillation

There are several approaches to prove the security of BB84 [11] protocol. Here we will focus on the entanglement distillation approach, which is widely used.

Entanglement distillation protocol (EDP) provides a simple approach to security proof
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[27, 28, 29]. The basic insight is that entanglement is a sufficient (but not necessary) condition for a secure key. Consider the noiseless case for example. Suppose two distant parties, Alice and Bob, share a maximally entangled state of the form $|\phi^{AB}\rangle = \frac{1}{\sqrt{2}}(|00^{AB}\rangle + |11^{AB}\rangle)$. If each of Alice and Bob measure their systems, then they will both get “0”s or “1”s, which is a shared random key. Moreover, if we consider the combined system of the three parties — Alice, Bob, and Eve — we can use a pure-state description in a larger Hilbert space and consider a pure state $|\psi^{ABE}\rangle$. In this case, the von Neumann entropy $S(\rho_E) = S(\rho_{AB}) = 0$. Here $\rho_E$ and $\rho_{AB}$ are density matrices for Eve and the joint system of Alice and Bob, respectively. This means that Eve has absolutely no information on the final key. This is the consequence of the standard Holevo’s theorem [31].

In the noisy case, Alice and Bob may share $N$ pairs of qubits, which are a noisy version of $N$ maximally entangled states. Now, using the idea of entanglement distillation protocol (EDP) [32], Alice and Bob may apply local operations and classical communications (LOCCs) to distill from the $N$ noisy pairs a smaller number, say $M$, almost perfect pairs, i.e. a state close to $|\phi^{ABM}\rangle$. Once such an EDP has been performed, Alice and Bob can measure their respective systems to generate an $M$-bit final key.

The above description of EDP is for a quantum-computing protocol where we assume that Alice and Bob can perform local quantum computations. In practice, Alice and Bob do not have large-scale quantum computers at their disposal. Shor and Preskill made the important observation that the security proof of the standard BB84 protocol can be reduced to that of an EDP-based QKD protocol [27, 28]. The Shor-Preskill proof [29] makes use of the Calderbank-Shor-Steane (CSS) code, which has the advantage of decoupling the quantum error correction procedure into two parts: bit-flip and phase error correction. They go on to show that bit-flip error correction corresponds to standard error correction and phase error correction corresponds to privacy amplification.

Besides the entanglement distillation protocols, there are several other approaches to
prove the security of QKD. The communication complexity/quantum memory approach to security proof was proposed by Ben-Or [33] and subsequently by Renner and König [34]. See also [35]. The “twisted state” approach was presented in [36]. A clear and rigorous discussion of a complementary principle approach to security proof has recently been achieved by Koashi [37].

1.2.4 First Experimental Implementations

The proposal of BB84 [11] protocol seemed to be simple. However, the authors of [11] were not very interested in implementing this protocol experimentally. Without experimental demonstrations, researchers in other fields (e.g., conventional cryptography) became skeptical of the subject. Five years after the publication of [11], Bennett, Bessette, Brassard, Salvail, and Smolin decided to perform a simple QKD experiment to demonstrate its feasibility [38]. This first demonstration was based on polarization coding. Heavily attenuated laser pulses instead of single photons were used as quantum signals, which were transmitted over 30 cm of open air at a repetition rate of 10 Hz.

30 cm is not that appealing for practical communications. This short distance is largely due to the difficulty of optical alignment in free space. Switching the channel from open air to optical fibre is a natural choice. In 1993, Townsend, Rarity, and Tapster demonstrated the feasibility of phase-coding fibre-based QKD over 10km telecom fibre [39] while Muller, Breguet, and Gisin demonstrated the feasibility of polarization-coding fibre-based QKD over 1.1 km telecom fibre [40]. (Also, Jacobs and Franson demonstrated both free-space [41] and fibre-based QKD [42].) These are both feasibility demonstrations in which neither of them applied random basis selection at Bob’s side.

P. D. Townsend demonstrated QKD with Bob’s random basis selection in 1994 [43]. It involved phase-coding and was over 10 km fibre. The source repetition rate was 105 MHz (which is quite high even by today’s standard) but the phase modulation rate was 1.05 MHz. This mismatch brought a question mark on its security.
1.2.5 Experimental Limits

Experimental implementations of QKD use imperfect real-life devices. Such imperfections bring many limits to QKD implementations. Here we will discuss the distance and counting rate limits. In other words, we will see why QKD cannot go very far or very fast.

Short transmission distance is the most noticeable limit of BB84 implementations over classical optical communication implementations. The longest transmission distance of BB84 implementation is 144 km [44]. Other protocols have been implemented over longer distances of 200 km [22] and 250 km [45]. However, these distances are much shorter than standard optical communication distances, which can connect different continents. This is because extremely weak quantum signals (at the single photon level) propagating through a quantum channel (either in fibre or in free space) may be lost before reaching the receiver due to channel attenuation. Classical optical relay stations cannot amplify quantum signals due to the quantum no-cloning theorem [13, 14]. Methods to extend the transmission distances of QKD include establishing ground-satellite quantum link [46] or building up quantum repeaters [47]. Both solutions are challenging for current technology.

Low key generation rate is another disadvantage of BB84 protocol. As we just discussed, weak quantum signals have high probability to be lost in the channel if Alice and Bob are far apart. For example, if Alice and Bob are connected with a 100 km standard telecom fibre, which has a loss coefficient $\alpha = -0.21 \text{ dB/km at } 1550 \text{ nm}$ [19], then the transmittance between Alice and Bob will be less than 1%. If Alice sets her average output intensity at 0.1 photons per pulse [19], the photons will hit Bob’s lab at a frequency that is three orders of magnitude lower than the pulse repetition rate at Alice’s side. Even if the pulse repetition rate at Alice’s side is as high as 10 GHz [22], photons will hit Bob’s lab at a frequency that is no greater than 10 MHz. Bob’s finite detection efficiency, error correction cost and privacy amplification cost will further reduce the final secure
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1.3 Other QKD Protocols

Given the popularity of the BB84 protocol, why should people be interested in other protocols? There are several reasons. An important one is that while it is possible to implement standard BB84 protocol with attenuated laser pulses, its performance in terms of key generation rate and distance is somewhat limited. The origin and consequences of this limit will be discussed in Section 1.4.1.

1.3.1 Entanglement-based Protocols

In 1991, Ekert proposed the first entanglement based QKD protocol, commonly called E91 [12]. The basic idea is to test the security of QKD by using the violation of Bell’s inequality.

A standard approach is to put the entanglement source right in the middle of Alice and Bob. See Figure 1.3. Once an entangled pair is generated, the two particles are directed
to different destinations. Alice and Bob measure the particles locally, and keep the result as the bit value. This approach has potential in the ground-satellite intercontinental entanglement distribution, in which the entanglement source is carried by the satellite and the entangled photons are sent to two distant ground stations.

A simpler version is to include the entanglement source in Alice’s side locally. See Figure 1.4. Once Alice generates an entangled pair, she keeps one particle and sends the other to Bob. Both Alice and Bob measure the particle locally and keep the result as the bit value. This approach is significantly simpler than the above design because only Bob needs the telescope and compensating parts. A recent experiment of source-in-Alice entanglement-based quantum communication over 144 km open air is reported in [49].

1.3.2 Decoy State Protocols

BB84 implemented with weak coherent state has a key generation rate that scales only quadratically with the transmittance [50, 51]. The decoy state protocol can dramatically increase the key generation rate so that it scales linearly with the transmittance. Details of decoy state protocols are discussed in Chapter 2.

1.3.3 Gaussian-modulated Coherent State (GMCS) Protocol

Instead of using discrete qubit states as in the BB84 protocol, one may also use continuous variables for QKD. Gaussian-modulated coherent states have been proposed for QKD.
Figure 1.5: Conceptual schematic for Gaussian-modulated Coherent State QKD system. PM: Phase Modulator; AM: Amplitude Modulator; BS: Beam Splitter; PD: Photo Diode; HD: Homodyne Detector (inside dashed box). Reproduced from [1]. ©2009 Springer.

In GMCS QKD, Alice sends Bob a sequence of coherent state signals. For each signal, Alice draws two random numbers $X_A$ and $P_A$ and sends a coherent state $|X_A + iP_A\rangle$ to Bob. Bob randomly chooses to measure either the $X$ quadrature of the $P$ quadrature with a phase modulator and a homodyne detector.

An advantage of a GMCS QKD is that every signal can be used to generate a key, whereas in qubit-based QKD such as the BB84 protocol, losses can substantially reduce the key generation rate. Therefore, it is widely believed that for short-distance (say < 15 km) applications, GMCS QKD may give a higher key generation rate.

### 1.3.4 Differential-phase-shift-keying (DPSK) Protocols

In DPSK protocol, a sequence of weak coherent state pulses is sent from Alice to Bob. The key bit is encoded in the relative phase of the adjacent pulses. Therefore, each pulse belongs to two signals.

DPSK protocol is simpler in hardware design than the BB84 [11] protocol as it requires only one Mach-Zehnder interferometer and one phase modulator. See Figure 1.6.

While DPSK protocol is simpler to implement than BB84, a full proof of its unconditional security is still missing\(^3\). Therefore, it is hard to quantify its secure key generation

---

\(^3\)Some security proofs of DPSK protocol under certain additional assumptions, like the single photon source assumption [52], or the zero-error assumption [53], have been developed.
Figure 1.6: Conceptual schematic for differential phase shift keying QKD system. PM: Phase Modulator; BS: Beam Splitter; SPD: Single Photon Detector. Reproduced from [1]. ©2009 Springer.

rate and perform a fair comparison with, for example, decoy state BB84 protocol. Attacks against DPSK has been studied in, for example, [54, 55].

1.4 Assumptions in Quantum Cryptography

Quantum cryptography is proved to be unconditionally secure. Here we emphasize that “unconditionally secure” does not imply “absolutely secure”. “Unconditional” in the security proof of QKD means that no assumption about Eve’s technology is made, except that quantum mechanics is correct. However, we do have to make assumptions on Alice’s and Bob’s sides to ensure the security. The concept of unconditional security in QKD is discussed in detail in [56]. If the assumptions on Alice’s and/or Bob’s sides are violated, the security of QKD can be breached.

1.4.1 Single Photon Source Assumption

The original BB84 [11] proposal required a single photon source. However, most QKD implementations are based on faint lasers due to the great challenge to build perfect single photon sources. In 2000, the security of coherent laser based QKD systems was analyzed first against individual attacks [57]. Finally, the unconditional security of coherent laser based QKD systems was proven in 2001 [51] and in a more general setting in 2002 [50].
Gobby, Yuan, and Shields demonstrated an experiment based on [57] in 2005 [58]. Note that this work was claimed to be unconditionally secure. However, due to the limit of [57], this is only true against individual attacks rather than the most general attack.

The security analysis in [51, 50] will severely limit the performance of unconditionally secure QKD systems. Fortunately, since 2003 the decoy state method [59, 60, 61, 62, 63, 64] has been proposed by Hwang and extensively analyzed by our group at the University of Toronto and by Wang. The first experimental demonstration of decoy state QKD was reported by us in 2006 [65] over 15 km telecom fibre and later over 60 km telecom fibre [66]. Subsequently, decoy state QKD was further demonstrated by several other groups [44, 67, 68, 69, 70]. Details of our decoy state QKD work is presented in Chapter 2.

1.4.2 Phase Randomization Assumption

Phase randomization is an assumption that is widely made in many security proofs, including the security proof of decoy state protocols [50, 51, 61]. Phase randomization can transform a general photonic state into a classical mixture of Fock states: \( \rho = \sum_n p_n |n\rangle \langle n| \).

A significant advantage of making such an assumption is that one can argue that some optical signals sent from Alice contain exactly one photon (i.e., in single-photon state). For these single photon qubits, one can apply security proofs of single photon BB84 protocol [28, 29, 71].

It is shown that [72] non-phase randomized BB84 protocol yields a lower final key rate than phase-randomized BB84 protocol does. In other words, if phase randomization assumption is violated, and Alice and Bob do not know it, Eve can learn more information than Alice and Bob expect.

As an important assumption in security proofs, phase randomization receives little attention in experimental implementations. It has never been actively enforced in experiments until our demonstration [73]. Details of our experimental demonstration of QKD

---

4Chapter 2 is largely based on [65, 66], of which I am the first author.
with active phase randomization are discussed in Chapter 3\textsuperscript{5}.

### 1.4.3 Coherent State Assumption

It is widely assumed in many security proofs (eg., Ref. \[50, 51, 61]\]) that Alice sends out phase-randomized coherent states. In other words, photon numbers of all signals sent from Alice obey Poisson distribution. If this assumption is valid, Alice and Bob know the probability that Alice sends out a single-photon signal. This can substantially simplify the security analysis of laser-based QKD implementations.

The validity of the coherent state assumption is questionable. For example, it is common to use pulsed laser diodes as sources in QKD experiments. These laser diodes are driven by pulsed electrical currents. When the driving current is switched on, it will take a short while before the laser’s gain reaches its stabilizing threshold. During this transition period, the output from the diode cannot be viewed as a coherent state. Therefore, it is not rigorous to consider the entire pulse as a coherent state.

A more severe problem comes from the standard bi-directional (so-called “plug & play”) design \[74\], which is widely used in commercial QKD systems. In this particular scheme, bright pulses are generated by Bob rather than Alice. The pulses will travel through the channel, which is fully controlled by Eve (an eavesdropper), before entering Alice’s lab to get encoded and sent back to Bob. Eve can perform arbitrary operations on the pulses when they are sent from Bob to Alice. In the worst case, Eve can replace the original pulses by her own sophisticatedly prepared optical signals. Such an attack is called the Trojan horse attack \[75\]. Therefore, it is not safe to assume that Alice uses a coherent state source in the security analysis of “plug & play” QKD systems.

We developed a security proof that does not require this coherent state assumption. Our security proof is applicable to the worst case where the source is controlled by Eve.

\textsuperscript{5}Chapter 3 is largely based on \[73\], of which I am the first author.
Details of our security proof are presented in Chapter 4 and 5\(^6\).

### 1.4.4 Identical Detector Efficiency Assumption

In most BB84 QKD implementations, two or more SPDs are used. It is widely assumed that all the SPDs have identical detection efficiencies. This assumption is often verified by checking if Bob’s sifted key bits have similar numbers of “0”s and “1”s.

Several proposals of side-channel attacks [78, 79, 80] made it possible to violate this assumption without being caught. That is, Eve can subtly manipulate Bob’s detection system such that for each individual bit, SPDs have substantial detection efficiency mismatch. Moreover, Eve can make sure that Bob still sees similar counts of “0”s and “1”s statistically.

We demonstrated time-shift attack experimentally [81] to illustrate the feasibility and consequence of violating the identical detector efficiency assumption. Our attack was done on a commercial QKD system [24], thus highlighting the vulnerabilities of even well-designed commercial QKD systems. Details of our experimental quantum hacking work are presented in Chapter 6\(^7\).

### 1.4.5 Other Assumptions

There are many other assumptions made in various security proofs. A crucial one may be the single-mode assumption. That is, it is assumed that Bob has a strong filter that is transparent to only one optical mode. This assumption has not been experimentally enforced yet. It is unclear how to build a practical filter that is completely opaque to all but one optical mode. On the other hand, it is challenging to prove the security of a QKD system if multi-mode contribution is allowed.

\(^6\)Chapter 4 is largely based on [76], and Chapter 5 is largely based on [77]. I am the first author of both papers.

\(^7\)Chapter 6 is largely based on [81], of which I am the first author.
It is widely assumed in many security proofs that side-channels do not exist. Violation of this assumption is reported in several experiments [81, 82]. Security proof considering some side-channels has been developed [83]. However, a security proof of practical QKD system against the most general side-channel attack is yet to be developed.

1.4.6 Can We Remove the Assumptions?

Recently, there has been much academic interest on the connection between the security of QKD and fundamental physical principles such as the violation of Bell’s inequality. An ultimate goal, which has not yet been achieved [84], is to construct a device-independent security proof. That is, one does not make any assumption about Alice’s and Bob’s local devices. The security is based purely on the violation of Bell-inequalities.

Testing Bell-inequalities with high fidelity requires very high detection efficiency (> 82.8%, including channel loss). This is not practical for current single photon detectors and channels. If detection efficiency is not high enough, local hidden variable model can be constructed and the violation of Bell-inequalities does not imply non-locality.

A fair sampling assumption may save the day. That is, one may assume that all the detection events are a fair sample from all the photon creation events. However, as we show in Chapter 6, the low detection efficiency of practical detectors not only violates the fair sampling assumption that would be needed in security proofs based on Bell-inequality violation, but also gives Eve (an eavesdropper) a powerful handle to break the security of a practical QKD system. Therefore, the detection efficiency loophole is of both conceptual and practical interest. Recently, it is shown in [85] that for BB84, a detection efficiency of 50% is enough for security proofs against detection efficiency mismatch.
1.5 Outline

This thesis is organized in the following way:

- In Chapter 2, the first decoy state QKD experiments are presented. These works are published in [65, 66], and I am the first author for both papers. These successful demonstrations show that it is possible to implement unconditionally secure QKD with a weak coherent source. The single photon source assumption can then be removed. I was the chief experimental contributor to this work. I also implemented the numerical simulation that is presented in Section 2.3 (I acknowledge that the algorithm for the simulation was developed by Dr. Xiongfeng Ma). Part of the experiment (which is published in [65]) was performed when I was an M. Sc. student at University of Toronto. Most of the write-up of [65] was completed during my Ph. D. study.

- In Chapter 3, the first active phase randomization experiment in QKD is presented. This work is published in [73], and I am the first author. This demonstration shows that the phase randomization assumption, which is required by decoy state QKD, can be experimentally guaranteed. I designed a polarization insensitive phase modulator, and synchronized it with our commercial QKD system to implement phase randomization. I also proposed and implemented a way to verify the phase randomization.

- In Chapter 4, the first security proof of QKD with an unknown and untrusted source is presented. This work is published in [76], and I am the first author. I developed a security proof which shows that the coherent state assumption, which is assumed in many security proofs including the ones for decoy state QKD, can be removed. I also developed some numerical simulation techniques.

- In Chapter 5, the results shown in Chapter 4 are improved. This work is now
under journal review [77], and I am the first author. I developed an improved protocol which is a lot simpler to implement than the protocol proposed in Chapter 4. I implemented extensive numerical simulations. Several key imperfections for practical devices are considered.

- In Chapter 6, the first successful quantum hacking experiment against a commercial QKD system is presented. This work is published in [81], and I am the first author. I performed the experiment and acquired the results. Here I acknowledge that Dr. Chi-Hang Fred Fung also made substantial contributions to this work, especially in analyzing the experimental results. The demonstration shows that the identical detector efficiency assumption can be violated due to Eve’s malicious operations.

- In Chapter 7, we conclude the thesis with a summary and an outlook of QKD research.

1.6 Publications Related to This Thesis


Chapter 2

Decoy State QKD: Simulation and Experiment

It is assumed in many security proofs of QKD \[28, 29, 71\] that Alice possesses a perfect single photon source. However, most QKD implementations are based on faint laser sources due to the great challenge to build perfect single photon sources. Decoy state method is proposed as a novel solution to substantially improve the performance of weak coherent state based QKD without jeopardizing the security.

In this chapter, we first introduce the basic concepts of decoy state QKD. We then present the experimental demonstrations of two decoy state protocols. Numerical simulations of decoy state QKD are performed. The techniques in the numerical simulations is also discussed. The content of this chapter is largely based on \[65, 66\], of which I am the first author.

2.1 Introduction

The security of QKD was proved based on the fundamental laws of quantum physics assuming a perfect single photon source is utilized \[28, 29, 71\]. Unfortunately, in view of implementation, the “perfect” devices are always very hard to build. Therefore, most
up-to-date QKD systems substitute the desired perfect single photon sources by heavily attenuated coherent laser sources. QKD can be performed with these laser sources over more than 250 km of telecom fibres [45].

However, this substitution raises some severe security concerns. The output photon number per pulse of a coherent laser source obeys Poisson distribution. Thus the occasional production of multi-photon signals is inevitable no matter how heavily one attenuates the laser. This occasional production of multi-photon signals opens a back door for Eve to launch some sophisticated attacks, like the photon-number-splitting (PNS) attack [86].

The PNS attack works in the following manner [86]: Eve can first perform a quantum non-demolition (QND) measurement on the photon number of each signal. Eve then selectively suppresses all the single photon signals from Alice, and splits all the multi-photon signals by keeping one copy herself and sending the other copy to Bob. In this way, Eve could have an identical copy of what Bob possesses. She keeps all the qubits in her quantum memory until Alice broadcasts the correct basis for each qubit. Eve can then measure her qubits accordingly, thus breaking the security of BB84 protocol.

Although such an attack may appear to be beyond current technology, the first rule in cryptography is: never underestimate the determination and ingenuity of your opponents in breaking your codes.

Is it possible to develop some special measure that can make QKD secure even with some practical systems? The answer is yes. From physical intuition, if Alice sends out a single photon signal, and Bob luckily receives it, this bit (normally defined as in “single photon state”) should be secure, because Eve cannot split or clone it. Based on this intuition, rigorous security analysis on some practical QKD system is proposed by [51] and Gottesman-Lo-Lütkenhaus-Preskill (GLLP)[50], which is based on the entanglement distillation approach to the security proofs.

The main idea of GLLP’s work is not to find which signals are secure (i.e., single-
photon signals), because it would be beyond current technology. Instead, GLLP shows that the ratio of secure signals can be estimated from some experimental parameters, and the secure key bits can then be extracted from the raw key based on this ratio through the data post-processing.

The secure key generation rate $R$, which is defined as the ratio of the length of the secure key to the total number of signals sent by Alice, is given by [50]

$$R \geq q\{-Q_\mu f(E_\mu)H_2(E_\mu) + Q_1[1 - H_2(e_1)]\}, \quad (2.1)$$

where $q$ depends on the protocol; the subscript $\mu$ is the average photon number per signal in the signal states; $Q_\mu$ and $E_\mu$ are the gain and the quantum bit error rate (QBER) of the signal states, respectively; $Q_1$ and $e_1$ are the gain and the error rate of the single photon state in the signal states, respectively; $f(x)$ is the bi-directional error correction inefficiency [87]; and $H_2(x)$ is the binary entropy function: $H_2(x) = -x \log_2(x) - (1 - x) \log_2(1 - x)$. $Q_\mu$ and $E_\mu$ can both be measured directly from the experiments, while $Q_1$ and $e_1$ have to be estimated (because Alice and Bob could not measure the photon number of each pulse with current technology). Here we define “gain” as the ratio of the number of Bob’s detection events to the number of signals emitted by Alice in the cases where Alice and Bob use the same basis. It depends mainly on the intensity of signal, the channel transmittance, and Bob’s quantum efficiency.

GLLP [50] has also given a method to estimate the lower bound of $Q_1$ and the upper bound of $e_1$, thus giving out the lower bound of the key rate $R$. However, with the coherent laser sources, these bounds are not tight. It follows that the security of practical QKD set-ups can be guaranteed only at very short distances and very low key generation rates [50, 61].

A key question is thus raised: How can one extend both the maximum secure distance and the key generation rate of QKD? The most intuitive choice would be to use a (nearly) perfect single photon source. Despite much experimental effort, reliable near-perfect single photon sources are far from practical [88, 89].
Another solution to increase the maximum secure distance and the highest key generation rate is to employ decoy states, using some extra states of different average photon numbers to detect photon-number dependent attenuation. The decoy method was first discovered by Hwang who proposed using strong pulses as decoys [59]. The idea of using weak pulses as decoys is proposed by Lo [60]. The first rigorous security proof of decoy state QKD was presented by Lo, Ma and Chen [61]. It is shown that the decoy state method can be combined with standard GLLP result to achieve dramatically higher key generation rates and longer distances [61]. Moreover, practical protocols with vacua and weak coherent states as decoys were proposed [60]. Subsequently, we have analyzed the security of practical protocols [62]. Decoy method was also studied by Wang [63, 64].

The basic idea of decoy state QKD is as follows: Alice introduces some “decoy” states with average photon numbers \( \{ \nu_i \} \) besides the signal state with average photon number \( \mu \) \((\neq \nu_i)\). Each pulse sent by Alice is assigned to a state (signal state or one of the decoy states) randomly. Alice then modulates the amplitude of each pulse according to its state. All the pulses are then sent to Bob through the quantum channel. Alice announces the state of each pulse after Bob’s acknowledgment of receipt of the signals. The statistical characteristics (i.e., the gain and the QBER) of each state can then be analyzed separately. Note that the average photon number of certain state is only by statistical meaning, while Eve’s knowledge is limited to the actual photon number in each individual pulse. Therefore, Eve has no clue about the state (signal or decoy) of each pulse. Eve’s attack will modify the statistical characteristics (gain or QBER) of the decoy states and/or the signal state and will be caught. The decoy states are used only for catching an eavesdropper, but not for the key generation. It has been shown [61, 62, 63, 64] that, in theory, decoy state QKD can substantially enhance the security and the performance of QKD.

The power and the feasibility of the decoy method can be shown only by implementing it. To implement the decoy state QKD, it is intuitive to utilize variable optical attenuators

(VOAs) to modulate the intensity of each signal to that of its state. Actually, this is exactly the way we used.

2.2 Implementations of Decoy State Protocols

In [60, 61, 62], we have proposed several protocols on decoy state QKD. The most important two protocols are the one-decoy protocol (the simplest protocol) and the weak+vacuum protocol (the optimal protocol). We have implemented both of them, over 15 km (the one-decoy protocol) and 60 km (the weak+vacuum protocol) standard telecom fibres. Decoy state protocols were also studied by Wang [63, 64].

2.2.1 Implementation of one-decoy protocol

In one-decoy protocol, only one decoy state with average photon number per signal $\nu < \mu$ is needed. Alice could decide the values of $\mu$ and $\nu$, and the ratio of number of pulses
used as decoy state to that of total pulses, then randomly assign the state to each signal by attenuating the intensity of each signal to either \( \mu \) or \( \nu \).

We implemented the one-decoy protocol by adding acousto-optical modulators (AOMs, including CA, DA in Figure 2.1) to a commercial “Plug & Play” QKD system manufactured by id Quantique (Jr. Alice and Bob in Figure 2.1). We choose AOM to modulate the signals because we need this amplitude modulation to be polarization insensitive.

This QKD system is based on a 1550 nm laser source with pulse repetition rate of 5 MHz. Its intrinsic parameters, including dark count rate \( Y_0 \), detector error rate \( e_{\text{detector}} \), and Bob’s quantum efficiency \( \eta_{\text{Bob}} \) are listed on Table 2.1.

Before the experiment, we perform a numerical simulation (discussed in detail in Section 2.3) with the parameters of our set-up as in Table 2.1 and optimally set \( \mu \) and \( \nu \) to 0.80 and 0.120 photons, respectively. The actual distribution of the states is produced by an id Quantique Quantum Random Number Generator. Around 10% of the signals are assigned as the decoy states as suggested by the numerical simulation. This random pattern is generated and loaded to the Decoy Generator (DG in Figure 2.1) before the experiment.

Here we describe the flow of the experiment:

1. Bob generates a chain of strong laser pulses by the laser diode (LD in Figure 2.1)

Table 2.1: Some intrinsic parameters of the QKD system. These parameters are different for the two implementations because the single photon detectors of the QKD system were adjusted by the manufacturer between the two experiments. Reproduced from [66] with permission. ©2006 IEEE.

<table>
<thead>
<tr>
<th>Implementation</th>
<th>( Y_0 )</th>
<th>( e_{\text{detector}} )</th>
<th>( \eta_{\text{Bob}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>One-Decoy</td>
<td>( 2.11 \times 10^{-5} )</td>
<td>( 8.27 \times 10^{-3} )</td>
<td>( 2.27 \times 10^{-2} )</td>
</tr>
<tr>
<td>Weak+Vacuum</td>
<td>( 6.14 \times 10^{-5} )</td>
<td>( 1.38 \times 10^{-2} )</td>
<td>( 5.82 \times 10^{-2} )</td>
</tr>
</tbody>
</table>
and sends them to Alice through the 15 km fibre.

2. The pulses propagate through the AOMs (CA and DA in Figure 2.1, the function of CA as well as CG is discussed in the next paragraph), whose transmittances are set to maximum at this period.

3. Each pulse is splitted by a coupler. Part of the input pulse will be detected by a classical photo detector (PD in Figure 2.1), which generates synchronizing signal to trigger the Decoy Generator (DG in Figure 2.1).

4. The generator holds for certain time period, during which the pulses are reflected by the faraday mirror (FM in Figure 2.1) and quantum information is encoded by the phase modulator ($\Phi_A$ in Figure 2.1).

5. Here comes the key point: Decoy Generator (DG in Figure 2.1) will drive the Decoy AOM (DA in Figure 2.1) to modulate each pulse to the intensity (either 0.80 or 0.120) of the state it is assigned to exactly when the pulse propagates through the AOM.

6. The pulses (now in single photon level) return to Bob through the 15 km fibre again.

7. Bob decodes the quantum information by modulating the phases of the pulses by the phase modulator ($\Phi_B$ in Figure 2.1) and see which single photon detector (APD in Figure 2.1) fires.

The use of the Decoy AOM (DA in Figure 2.1) shifts the frequency of the laser pulses. Note that each qubit consists of two pulses that propagate through different arms of an asymmetric Mach-Zehnder interferometer. This frequency shift introduced by the AOM is then translated into a shift of relative phase between these two pulses. This phase shift increases QBER.
To compensate this phase shift, another AOM, the “Compensating AOM” (CA in Figure 2.1) is employed. The frequency of this compensating AOM is finely tuned such that the total phase shift becomes multiples of $2\pi$. This compensation eliminates any additional QBER introduced by the frequency shift. This compensating AOM is driven by a second function generator, “Compensating Generator” (CG in Figure 2.1). Its transmittance is set constant throughout the experiment.

Here we emphasize that the holding time of the Decoy Generator (DG in Figure 2.1) after being triggered by the photo detector (PD in Figure 2.1) must be very precise, because same modulation must be applied to the two pulses of the same signal to keep visibility high. In our experiment, the precision of this holding time is 10 ns.

After Bob’s receipt of all the signals, Alice broadcasted to Bob the distribution of decoy states as well as basis information. Bob then announced which signals he had actually received in correct basis. We assume Alice and Bob announced the measurement outcomes of all decoy states as well as a subset of the signal states. From those experimental data, Alice and Bob then determined $Q_\mu$, $Q_\nu$, $E_\mu$, and $E_\nu$, whose values are now listed in Table 2.2. Note that our experiment is based on BB84 [11] protocol, thus $q = N_\mu^S/N$, where $N_\mu^S$ is the number of pulses used as signal state when Alice and Bob chose the same basis, and $N = 105$ Mbit is the total number of pulses sent by Alice in this experiment.

Now we have to analyze the experimental result and estimate the lower bound of key generation rate $R$. This can be done by simply inputting the results in Table 2.2 to the following equations [62]:

\[
Q_1 \geq Q_1^L = \frac{\mu^2 e^{-\mu}}{\mu \nu - \nu^2} \left( Q_\mu^L e^\nu - Q_\mu e^\mu \frac{\nu^2}{\mu^2} - E_\mu Q_\mu e^\mu \frac{\nu^2}{e_0 \mu^2} \right)
\]

\[
e_1 \leq e_1^L = \frac{E_\mu Q_\mu}{Q_1^L},
\]

in which

\[
Q_\nu^L = Q_\nu (1 - \frac{\mu_\nu}{\sqrt{N_\nu Q_\nu}}).
\]
where $N_\nu$ is the number of pulses used as decoy states, and $e_0$ (=1/2) is the error rate for the vacuum signal and therefore the lower bound of key generation rate is

$$R \geq R^L = q\{-Q_\mu f(E_\mu) H_2(E_\mu) + Q^L_1[1 - H_2(e_1^U)]\}$$

(2.4)

In our analysis of experimental data, we estimated $e_1$ and $Q_1$ very conservatively as within 10 standard deviations (i.e., $u_\alpha=10$), which promises a confidence interval for statistical fluctuations of $1 - 1.5 \times 10^{-23}$.

Even with our very conservative estimation of $e_1$ and $Q_1$, we got a lower bound for the key generation rate $R^L = 3.6 \times 10^{-4}$ per pulse, which means a final key length of about $L = NR \approx 38$ kbit. We also calculated $R_{\text{perfect}} = 1.418 \times 10^{-3}$, the theoretical limit from the case of infinite data size and infinite decoy states protocol, by using Eq. (1). We remark that our lower bound $R^L$ is indeed good because it is greater than $1/4$ of $R_{\text{perfect}}$.

### 2.2.2 Implementation of weak+vacuum protocol

Weak+Vacuum protocol is similar to one-decoy protocol except that it has one more decoy state: the vacuum state, which has zero intensity. The vacuum state is to detect the background count rate. We hereby use the same notation for intensities as in Subsection 2.2.1: $\mu$ for signal state and $\nu < \mu$ for weak decoy state.

Weak+Vacuum protocol is theoretically predicted to have higher performance than

<table>
<thead>
<tr>
<th>Para.</th>
<th>Value</th>
<th>Para.</th>
<th>Value</th>
<th>Para.</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q_\mu$</td>
<td>$8.757 \times 10^{-3}$</td>
<td>$E_\mu$</td>
<td>$9.536 \times 10^{-3}$</td>
<td>$q$</td>
<td>$0.4478$</td>
</tr>
<tr>
<td>$Q_\nu$</td>
<td>$1.360 \times 10^{-3}$</td>
<td>$E_\nu$</td>
<td>$2.689 \times 10^{-2}$</td>
<td>$f(E_\mu)$ [87]</td>
<td>$\leq 1.22$</td>
</tr>
</tbody>
</table>
one-decoy protocol and is the optimal protocol in asymptotic case [61, 62]. Our numerical simulation (detailed discussion in Section 2.3) shows that for our set-up (as in Table 2.1), with data size of 105 Mbit, the maximum secure distance for one-decoy protocol is 59 km, while that of weak+vacuum protocol is 68 km, as shown in Figure 2.4. We chose 60 km telecom fibre to perform weak+vacuum protocol.

The implementation of weak+vacuum protocol requires amplitude modulation of three levels: $\mu$, $\nu$ and 0. Note that it would be quite hard for high-speed amplitude

Table 2.3: The experimental results of weak+vacuum protocol. Reproduced from [66] with permission. ©2006 IEEE.

<table>
<thead>
<tr>
<th>Para.</th>
<th>Value</th>
<th>Para.</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q_\mu$</td>
<td>$1.81 \times 10^{-3}$</td>
<td>$E_\mu$</td>
<td>$3.05 \times 10^{-2}$</td>
</tr>
<tr>
<td>$Q_\nu$</td>
<td>$5.47 \times 10^{-4}$</td>
<td>$E_\nu$</td>
<td>$7.78 \times 10^{-2}$</td>
</tr>
<tr>
<td>$Y_0$</td>
<td>$6.02 \times 10^{-5}$</td>
<td>$e_0$</td>
<td>0.51</td>
</tr>
<tr>
<td>$q$</td>
<td>0.319</td>
<td>$f(E_\mu)[87]$</td>
<td>$\leq 1.22$</td>
</tr>
</tbody>
</table>
modulators to prepare the real “vacuum” state due to finite distinction ratio. However, if the gain of the “vacuum” state is very close (like within a few standard deviations) to the dark count rate, it would be a good approximation.

Our set-up to implement weak+vacuum protocol (Figure 2.2) is very similar to that of one-decoy protocol (Figure 2.1) except for the absence of the “compensating” parts (CA & CG in Figure 2.1). This is because the frequency of the AOM (AOM in Figure 2.2) has been precisely adjusted to the value that the phase shift caused by it is exactly multiples of $2\pi$. In other words, this AOM is self-compensated for our set-up.

We performed numerical simulation (as discussed in details in Section 2.3) to find out the optimal parameters. According to simulation results, we choose the intensities as $\mu = 0.55$, $\nu = 0.152$. Numbers of pulses used as signal state, weak decoy state and vacuum state are $N_\mu = 0.635N$, $N_\nu = 0.203N$, and $N_0 = 0.162N$, respectively, where $N = 105$ Mbit is the total data size we used.

The experimental results are shown in Table 2.3. Note that the gain of vacuum state ($Y_0$ in Table 2.3) is indeed very close to the dark count rate ($Y_0$ in Table 2.1, third row), therefore the vacuum state in our experiment is quite “vacuum”. We could estimate the lower bound of $Q_1$ and upper bound of $e_1$ by plugging these experimental results into the following equations [62]:

$$Q_1 \geq Q_1^L = \frac{\mu^2 e^{-\mu}}{\mu\nu - \nu^2} (Q_\nu^L e^{\nu - Q_\mu e^{\mu}} - Q_\mu e^{\mu} - Y_0^U \frac{\mu^2 - \nu^2}{\mu^2})$$

$$e_1 \leq e_1^U = \frac{E_\mu Q_\mu - e_0 Y_0^L e^{-\mu}}{Q_1^L},$$

in which

$$Y_0^L = Y_0 (1 - \frac{u_\alpha}{\sqrt{N_0 Y_0}}),$$

$$Y_0^U = Y_0 (1 + \frac{u_\alpha}{\sqrt{N_0 Y_0}}),$$

and $Q_\nu^L$ takes the value as in Eq. (2.3). Again, we estimate $Q_1$ and $e_1$ very conservatively by setting $u_\alpha = 10$, which promises a confidence interval for statistical fluctuations of $1 - 1.5 \times 10^{-23}$. 
A lower bound of the key generation rate $R_L = 8.45 \times 10^{-5}$ per pulse is found by plugging the results of Eqs. (2.5) into Eq. (2.4), which means a final key length of about $L = NR \approx 9$ kbit. Note that, one-decoy protocol cannot give out a positive key rate at 60 km as suggested by numerical simulation. Therefore, weak+vacuum protocol is in demand at this distance. We also confirm the numerical simulation result by plugging $Q_\mu$, $E_\mu$, $Q_\nu$ and $q$ from Table 2.3 into Eqs. (2.2)(2.3)(2.4) and found indeed that no positive key rate could be found.

### 2.3 Numerical Simulation

Numerical simulation is crucial for setting optimal experimental parameters and choosing the distance to perform certain decoy method protocol. Here we explain the principle of our simulation, and show some results.

The principle of numerical simulation is that for certain QKD set-up, if the intensities and percentages of signal state and decoy states are chosen, we could simulate the experimental results (gains and QBERs of all states). For example, suppose we have a QKD set-up with transmittance $\eta$, detector error rate $e_{\text{detector}}$ and dark count rate $Y_0$, if the output intensity is set to be $\mu$ photons per signal, the gain and QBER of this state is expected to be [57]

$$Q_\mu = Y_0 + 1 - e^{-\eta \mu},$$

$$E_\mu = \frac{1}{Q_\mu} (e_0 Y_0 + e_{\text{detector}} (1 - e^{-\eta \mu})), \quad (2.7)$$

respectively. With these simulated experimental outcome, we could estimate the lower bound of the key generation rate.

In experiment, it is natural to choose the intensities and percentages of signal state and decoy states which could give out the maximum key generation rate. This search for optimal parameters can be done by numerical simulation and exhaustive search. For example, we could try the values of $\mu$ and $\nu$, the intensities of signal state and decoy
Figure 2.3: Simulation result of the set-up on which we implemented the one-decoy protocol. Intrinsic parameters for this set-up is shown in the second row of Table 2.1. Solid line: the theoretical limit of key generation rate. Its maximum transmission distance is about 90 km. Dashed line: the performance of weak+vacuum protocol. Its maximum distance is about 70 km. Dotted line: the performance of one-decoy protocol. Its maximum distance is about 64 km. Dashed and dotted line: the performance without decoy method. Its maximum distance is only 9.5 km. Reproduced from [66] with permission. ©2006 IEEE.

states, in the range of $[0, 1]$ with a step increase of 0.001. Similar strategy can be applied on the percentage of each state. With certain combination of intensities and percentages, the gains and QBERs of different states could be simulated by Eqs. (2.7), and the key generation rate can be estimated by the chosen protocol, like Eqs. (2.2)(2.3)(2.4) for one-decoy protocol and Eqs. (2.3)(2.4)(2.5)(2.6) for weak+vacuum protocol. We can therefore find out the optimal combination that can give maximum key generation rate.

Numerical simulation can also give the maximum secure distance for certain decoy protocol and QKD set-up. The transmittance of the system is a simple function of
distance $[57] \eta = \eta_{\text{Bob}} e^{-\alpha l}$, where $\alpha (=0.21 \text{ dB/km in our set-up})$ is the loss coefficient. For a QKD set-up with known $\eta_{\text{Bob}}, \alpha, e_{\text{detector}}$, and $Y_0$, we could find out the maximum key generation rate of some protocol at distance $l$. The shortest distance at which the maximum key generation rate for certain protocol hits zero is defined as maximum secure distance for this protocol on this set-up. It would probably be a waste of time to perform certain decoy state protocol far beyond its maximum secure distance.

We performed numerical simulation based on the set-up on which we implemented the one-decoy protocol. The result is shown in Figure 2.3. The power of decoy method is explicitly shown by the fact that the maximum distance in the absence of decoy method is only 9.5 km. In other words, at 15 km, not even a single bit could be shared between Alice and Bob with guaranteed security. In contrast, with decoy states, our QKD set-up can be made secure over 60 km, which is substantially larger than the secure distance (9.5 km) without decoy states.

The set-up on which we implemented the weak+vacuum protocol is a bit different from the one we implemented the one-decoy protocol because the single photon detector had been adjusted by the manufacturer and several important properties, including $\eta_{\text{Bob}}, Y_0$ and $e_{\text{detector}}$, were changed, as shown in Table 2.1. The simulation result for this “new” set-up is shown in Figure 2.4. Clearly, the expected performance, including the key rate of certain distance and maximum secure distance of certain protocol, of this set-up is different from the previous one. This difference is natural because the properties of the system have changed.

The advantage of weak+vacuum protocol over one-decoy protocol is shown by the fact that the maximum secure distance of one-decoy protocol is 59 km, which means that one-decoy protocol cannot give out a positive key rate at 60 km. We confirmed this numerical simulation result by plugging experimental results $Q_{\mu}, E_{\mu}, Q_{\nu}$ and $q$ from Table 2.3 into Eqs. (2.2)(2.3)(2.4) and found indeed that key rate is not positive.

The maximum secure distance of our set-up is limited by equipment, especially the
Figure 2.4: Simulation result of the set-up on which we implemented the weak+vacuum protocol. The intrinsic parameters of this set-up is shown in the third row of Table 2.1. Note that this set-up is different from the one we implemented one-decoy as reflected by the fact that in Table 2.1, the values in row 3 are different from the values in row 2. Solid line: the theoretical limit of key generation rate. Its maximum transmission distance is about 84 km. Dashed line: the performance of weak+vacuum protocol. Its maximum distance is about 68 km. Dotted line: the performance of one-decoy protocol. Its maximum distance is about 59 km. Dashed and dotted line: the performance without decoy method. Its maximum distance is only 14 km. Reproduced from [66] with permission. ©2006 IEEE.

single photon detectors we used (APDs in Figures 2.1&2.2). Given a better set-up (higher \( \eta_{Bob} \), lower \( e_{detector} \) and \( Y_0 \)), secure decoy state QKD can be experimentally implemented over 100 km, as shown in [62].
2.4 Conclusion

For the first time, we have implemented decoy state QKD. We have implemented two protocols: The one-decoy protocol and the weak+vacuum protocol [62]. Simple modifications (adding AOMs) on a commercial QKD system are made to implement decoy state QKD. The simplicity of the modification (much simpler than building a near-perfect single photon source) shows the feasibility of decoy method. Also, the high key rates and long transmission distances (60 km) show the power of decoy method. Decoy method allows us to achieve much better performance with substantially higher key generation rate and longer distance than is otherwise possible. Given better QKD set-ups, decoy state method could make secure QKD at even longer distances. We conclude that, with careful conceptual design and optimization, decoy state QKD is easy to implement in experiments. It is, therefore, ready for immediate commercial applications.

2.5 Follow-up works on Decoy State QKD

Our work on experimental decoy state QKD triggered a wave of decoy state QKD implementations on various structures: D. Rosenberg et al. demonstrated decoy state QKD with superconductor single photon detectors over 102 km fibre [67]; C.-Z. Peng et al. demonstrated decoy state QKD with polarization coding over 107 km fibre [69]; Tobias Schmitt-Manderbach et al. demonstrated free-space decoy state QKD over a distance of 144 km [44]; Z.-L. Yuan et al. demonstrated a fibre-based decoy state QKD over 25 km [68]; and Z.-Q. Yin et al. demonstrated a fibre-based decoy state QKD over 130 km [70].

After a first wave of decoy state QKD demonstrations, several new advances were made in decoy state QKD. Continuous operating with automatic alignment techniques have been developed [90, 91], which are applied in field deployed fibre networks [92, 93]. Gigahertz decoy state QKD implementation is reported [48]. Decoy state protocols with a parametric down conversion (PDC) source have been proposed and experimentally
demonstrated [94, 95, 96].

As of today, decoy state method has become a standard technique to achieve high performance and high security QKD with weak coherent source. Decoy state QKD systems are commercially available now [23].
Chapter 3

Phase Randomization in QKD: Experiment

Phase randomization is an important assumption made in many security proofs of practical quantum key distribution (QKD) systems. In particular, phase randomization is assumed in the security proof of decoy state QKD [61]. In this chapter, we present the first experimental demonstration of QKD with reliable active phase randomization. One key contribution is a polarization-insensitive phase modulator, which we add to a commercial phase-coding QKD system to randomize the global phase of each bit. We also propose and implement a useful method to verify the phase randomization experimentally. Our result shows very low quantum bit error rate (< 1%). The content of this chapter is largely based on [73], of which I am the first author.

3.1 Introduction

As we discussed in the last chapter, the single photon source assumption can be removed [50, 51] and the performance can still be very high since decoy state method has been proposed [59, 60, 61, 62, 63, 64] and implemented [65, 66]. However, this removal comes at a price of introducing another assumption: the phase of each quantum signal is uniformly
random [50, 51, 59, 60, 61, 62, 63, 64], and is inaccessible to the eavesdropper. Without phase randomization, one would have to use other techniques to prove the security of QKD [72], which yields a lower key rate. Moreover, it is unclear how to apply decoy state techniques without phase randomization.

Phase randomization is an important assumption because any input state, after phase randomization, is transformed into a classical mixture of Fock states. Here we show it mathematically as follows:

A general input optical state (in single mode) can be written as

$$\rho_0 = \sum_{m,n} p_{m,n} |m\rangle \langle n|.$$  \hspace{1cm} (3.1)

After phase randomization, this state is transformed as

$$\rho_{ABE} = \sum_{m,n} p_{m,n} |m\rangle \langle n| e^{i(m-n)\theta},$$ \hspace{1cm} (3.2)

where $\theta$ is a random phase. Since this information is not available to Eve or Bob, the state sent from Alice will be

$$\rho_{BE} = \text{Tr}_A \rho_{ABE}$$

$$= \frac{1}{2\pi} \sum_{m,n} p_{m,n} |m\rangle \langle n| \int_0^{2\pi} d\theta e^{i(m-n)\theta}$$ \hspace{1cm} (3.3)

$$= \sum_{n} p_{n,n} |n\rangle \langle n|.$$

Until now, QKD experiments with intentionally randomized phase have never been reported. Here we remark that the quantum signals sent by Alice are not “naturally” phase-randomized. For example, in a uni-directional QKD system, strong ancillary pulses (sometimes called reference pulses) are sometimes used for feed-back control to stabilize the asymmetric Mach-Zehnder interferometer (MZI) [97]. The phase of such strong classical pulses could be (in principle) accurately measured, leaking the phase information to the eavesdropper. Even if weak signals are used, the phase coherence of the laser source could be maintained for many emissions of weak signals, which makes it possible to measure the phase accurately. For a bi-directional system (“plug & play” system) [98],
classical pulses sent from Bob cause the same problem as the strong ancillary pulses in a uni-directional system do.

Active phase randomization in real QKD system is not entirely straightforward: the phase modulator should be polarization insensitive while usually it works only on one component of polarization; this extra phase modulator has to be carefully synchronized with the original system to randomize the phase of each individual bit; since the output from Alice is very weak (∼ 0.1 photons per pulse), it is not straightforward to verify that the phase is indeed randomized; the phase randomization must not increase the quantum bit error rate (QBER) significantly.

In this chapter, we present the first QKD experiment with reliable active phase randomization. Our implementation is based on a modified commercial “plug & play” system [98]. The global phase of each bit is randomized by an additional phase modulator, after which the bit is sent to Bob. This phase modulator is designed to be polarization-insensitive. Therefore, neither polarization-maintaining fibre nor dynamic polarization control is necessary. Our result shows that the phase difference between adjacent signals has been confidently randomized by this phase-randomization phase modulator, while the relative phase between the two pulses of the same signal is solely determined by Alice’s coding phase modulator. We expect phase randomization to become a standard part in future QKD systems due to its security significance [51, 50] and feasibility shown in this chapter.

3.2 Experiment

The schematic of our set-up is shown in Figure 3.1. The original QKD system works as follows: Bob generates a train of laser pulses at 5 MHz repetition rate; each pulse is split into two by an asymmetric MZI; the one that propagates through the shorter arm is called the reference pulse, and the one that propagates through the longer arm
Figure 3.1: Upper Chart: Schematic of the experimental set-up in our system. Inside Bob/Jr. Alice: components in Bob/Alice’s package of id Quantique QKD system, respectively. Our modifications: $\Phi_{PI}$: polarization-insensitive phase modulator (detailed structure shown in lower chart); FG: function generator. Original QKD system: LD: laser diode; APD: avalanche photodiode; $\Phi_{A/B}$: phase modulator; PBS: polarization beam splitter; PD: classical photo detector; FM: faraday mirror. Lower chart: Detailed structure of the polarization-insensitive phase modulator. ISL: optical isolator; FC: 2×2 Fibre Coupler; $\Phi$: electro-optical modulator; FM: faraday mirror. Solid line: optical fibre; dashed line: electric cable. Reproduced from [73] with permission. ©2007 American Institute of Physics.

is called the signal pulse; the insertion loss of the phase modulator ($\Phi_B$ in Figure 3.1) makes the signal pulse weaker than the reference pulse. The state of the $i$th bit emitted from Bob is $|\alpha_i\rangle|\beta_i\rangle$, where $|\alpha_i\rangle$ denotes the reference pulse and $|\beta_i\rangle$ denotes the signal pulse. Pulses are sent to Alice through the quantum channel; part of the pulses are split off to a photo detector (PD in Figure 3.1) for synchronization purposes, and the rest enter Alice and are reflected by a Faraday mirror (FM in Figure 3.1, upper chart); Alice
Figure 3.2: Upper chart: correctly implemented phase randomization. A different random phase is applied to each bit. Lower chart: phase modulation for incorrect implementation: signal pulse and reference pulse are modulated by a different phase and thus we expect QBER to be around 50%. Right Chart: differently polarized components of the same pulse are modulated at different moments. Reproduced from [73] with permission. ©2007 American Institute of Physics.

encodes the quantum information by modulating the phase of the signal pulse with her phase modulator (Φ_A in Figure 3.1); the pulses are then attenuated to single photon level and sent back to Bob. The state sent from Alice to Bob is \(|\alpha'_i e^{i\phi_i} \rangle\). Bob decodes the quantum information by modulating the phase of the reference pulse with his phase modulator (Φ_B in Figure 3.1) and letting the two pulses interfere at the coupler before sending the next train of pulses.

Alice should modulate the global phase of each signal with an extra random value to implement phase randomization. i.e., the state emitted from Alice should be

$$|\text{ABE}\rangle = |\alpha'_i e^{i\phi_i} \rangle |\beta'_i e^{i(\phi_i + \phi_A)} \rangle$$ \hspace{1cm} (3.4)

where \(\phi_i\) should be a random value for each bit as shown in Figure 3.2 (upper chart). The birefringence of optical fibre makes the polarization of laser pulses unpredictable and changing frequently. Therefore, the phase modulator should be polarization insensitive.

There have been several proposals on polarization-insensitive phase modulators, based either on a liquid crystal (LC) [99] or an acousto-optic modulator (AOM) [100,101]. The
LC-based phase modulators require sophisticated fabrication, and the modulation rate of the AOM-based phase modulators cannot meet the repetition rate of the laser source (5 MHz). Therefore, we need to design another polarization-insensitive phase modulator, which consists of commercial parts and can work at several megahertz.

Our phase modulator design is shown in Figure 3.1 (lower chart). It can be easily shown that the phases of both vertically- and horizontally-polarized components of incoming light are modulated by propagating through the phase modulator ($\Phi$ in Figure 3.1, lower chart) twice and by the $\pi/2$ polarization rotation due to the faraday mirror (FM in Figure 3.1, lower chart).

A synchronization signal from a photo detector (PD in Figure 3.1) will trigger a function generator (FG in Figure 3.1) when the pulse frame enters Alice. The function generator will hold for a time period before outputting a pre-loaded uniformly random voltage pattern (generated by id Quantique quantum random number generator) to drive the polarization-insensitive phase modulator to randomize the phase of each bit. This phase modulation extends to the full range of $[0, 2\pi]$ with amplitude resolution of 12 bits (i.e., there can be up to $2^{12} = 4096$ different phase shifts), which is limited by the function generator digital-analog conversion. Linearity of electro-optical effect\footnote{See, for example, A. Yariv Optical Electronics in Modern Communications, Fifth Ed., (Oxford University Press, New York), 1997 pp. 360-363.} guarantees that the phase applied to each bit is also uniformly random. In our set-up, the frame length is 504 pulses.

### 3.3 Verification

This phase randomization process does not affect the performance of QKD system. The phase modulator applies the same phase shift to both pulses of the same bit as shown in Figure 3.2 (upper chart). Therefore, the QBER should not change. Moreover, since this extra phase modulator is in Alice’s lab, we can calibrate the output photon number.
Figure 3.3: QBER versus delay time. Alice sent 843 kbits with 0.1 photons per bit on average for each point in this diagram. QBER at $t=0\mu s$ is surprisingly low ($<1\%$), and is comparable to QBER at $t=\pm 0.2\mu s$. Reproduced from [73] with permission. ©2007 American Institute of Physics.

after this phase modulation. Thus it does not affect the gain. This is good news because the QKD system does not have to pay any price on performance for randomizing the phase. However, it leaves us with a problem: how can we see that the phase is reliably randomized?

Our answer is to shift the delay time of the function generator (FG in Figure 3.1) so that the two pulses of the same bit are modulated differently, as shown in Figure 3.2 (lower chart). The relative phase between the two pulses is then uniformly randomized, and we should observe a sharp increase in QBER to around 50%.

We shift the delay time for $\pm 0.2 \mu s$, i.e., a range of two periods of the QKD system, at a step of 10 ns (larger step is used for the flat area). The result is shown in Figure 3.3. We can see clearly that when the two pulses of the same bit are modulated equally
as in Figure 3.2 (upper chart), the QBER is indeed low (< 1%), as the central flat part in Figure 3.3. This confirms our prediction of low QBER. However, when the delay time is shifted to a value so that the two pulses are modulated differently (as in Figure 3.2, lower chart), the QBER would increase to around 50% as the two spikes in Figure 3.3 show. The fluctuation is only ±0.5% (which is within one standard deviation) from the expected value of 50%.

3.4 Why is there a “Waist”?

We surprisingly found a “waist” on each slope of the spikes, making the slopes neither sharp nor smooth. The explanation we found is that vertically- and horizontally-polarized components of a pulse are modulated at different times: one is modulated when the pulse propagates towards the Faraday mirror (FM in Figure 3.1, lower chart), and the other one is modulated when the pulse is reflected back as shown in Figure 3.2 (right chart). This time difference makes it possible that the phase modulation applied to the two components is different when we shift the modulation time gradually. This modulation difference will increase the QBER to a value between a few percent and 50%, depending on the polarization of the pulse.

The fibre connecting the phase modulator (Φ in Figure 3.1, lower chart) and the Faraday mirror (FM in Figure 3.1, lower chart) is roughly 2 m. Therefore, the time difference between the modulation of vertically- and horizontally-polarized components is roughly 20 ns. If the modulating phase changed within this 20 ns, the QBER would be between a few percent and 50%, forming a waist. The waist in Figure 3.3 has two points. This result is expected recalling that the step of the time shift is 10 ns. The length of this connecting fibre imposes an upper limit on the modulation rate.
3.5 Conclusion

Our demonstration is implemented over 5 km of telecom fibre. We show that phase randomization itself does not limit the transmission distance. It is the low intensity of the laser source (LD in Figure 3.1) in our system that limits the transmission distance\(^2\). Transmission distance can be easily extended by using a brighter laser diode.

In summary, we have performed the first QKD experiment with reliable active phase randomization. Our result shows that the global phase of quantum signals is uniformly randomized. An important assumption in many QKD security proofs — phase randomization — is thus implemented with confidence. A potential security loophole is plugged. We expect phase randomization to become a standard part in future QKD systems due to its significance in security \([50, 51]\) and its feasibility.

\(^2\)The extra phase modulator in our system introduces 12 dB loss. This high loss makes the synchronization system in Alice’s side (mainly PD in Figure 3.1) unstable. Another solution is to use Alice’s phase modulator (\(\Phi_A\) in Figure 3.1) to randomize the phase while encoding.
Chapter 4

Untrusted Source for QKD: Active Estimate

In many security proofs of practical QKD systems [50, 51], it is assumed that a weak coherent source is used and the photon number per pulse obeys a Poisson distribution. This assumption is never examined in actual experiments and may well be violated in actual implementations. In this chapter, we present a security proof of QKD without this Poisson distribution assumption. The content of this chapter is largely based on [76], of which I am the first author.

4.1 Introduction

Recently, the ideas of device-independent security proofs of QKD and security from causality constraints have been proposed [84, 102, 103], but a complete proof of unconditional security along those lines is still missing. Moreover, any such device-independent security proofs, even if successfully constructed in the future, will not be applicable practical QKD systems due to the well-known detection efficiency loophole. This loophole can be filled under the fair sampling assumption. Unfortunately, the fair sampling assumption can be invalid in practical QKD set-ups due to some imperfections, like the
detection efficiency mismatch. Indeed, the detection efficiency mismatch opens a back
door for several practical attacks, including the faked states attack \cite{78, 79} and the time-
shift attack \cite{80}. The latter attack has even been experimentally demonstrated on a
commercial QKD system \cite{81}, thus highlighting the weakness of practical QKD systems.

It is very important to develop security proofs with testable assumptions, and test
the assumptions both theoretically and experimentally. For example, the assumption of
phase randomization is often made in security proofs of practical set-ups. However, the
phases of signals are not naturally randomized in practice. Fortunately, the validity of the
phase-randomization assumption can be confidently guaranteed by actively randomizing
the phase of each signal, which has only been demonstrated in a recent experiment \cite{73}
(see Chapter 3 for discussion). See, however, \cite{72} for a security proof that does not
require the phase randomization assumption.

The validity of the coherent state assumption is also questionable. For example, it is
common to use pulsed laser diodes as sources in QKD experiments. These laser diodes
are driven by pulsed electrical currents. When the driving current is switched on, it
will take a short while before the laser’s gain reaches its stabilizing threshold. During
this transition period, the output from the diode cannot be viewed as coherent state.
Therefore, it is not rigorous to consider the entire pulse as a coherent state.

A more severe problem comes from the standard bi-directional (so-called “plug &
play”) design \cite{74}, which is widely used in commercial QKD systems. In this particular
scheme, bright pulses are generated by Bob (a receiver) rather than Alice (a sender). The
pulses will travel through the channel, which is fully controlled by Eve (an eavesdropper),
before entering Alice’s lab to be encoded and sent back to Bob. Eve can perform arbitrary
operations on the pulses when they are sent from Bob to Alice. In the worst case, Eve
can replace the original pulses by her own sophisticatedly-prepared optical signals. Such
an attack is called the Trojan horse attack \cite{75}. Therefore, it is highly risky to assume
that Alice uses a coherent state source in the security analysis of “plug & play” QKD
Previously, a qualitative argument on the security of bi-directional QKD systems was provided in [75]. The intuition is to show that by applying heavy attenuation, an input state with an arbitrary photon number distribution can be transformed into an output state with a Poisson-like distribution. However, it is challenging to quantify the similarity between the output and Poisson states.

We start from another intuition: we look into the actual photon number distribution created by the internal loss of Alice’s local lab. The phase randomization can transform an arbitrary input state into a classical mixture of number states [75]. By modeling the internal loss inside Alice’s local lab as a beam splitter, for each particular input photon number, the photon number of the output state obeys a binomial distribution. Note that this is not binomial-like, but a rigorous binomial distribution. The analysis of binomial distributions is in general harder than that of Poisson distributions. However, in this way we can quantitatively and rigorously analyze their security.

Decoy methods can dramatically improve the performance (by means of higher key rate and longer transmission distance) of coherent laser based QKD systems [59, 60, 61, 62, 63, 64, 104, 105]. The decoy method has been experimentally demonstrated over long distances [44, 65, 66, 67, 68, 69, 70, 90].

In decoy state QKD, each bit is randomly assigned as a signal state or one of the decoy states. Each state has its unique average photon number. These states can be prepared by setting different internal transmittances $\lambda$ in Alice’s local lab. For example, if a bit is assigned as a signal state, the internal transmittance for this bit will be $\lambda_S$. If a bit is assigned as a decoy state, the internal transmittance for this bit will be $\lambda_D \neq \lambda_S$. Normally $\lambda_D < \lambda_S$.

In previous analyses of decoy state QKD [61, 60, 62, 105], one important assumption was that the yield of an $n$ photon state $Y_n$ in the signal state is the same as $Y_n$ in the decoy state. i.e., $Y_n^S = Y_n^D$. Here, $Y_n$ is defined as the conditional probability that Bob’s
detectors generate a click given that Alice sends out an $n$ photon signal. This is true because in the analysis of [61, 60, 62, 105] Eve knows only the output photon number $n$ of each pulse. Another fundamental assumption is that the quantum bit error rate (QBER) of the $n$ photon state $e_n$ in the signal state is the same as $e_n$ in the decoy state. i.e., $e_n^S = e_n^D$. Note that, once Eve knows some additional information about the source, the above two fundamental assumptions will fail [106].

We emphasize that in the case of “plug & play” QKD, Eve knows both the input photon number $m$ and the output photon number $n$. Therefore she can perform an attack that depends on the values of both $m$ and $n$. In Section 4.6.1, we show explicitly that $Y_n^S = Y_n^D$ and $e_n^S = e_n^D$ in this case. The parameters that are the same for both the signal state and the decoy states are $Y_{m,n}$ (the conditional probability that Bob’s detectors click given that this bit enters Alice’s lab with photon number $m$ and emits from Alice’s lab with photon number $n$) and $e_{m,n}$ (the QBER of bits with $m$ input photons and $n$ output photons).

In brief, there is more information available to Eve once she controls the source. The security analysis for decoy state QKD in this case is much more challenging.

In this chapter, we analyze the most general case: We consider the source as controlled by Eve. Therefore the source is completely unknown and untrusted. Rather surprisingly, we show that even in this most general case, the security of the QKD system can be analyzed quantitatively and rigorously. We also show that the decoy method can still be used to enhance the performance of the system dramatically when the source is unknown and untrusted. For the first time, we show quantitatively that the security of a “plug & play” QKD system is understandable and achievable. Moreover, we show what measures are necessary to ensure the security of the QKD system, and rigorously derive a lower bound of the secure key generation rate. Our numerical simulation results show that QKD with an untrusted source gives a key generation rate that is close to that of a trusted source.
Chapter 4. Untrusted Source for QKD: Active Estimate

It is important to implement QKD with testable assumptions. In this chapter, we showed that the coherent source assumption can be removed. Nonetheless, we still keep a few standard assumptions including the single mode assumption, phase randomization assumption, etc. in our security proof. To ensure that our assumptions of single-mode and phase randomization are satisfied in practice, we propose specific experimental measures for Alice to implement. More concretely, we propose that Alice uses a strong filter to filter out other optical modes and uses active phase randomization to achieve phase randomization. It would be interesting to see the security consequence of removing, say, the single mode assumption. However, this is beyond the scope of this work.

This Chapter is organized in the following way: in Section 4.2, we propose some measures that should be included in the QKD set-up, and a key term – “untagged bit” – is defined; in Section 4.3, we study the experimental properties of the untagged bits; in Section 4.4, the photon number distribution for untagged bits is analyzed; in Section 4.5, we prove the security of a practical QKD system with an unknown and untrusted source, and explicitly show the equation for the key generation rate; in Section 4.6, we prove the security of two decoy state protocols – the weak+vacuum protocol and the one-decoy protocol – with unknown and untrusted sources; in Section 4.7, numerical simulation is briefly mentioned; in Section 4.8, we present our conclusion and discuss future directions.

4.2 Measures to Enhance the Security

Here we will use three measures, which were briefly mentioned in [75], to enhance the security of the system. A general system that has applied these measures is shown in Figure 4.1. There are various sources of loss inside Alice’s apparatus. Here we model all the losses as a $\lambda/(1-\lambda)$ beam splitter. That is, the internal transmittance of Alice’s local lab is $\lambda$. We assume that Alice can set $\lambda$ accurately via, say, a variable optical attenuator. In other words, for any photon that enters the encoding arm, it has a probability $\lambda$ to
be encoded and sent out from Alice.

1. We pointed out and demonstrated in [81] that the side-channel can be exploited by Eve to acquire additional information. To shut down these side-channels, we need to place a filter (Filter in Figure 4.1) which works in spectral, spatial, and temporal domains. In other words, only pulses of the desired mode can pass through the filter. Therefore, we can use the single mode assumption for each signal. Incidentally, the single mode assumption may not hold for an open-air QKD set-up. This is because 1) the free space will not suppress the propagation of higher modes and 2) the collection system at Bob's side can only collect part of the beam sent from Alice.

2. The phase randomization is a general assumption made in most security proofs on practical set-ups [50, 51, 61]. It can disentangle the input pulse from Eve by transforming it into a classical mixture of Fock states $\sum_{n=0}^{\infty} p_n | n \rangle \langle n |$ [75]. Its feasibility has been experimentally demonstrated [73]. Alice should apply the phase randomization on the input optical signals. In Figure 4.1, this is accomplished by the Phase Randomizer.

3. We need to monitor the pulse energy to acquire some information about the photon number distribution. By randomly sampling a portion of the pulses to test the photon numbers, we can estimate some bounds on the output photon number distribution as shown in the following sections. In Figure 4.1, this is accomplished by the Optical Switch and the Intensity Monitor.

Suppose that $2k$ pulses entered Alice's local lab, within which $k$ pulses were randomly chosen by the Optical Switch in Figure 4.1 for testing photon numbers (these pulses are called “sampling bits”), and the rest $k$ pulses were encoded and sent to Bob (these pulses are called “coding bits”). We define the pulses with photon number $m \in [(1 - \delta)M, (1 + \delta)M]$ as “untagged” bits, and pulses with photon number $m < (1 - \delta)M$ or $m > (1 + \delta)M$ as “tagged” bits. Note that the definitions of “untagged” and “tagged” here are different
Figure 4.1: A schematic diagram of the set-up that implements the three measures as suggested: Filter is used to guarantee the single mode assumption; Phase Randomizer is used to guarantee the phase randomization assumption; Optical Switch and Intensity Monitor are used to randomly sample the photon number of input pulses. All the internal losses inside Alice’s local lab are modeled as a $\lambda/(1-\lambda)$ beam splitter. That is, any input photon has $\lambda$ probability to be encoded and sent from Alice to Bob, and $1-\lambda$ probability to be discarded into the Garbage. $M$ and $N$ are the random variables for input photon numbers and output photon numbers, respectively. Note that in a standard “plug & play” setup, the actual source is inside Bob’s local lab. However, Eve can replace the pulses sent by Bob with arbitrary optical signals. This is equivalent to the general case in which Eve controls the source. Reproduced from [76]. ©2008 American Physical Society.

from those in [50]. From the random sampling theorem (see, like, [107]) we know that the probability that there are less than $k\Delta$ tagged sampling bits and more than $(\Delta + \epsilon)k$ tagged coding bits is asymptotically less than $e^{-O(\epsilon^2 k)}$. $\epsilon$ should be chosen under the condition that $\epsilon^2 k \gg 1$. Therefore there are no less than $(1 - \Delta - \epsilon)k$ untagged coding bits with high confidence.

We define this estimate method as an “active estimate” because Alice needs to actively set the path to each input pulse.

In the following discussion, we will focus on these $(1 - \Delta - \epsilon)k$ untagged bits. Of course, there can also be some untagged bits in the remaining $(\Delta + \epsilon)k$ bits, but neglecting these
out-of-scope untagged bits just makes our analysis conservative.

\( M \) and \( \delta \) can, in principle, be arbitrarily chosen. However, some constraints will be applied to optimize the key generation rate. We will discuss the optimal choice later.

### 4.3 Properties of the Untagged Bits

In QKD experiments, the two most important measurable outputs are the gain and the QBER. In our analysis, we are most interested in the gain and the QBER of the untagged bits. This is because the input photon numbers of the untagged bits are concentrated within a narrow range, making it much easier to analyze the security.

However, Alice cannot in practice perform quantum non-demolishing (QND) measurements on the photon number of the input pulses with current technology. Therefore, she does not know which bits are tagged and which are untagged. As a result, the gain \( Q \) and the QBER \( E \) of the untagged bits cannot be measured experimentally. Here \( Q \) is defined as the conditional probability that Bob’s detector clicks given that Alice sends out an untagged bit and Alice and Bob use the same basis; \( E \) is defined as the conditional probability that Bob’s bit value is different from Alice’s given that Bob’s detector clicks, Alice sends out an untagged bit, and Alice and Bob use the same basis.

In an experiment, Alice and Bob can measure the overall gain \( Q_e \) and the overall QBER \( E_e \). The subscript \( e \) denotes the experimentally measurable overall properties. Moreover, they know the probability for a certain bit to be tagged or untagged from the above analysis. Although they cannot measure the gain \( Q \) and the QBER \( E \) of the untagged bits directly, they can estimate their upper bounds and lower bounds. The upper bound and lower bound of \( Q \) are

\[
\overline{Q} = \frac{Q_e}{1 - \Delta - \epsilon}, \\
\underline{Q} = \max(0, \frac{Q_e - \Delta - \epsilon}{1 - \Delta - \epsilon}).
\] (4.1)
The upper bound and lower bound of \( E \cdot Q \) can be estimated as

\[
E \cdot Q = Q e E e, \\
E \cdot Q = \max(0, Q e E e - \Delta - \epsilon).
\]

(4.2)

To get tighter bounds on \( Q \) and \( E \cdot Q \), we need to minimize \( \Delta \), which means that \( \delta \) should be made large so as to minimize the number of tagged bits. See, however, discussion after Eqs. (4.4).

### 4.4 Photon Number Distribution of Untagged Bits

Consider an untagged bit with input photon number \( m \in [(1 - \delta)M, (1 + \delta)M] \). The conditional probability that \( n \) photons are emitted by Alice given that \( m \) photons enter Alice obeys a binomial distribution as

\[
P_n(m) = \binom{m}{n} \lambda^n (1 - \lambda)^{m-n}. \quad (0 \leq \lambda \leq 1)
\]

(4.3)

For untagged bits (i.e., \( m \in [(1 - \delta)M, (1 + \delta)M] \)), we can show that the upper bound and lower bound of \( P_n(m) \) are:

\[
\bar{P}_n = \begin{cases} 
(1 - \lambda)^{(1-\delta)M}, & \text{if } n = 0; \\
\binom{(1+\delta)M}{n} \lambda^n (1 - \lambda)^{(1+\delta)M-n}, & \text{if } 1 \leq n \leq (1 + \delta)M; \\
0, & \text{if } n > (1 + \delta)M;
\end{cases}
\]

(4.4)

\[
P_n = \begin{cases} 
(1 - \lambda)^{(1+\delta)M}, & \text{if } n = 0; \\
\binom{(1-\delta)M}{n} \lambda^n (1 - \lambda)^{(1-\delta)M-n}, & \text{if } 1 \leq n \leq (1 - \delta)M; \\
0, & \text{if } n > (1 - \delta)M;
\end{cases}
\]

under **Condition 1:**

\[
(1 + \delta)M \lambda < 1.
\]

(4.5)

Condition 1 suggests that the expected output photon number of any untagged bit should be lower than 1. This is easy to implement experimentally. For example, for
$M = 10^6$, Alice can simply set $\lambda = 10^{-7}$ so that the expected output photon number is 0.1. Most reported BB84 implementations satisfy Condition 1.

To get tighter bounds on $P_n(m)$, we need to minimize $\delta$. However, as we discussed below Eq. (4.2), minimizing $\delta$ will lower the number of untagged bits (i.e., there will be fewer pulses contain photon number $m \in [(1 - \delta)M, (1 + \delta)M]$ as the bound becomes narrower), thus loosening the bounds on the gains and QBERs of untagged bits. As a summary, there is a trade-off between the tightness of the bounds of $P_n(m)$ and the tightness of the bounds of $Q$ and $E\cdot Q$. The optimal choice of $\delta$ depends on the properties of a specific system, and can be obtained numerically.

### 4.5 Generalized GLLP Results with Untrusted Source

From the work of Gottesman-Lo-Lütkenhaus-Preskill (GLLP) [50], the secure key generation rate of standard BB84 protocol [11] is given by

$$R \geq \frac{1}{2} \{-Q_e f(E_e) H_2(E_e) + Q\Omega[1 - H_2(Q_e/E_e)]\},$$

(4.6)

where $1/2$ is the probability that Alice and Bob use the same basis, $Q_e$ and $E_e$ are obtained experimentally, $f(>1)$ is the bi-directional error correction inefficiency [87], and

$$\Omega = 1 - \frac{P_{\text{mul}}}{Q},$$

(4.7)

where $P_{\text{mul}} = \sum_{n=2}^{\infty} P_n(m)$ is the probability of output multiphoton signals. Recall that if the input photon number $m = (1 + \delta)M$, we have

$$P_n((1 + \delta)M) = \begin{cases} P_n, & \text{if } n = 0; \\ \frac{P_n}{\bar{P}_n}, & \text{if } n \geq 1. \end{cases}$$

Therefore $\bar{P}_0 + \sum_{n=1}^{\infty} \bar{P}_n = 1$. The upper bound of $P_{\text{mul}}$ is $\overline{P_{\text{mul}}} = \sum_{n=2}^{\infty} \overline{P}_n = 1 - \overline{P}_0 - \overline{P}_1$, and the lower bound of $\Omega$ is

$$\Omega = 1 - \frac{\overline{P_{\text{mul}}}}{Q}.$$
The lower bound of $Q\Omega$ is thus given by

$$Q\Omega = Q - P_{\text{mul}} = Q + P_0 + P_1 - 1,$$

where $Q$ can be obtained via Eq. (4.1).

Plugging Eq. (4.8) into Eq. (4.6), we have the key generation rate per bit sent by Alice, given an untrusted source is used, as

$$R \geq \frac{1}{2}\{-Q_e f(E_e)H_2(E_e) + (Q + P_0 + P_1 - 1)[1 - H_2\left(\frac{Q_e E_e}{Q + P_0 + P_1 - 1}\right)]\}. \quad (4.9)$$

The numerical simulation of the above analysis is presented in Section 4.7.

### 4.6 Combining with Decoy States

The decoy method [59, 60, 61, 62, 63, 64, 104] significantly improves the performance for QKD systems with coherent state sources. Here, we will show that the idea of decoy states can also be useful when the source is unknown and untrusted.

#### 4.6.1 Weak+Vacuum Protocol

Among all the decoy state protocols, the weak+vacuum protocol is the most popular. It is shown to be the optimal protocol in the asymptotic case [62]. “Asymptotic” here refers to an infinitely long source data sequence. The weak+vacuum protocol has been used in most experimental decoy state QKD implementations [44, 66, 67, 69, 90].

In the weak+vacuum protocol, there are three states: the signal state (for which the internal transmittance of Alice is $\lambda_S$), the weak decoy state (for which the internal transmittance of Alice is $\lambda_D < \lambda_S$), and the vacuum state (for which the internal transmittance of Alice is 0). We consider that only the signal state is used to generate the final key, while the decoy states are solely used to test the channel properties.

The error correction will consume

$$r_{EC} = Q^S_e f(E^S_e) H_2(E^S_e) \quad (4.10)$$
bit per signal sent from Alice, where $Q^S_e$ and $E^S_e$ are the overall gain and overall QBER of signal state, and $H_2$ is binary Shannon function.

The probability that Alice sends out an untagged signal which is securely transmitted to Bob is

$$r_{PA} = (1 - \Delta - \epsilon)Q^S_1[1 - H_2(e^S_1)], \quad (4.11)$$

where $Q^S_1$ and $e^S_1$ are the gain and the QBER of the single photon state in untagged bits. This is because Alice and Bob can, in principle, measure the input photon number $m$ and the output photon number $n$ accurately and therefore post-select the untagged bits with $n = 1$. They can then use these post-selected single-photon untagged bits to generate the secure key. In practice, QND measurements on $m$ and $n$ by Alice are not feasible with current technology. However, Alice and Bob know the probability of a certain bit to be untagged. They can use the random-hashing method to perform privacy amplification to distill the secure key. A similar technique was used in [50].

The key generation rate in the standard BB84 protocol is therefore given by

$$R \geq \frac{1}{2}(r_{PA} - r_{EC}) \geq \frac{1}{2}(-Q^S_e f(E^S_e)H_2(E^S_e) + (1 - \Delta - \epsilon)Q^S_1[1 - H_2(e^S_1)]), \quad (4.12)$$

where $1/2$ is the probability that Alice and Bob use the same basis.

$Q^S_e$, $E^S_e$, $\Delta$, and $\epsilon$ can be determined experimentally. Our main task is to estimate $Q^S_1$ and $e^S_1$.

In previous analyses on decoy state QKD [60, 61, 62, 105], one important assumption was that the yield of $n$ photon state $Y_n$ in the signal state is the same as $Y_n$ in the decoy state. i.e., $Y^S_n = Y^D_n$. Here $Y_n$ is defined as the conditional probability that Bob’s detectors generate a click given that Alice sends out an $n$ photon signal. This is true because in the analysis of [60, 61, 62, 105] Eve knows only the output photon number $n$ of each pulse. However, as we will show below, this assumption is no longer valid in the case that the source is controlled by Eve.

The key point is that Eve knows both the input photon number $m$ and the output
photon number \( n \) when she controls both the source and the channel. Therefore she can perform an attack that depends on the values of both \( m \) and \( n \). In this case, the parameter that is the same for these states is \( Y_{m,n} \), the conditional probability that Bob’s detectors click given that this bit enters Alice’s lab with photon number \( m \) and is emitted from Alice’s lab with photon number \( n \). In this case, \( Y_n \) is given by

\[
Y_n = \sum_m P\{m|n\} Y_{m,n},
\]

where \( P\{m|n\} \) is the conditional probability that the signal enters Alice’s local lab with photon number \( m \) given that it is emitted from Alice’s lab with photon number \( n \). Note that \( P\{m|n\} \) is dependent on the internal transmittance of Alice’s apparatus \( \lambda \). Since \( \lambda_S = \lambda_D \), we know that \( Y_n^S = Y_n^D \).

Eq. (4.13) can be proved as following:

**Proof.** We set \( M \) as the random variable of the input photon number, \( N \) as the random variable of the output photon number, and \( C \) as the random variable of Bob’s detector status (\( \checkmark = \) detection, \( \times = \) no detection). \( Y_n \) is then given by the conditional probability

\[
Y_n = \Pr\{C = \checkmark|N = n\},
\]

and \( Y_{m,n} \) is given by the conditional probability

\[
Y_{m,n} = \Pr\{C = \checkmark|N = n&M = m\}.
\]
$Y_n$ can be expanded as

\[
Y_n = \Pr\{C = \sqrt{N = n}\} \\
= \frac{\Pr\{C = \sqrt{&N = n}\}}{\Pr\{N = n\}} \\
= \sum_{m=0}^{\infty} \frac{\Pr\{N = n &\mathcal{M} = m\}}{\Pr\{N = n\}} \frac{\Pr\{C = \sqrt{&N = n &\mathcal{M} = m}\}}{\Pr\{N = n &\mathcal{M} = m\}} \\
= \sum_{m=0}^{\infty} \Pr\{\mathcal{M} = m | N = n\} \Pr\{C = \sqrt{N = n &\mathcal{M} = m}\} \\
= \sum_{m=0}^{\infty} P\{m | n\} Y_{m,n}.
\]

Another fundamental assumption in previous decoy state security studies \[60, 61, 62\] is that the QBER of $n$-photon state $e_n$ is the same for signal state and decoy state, i.e., $e^S_n = e^D_n$. Unfortunately, from a similar analysis as above, we can show that $e^S_n \neq e^D_n$ if Eve controls the source. The parameter that is the same for the signal state and the decoy states is $e_{m,n}$.

As a brief summary, in decoy state QKD, if the source is in Alice’s local lab and is solely accessible to Alice (that is, the source is trusted), we have $Y^S_n = Y^D_n$ and $e^S_n = e^D_n$, whereas if the source is out of Alice’s local lab and is accessible to Eve (that is, the source is untrusted), we have $Y^S_{m,n} = Y^D_{m,n}$ and $e^S_{m,n} = e^D_{m,n}$.

The dependence of $Y_n$ and $e_n$ on different states (signal state or one of the decoy states) is a fundamental difference between decoy state QKD with an untrusted source and decoy state QKD with a trusted source. In the latter case, the independence of $Y_n$ and $e_n$ on different states is a very powerful constraint on Eve’s ability to eavesdrop. However, this constraint is removed once the source is given to Eve.

Eve’s control over the source removes the two fundamental assumptions in \[60, 61, 62\]. Eve is given significantly greater power, and the security analysis is much more challenging. However, rather surprisingly, it is still possible to achieve the unconditional
security quantitatively even if the source is given to Eve. This is mainly because we are only focusing on the untagged bits, whose input photon numbers are concentrated in a relatively narrow range. Therefore we are still able to estimate $Q^S$ and $e^S_1$.

By definition, we know that the gain of untagged bits is given by

$$Q = \sum_{m=(1-\delta)M}^{(1+\delta)M} P_{in}(m) P_n(m) Y_{m,n},$$

where $P_{in}(m)$ is the probability that the input signal contains $m$ photons (i.e., the ratio of the number of signals with $m$ input photons over $k$), and $P_n(m)$ is the conditional probability that the output signal contains $n$ photons given the input signal contains $m$ photons, and is given by Eq. (4.3).

The gains for signal, decoy, and vacuum states in untagged bits are therefore given by

$$Q^S = \sum_{m=(1-\delta)M}^{(1+\delta)M} P_{in}(m) P_n^S(m) Y_{m,n},$$

$$Q^D = \sum_{m=(1-\delta)M}^{(1+\delta)M} P_{in}(m) P_n^D(m) Y_{m,n},$$

$$Q^V = \sum_{m=(1-\delta)M}^{(1+\delta)M} P_{in}(m) Y_{m,0},$$

respectively. Here $P_n^{S/D}(m)$ is $P_n(m)$ for the signal/decoy state. Their bounds can be estimated from Eqs. (4.4). $Q^{S/D/V}$ cannot be measured experimentally, but their upper bounds and lower bounds can be estimated from Eqs. (4.1). Note that $\Delta^{S/D/V}$ should be determined experimentally. In the asymptotic case, $\Delta^S = \Delta^D = \Delta^V$. If the bit sequence sent by Alice is finite, $\Delta^{S/D/V}$ may not be exactly the same due to statistical fluctuation.

We know that

$$Q^S_1 = \sum_{m=(1-\delta)M}^{(1+\delta)M} P_{in}(m) P_1^S(m) Y_{m,1} \geq P^S_1 \sum_{m=(1-\delta)M}^{(1+\delta)M} P_{in}(m) Y_{m,1} = P^S_1 Z_1,$$

in which $P^S_1$ can be calculated from Eqs. (4.4), and $Z_1$ is defined as

$$Z_1 = \sum_{m=(1-\delta)M}^{(1+\delta)M} P_{in}(m) Y_{m,1}.$$
If we can put a lower bound on $Z_1$, we will be able to estimate the lower bound of $Q_1^S$.

$Z_1$ clearly arises from the contribution of single photon signals. A natural strategy is to find an appropriate linear combination of $Q^S$ and $Q^D$, in which the multi-photon signal contribution is minimized (while keeping it positive) so that we can set a lower bound on it as zero. Among all the multi-photon signals, the two photon signal has much greater weight than signals with more photons. Therefore, we will try to eliminate the two-photon signal contribution first. Note that we can easily estimate the contribution of vacuum signals from $Q^V$ and $E^V$.

Eqs. (4.4) show that $P_n^S \leq P_n^S(m) \leq \overline{P}_n^S$ and $P_n^D \leq P_n^D(m) \leq \overline{P}_n^D$ for untagged bits. Combining them with Eqs. (4.16), we have

$$Q^S\overline{P}_2^D - Q^D\overline{P}_2^S = \sum_{m=(1-\delta)M}^{(1+\delta)M} P_{in}(m) \sum_{n=0}^{\infty} \left[ P_n^S(m)\overline{P}_2^D - P_n^D(m)\overline{P}_2^S \right]Y_{m,n}$$

$$\geq \sum_{m=(1-\delta)M}^{(1+\delta)M} P_{in}(m) \sum_{n=0}^{\infty} \left[ P_n^S\overline{P}_2^D - P_n^D\overline{P}_2^S \right]Y_{m,n}$$

$$= \sum_{n=0}^{\infty} \left[ P_n^S\overline{P}_2^D - P_n^D\overline{P}_2^S \right] \sum_{m=(1-\delta)M}^{(1+\delta)M} P_{in}(m)Y_{m,n}$$

$$= a_0 \sum_{m=(1-\delta)M}^{(1+\delta)M} P_{in}(m)Y_{m,0} + a_1 \sum_{m=(1-\delta)M}^{(1+\delta)M} P_{in}(m)Y_{m,1}$$

$$+ \left( \overline{P}_2^S\overline{P}_2^D - \overline{P}_2^D\overline{P}_2^S \right) \sum_{m=(1-\delta)M}^{(1+\delta)M} P_{in}(m)Y_{m,2} + \sum_{n=3}^{(1-\delta)M} a_2(n) \sum_{m=(1-\delta)M}^{(1+\delta)M} P_{in}(m)Y_{m,n} + a_3$$

$$= a_0 \sum_{m=(1-\delta)M}^{(1+\delta)M} P_{in}(m)Y_{m,0} + a_1 \sum_{m=(1-\delta)M}^{(1+\delta)M} P_{in}(m)Y_{m,1}$$

$$+ \sum_{n=3}^{(1-\delta)M} a_2(n) \sum_{m=(1-\delta)M}^{(1+\delta)M} P_{in}(m)Y_{m,n} + a_3$$

$$= a_0 Z_0 + a_1 Z_1 + \sum_{n=3}^{(1-\delta)M} a_2(n)Z_2(n) + a_3$$

(4.19)
where

\[ a_0 = \frac{P_0^S P_2^D - P_0^D P_2^S}{P_0^D P_2^S}; \]  
\[ a_1 = \frac{P_1^S P_2^D - P_1^D P_2^S}{P_1^D P_2^S}; \]  
\[ a_2(n) = \frac{P_n^S P_2^D - P_n^D P_2^S}{P_n^D P_2^S}; \]  
\[ a_3 = -\sum_{n=(1-\delta)M+1}^{(1+\delta)M} \frac{P_D^D P_2^S}{P_2^S} \sum_{m=(1-\delta)M}^{(1+\delta)M} P_{in}(m) Y_{m,n} = -\sum_{n=(1-\delta)M+1}^{(1+\delta)M} \frac{P_D^D P_2^S}{P_2^S} Z_3(n); \]  

and

\[ Z_0 = \sum_{m=(1-\delta)M}^{(1+\delta)M} P_{in}(m) Y_{m,0} = Q^V; \]  
\[ Z_2(n) = \sum_{m=(1-\delta)M}^{(1+\delta)M} P_{in}(m) Y_{m,n}; \]  
\[ Z_3(n) = \sum_{m=(1-\delta)M}^{(1+\delta)M} P_{in}(m) Y_{m,n}. \]  

Note that in Eq. (4.19), when \( n = 2 \), the term \( P_n^S P_2^D - P_n^D P_2^S = 0 \), which means we have removed the contribution from the two-photon signals. Our strategy is now clear: to complete an estimate of \( Z_1 \), we consider the bounds on the contributions from various orders. First, we consider the upper bound for the zeroth order \( (a_0 Z_0) \). Note that \( a_0 \) can be calculated from Eqs. (4.20). Therefore, we only need to estimate an upper bound for \( Z_0 \), which is given by \( \overline{Z}_0 = Q^V \). \( \overline{Q}^V \) can be calculated from Eqs. (4.1). While we know the exact value of \( a_1 \), we must put some bounds on the higher order terms \( (a_2 \text{ and } a_3) \) to complete an estimate of \( Z_1 \). As we will show below, \( a_1 \) is negative under certain condition. Therefore we should put a lower bound on the higher order terms to find the lower bound of \( Z_1 \).

**Lemma 4.1.** \( a_1 \) is negative under **Condition 2a:**

\[ \frac{\lambda_S}{\lambda_D} > \frac{(1+\delta)M-1}{(1-\delta)M-1}. \]
Proof. Expand Eq. (4.21) we have

\[ a_1 = \frac{P_S^P P_D^D - P_D^D P_S^S}{P_0^D P_2^D} \]

\[ = (1 - \delta)M \lambda_S (1 - \lambda_S)^{(1-\delta)M-1} \left(1 + \delta\right)M \left[1 - (1 + \delta)M \frac{(1 + \delta)M - 1}{2}\right] \lambda_D^2 (1 - \lambda_D)^{(1+\delta)M-2} \]

\[ - (1 + \delta)M \lambda_D (1 - \lambda_D)^{(1+\delta)M-1} \left(1 - \delta\right)M \left[1 - (1 - \delta)M \frac{(1 - \delta)M - 1}{2}\right] \lambda_S^2 (1 - \lambda_S)^{(1-\delta)M-2} \]

\[ = M^2 (1 - \delta^2) \lambda_S^2 \lambda_D^2 (1 - \lambda_S)^{(1-\delta)M-2} (1 - \lambda_D)^{(1+\delta)M-2} \left[1 - (1 + \delta)M - 1 - (1 - \delta)M - 1 - \delta M\right). \]

(4.27)

For Eq. (4.27) we can see that \( a_1 < 0 \) under **Condition 2a**:

\[ \frac{\lambda_S}{\lambda_D} > \frac{(1 + \delta)M - 1}{(1 - \delta)M - 1}. \]

□

**Corollary 4.1.** \( a_0 \) is negative under **Condition 2a**.

Proof.

\[ a_0 = \frac{P_S^S P_D^D - P_D^D P_S^S}{P_0^D P_2^D} \]

\[ = (1 - \lambda_S)^{(1+\delta)M} \left(1 + \delta\right)M \left[1 - (1 + \delta)M \frac{(1 + \delta)M - 1}{2}\right] \lambda_D^2 (1 - \lambda_D)^{(1+\delta)M-2} \]

\[ - (1 + \delta)M \lambda_D (1 - \lambda_D)^{(1+\delta)M-1} \left(1 - \delta\right)M \left[1 - (1 - \delta)M \frac{(1 - \delta)M - 1}{2}\right] \lambda_S^2 (1 - \lambda_S)^{(1-\delta)M-2} \]

\[ = \frac{1}{2} (1 - \lambda_S)^{(1-\delta)M-2} (1 - \lambda_D)^{(1-\delta)M} \left[1 - (1 - \delta)M \frac{(1 - \delta)M - 1}{2}\right] \lambda_S^2 (1 - \lambda_S)^{(1-\delta)M-2} \]

\[ \cdot \lambda_D^2 (1 - \lambda_D)^{2\delta M - 2} - (1 - \delta)M \left[(1 - \delta)M - 1\right] \lambda_S^2 \]

\[ < \frac{1}{2} (1 - \lambda_S)^{(1-\delta)M-2} (1 - \lambda_D)^{(1-\delta)M} \left[1 - (1 + \delta)M \frac{(1 + \delta)M - 1}{2}\right] \lambda_D^2 \]

\[ - (1 - \delta)M \left[(1 - \delta)M - 1\right] \lambda_S^2 \]

\[ = \frac{1}{2} (1 - \lambda_S)^{(1-\delta)M-2} (1 - \lambda_D)^{(1-\delta)M} \left[1 - (1 + \delta)M \frac{(1 + \delta)M - 1}{2}\right] \lambda_D^2 + \left[(1 + \delta)M - 1\right] \lambda_D^2 \]

\[ < 0 \]

In the last step, we made use of **Condition 2a**. □
**Lemma 4.2.** \( a_2(n) \) is positive under **Condition 2:**

\[
\frac{\lambda_S}{\lambda_D} > \frac{(1+\delta)M-2}{(1-\delta)M-2} \left[ \frac{(1+\delta)M-2}{2\delta M} \right]^{\frac{2\delta M}{(1-\delta)M-2}} \left[ \frac{(1+\delta)M-2}{(1-\delta)M-2} \right] \frac{e^2}{2\delta M} \right]^{\frac{1}{2(1-\delta)M-2}}.
\]

**Proof.** Expanding Eq. (4.22), note that \( 3 \leq n \leq (1-\delta)M \), we have

\[
a_2(n) = \frac{P_S P_B - P_S^2}{P_B^2} = \left( \frac{(1-\delta)M}{n} \right) \lambda_S^n (1-\lambda_S)^{(1-\delta)M-n} \left( \frac{(1+\delta)M}{2} \right) \lambda_D^n (1-\lambda_D)^{(1-\delta)M-n} \left( \frac{(1+\delta)M}{2} \lambda_S^n (1-\lambda_S)^{(1-\delta)M-n} \left( \frac{(1+\delta)M}{2} \right) \lambda_D^n (1-\lambda_D)^{(1+\delta)M-n} \right)^{\frac{2\delta M}{(1-\delta)M-2}} \left( \frac{(1+\delta)M}{2} \frac{e^2}{2\delta M} \right)^{\frac{1}{2(1-\delta)M-2}}.
\]

where

\[
b_1(n) = \frac{\lambda_S^n (1-\lambda_D)^{n-2}}{[(1-\delta)M-n]![(1+\delta)M-2]!} > 0,
\]

\[
b_2(n) = \frac{\lambda_D^n (1-\lambda_S)^{n-2}}{[(1+\delta)M-n]![(1-\delta)M-2]!} > 0.
\]

To show that \( a_2(n) > 0 \), we need to show that \( b_1(n) > b_2(n) \). Since they are both positive, we could try to show that \( b_1(n)/b_2(n) > 1 \).

\[
\frac{b_1(n)}{b_2(n)} = \frac{[(1+\delta)M-n]![(1-\delta)M-2]! \left( \frac{\lambda_S}{1-\lambda_D} \right)^{n-2}}{[(1+\delta)M-2]![(1-\delta)M-n]! \left( \frac{\lambda_D}{1-\lambda_S} \right)^n} = \prod_{i=3}^{n} \left( \frac{(1-\delta)M-i+1}{(1+\delta)M-i+1} \cdot \frac{\lambda_S}{1-\lambda_D} \right).
\]

Define the last term of the product as

\[
d(n) = \frac{(1-\delta)M-n+1}{(1+\delta)M-n+1} \cdot \frac{\lambda_S}{1-\lambda_D},
\]

which is a decreasing function of \( n \). Note that \( d(n) \) is always positive. Due to the decreasing nature of \( d_n \) with \( n \), there exists a real number \( n_0 \) satisfying the following criterium: for any \( n < n_0 \), \( d(n) > 1 \); for any \( n \geq n_0 \), \( d(n) \geq 1 \). We can easily see the following facts:

1) If \( n < n_0 \), we know for certain that \( b_1(n)/b_2(n) > 1 \), which means \( a_2(n) > 0 \).
2) If $n \geq n_0$, $b_1(n)/b_2(n)$ decreases as $n$ increases. Since $n \leq (1 - \delta)M$, we have

$$\frac{b_1(n)}{b_2(n)} = \prod_{i=3}^{n} \left[ \frac{(1 - \delta)M - i + 1}{(1 + \delta)M - i + 1} \cdot \frac{\lambda_S(1 - \lambda_D)}{\lambda_D(1 - \lambda_S)} \right]$$

$$\geq \prod_{i=3}^{(1-\delta)M} \left[ \frac{(1 - \delta)M - i + 1}{(1 + \delta)M - i + 1} \cdot \frac{\lambda_S(1 - \lambda_D)}{\lambda_D(1 - \lambda_S)} \right]$$

$$= \left[ \frac{(1 - \delta)M - 2!(2\delta M)!}{(1 + \delta)M - 2!} \cdot \frac{\lambda_S(1 - \lambda_D)}{\lambda_D(1 - \lambda_S)} \right]^{(1-\delta)M-2}$$

$$= \frac{1}{(2\delta M)^{(1+\delta)M-2}} \left[ \frac{\lambda_S(1 - \lambda_D)}{\lambda_D(1 - \lambda_S)} \right]^{(1-\delta)M-2}.$$ 

Therefore $a_2(n) > 0$ under **Condition 2b**:

$$\frac{\lambda_S}{\lambda_D} > \left( \frac{(1 + \delta)M - 2}{2\delta M} \right)^{\frac{1}{(1-\delta)M-2}}.$$ 

Note that $M$ is usually very large, which means the evaluation of Condition 2b can be computationally challenging. To simplify this condition, we can make use of Stirling’s approximation

$$\sqrt{2\pi n^{n+\frac{1}{2}}} \exp(-n + \frac{1}{12n + 1}) < n! < \sqrt{2\pi n^{n+\frac{1}{2}}} \exp(-n + \frac{1}{12n}),$$

which can be simplified to

$$n^{n+\frac{1}{2}}e^{-n} < n! < n^{n+\frac{1}{2}}e^{-n+1}. \tag{4.30}$$

With the help of Eq. (4.30), we can derive a simpler and stronger version of Condition 2b: **Condition 2**:

$$\frac{\lambda_S}{\lambda_D} > \left( \frac{(1 + \delta)M - 2}{2\delta M} \right)^{\frac{1}{(1-\delta)M-2}} \left[ \frac{(1 + \delta)M - 2}{(1 - \delta)M - 2} \cdot \frac{e^2}{2\delta M} \right]^{\frac{1}{2(1-\delta)M-2}}.$$ 

Note that Condition 2 is also stronger than Condition 2a. Therefore Lemma 1 is also true under Condition 2.

**Corollary 4.2.** $\sum_{n=3}^{(1-\delta)M} a_2(n) Z_2(n) \geq 0$ under Condition 2.

**Proof.** From Eq. (4.25) we can clearly see that $Z_2(n) \geq 0$. \hfill \Box
Lemma 4.3.  
\[ a_3 > -\frac{2\delta M(1 - \lambda_D)^{2\delta M-1} P_S}{[(1 - \delta)M + 1]!}. \]

Proof. Expand Eq. (4.23), we have

\[
a_3 = -\sum_{n=(1 - \delta)M+1}^{(1 + \delta)M} \frac{P_D P_S}{n} Z_3(n) 
\geq -\sum_{n=(1 - \delta)M+1}^{(1 + \delta)M} \frac{P_D P_S}{n - \sum_{i=0}^{(1 - \delta)M}} (1 - \delta)M + 1 \]  
\[ \geq -2\delta M P_D \frac{P_D^{1-\delta}M+1 P_S}{2} 
= -2\delta M \left( \frac{(1 + \delta)M}{(1 - \delta)M + 1} \right) \lambda_D^{(1 - \delta)M+1} (1 - \lambda_D)^{2\delta M - 1} P_S 
\geq -2\delta M \left( 1 - \lambda_D \right)^{2\delta M-1} P_S 
\geq -\frac{2\delta M(1 - \lambda_D)^{2\delta M-1} P_S}{[(1 - \delta)M + 1]!} \leq 0 \leq \frac{Z_3(n)}{P_D} \leq 1 \]

(\because 0 \leq P_D < P_D^{1-\delta}M+1)

\[ \geq -2\delta M \left[ \lambda_D^{-2\delta M-1} P_S \right] \leq 0 \leq \frac{Z_3(n)}{P_D} \leq 1 \]

(\because [(1 + \delta)M - i] \lambda_D < 1)

(4.31)

\[ = -\frac{2\delta M(1 - \lambda_D)^{2\delta M-1} P_S}{(1 - \delta)M + 1} \leq 0 < P_D < P_D^{1-\delta}M+1 \]

Note that \(|a_3|\) is in the order of \(O\left(\frac{1}{M}\right)\). It is very close to 0.

Proposition 4.1. The lower bound of \(Q_S^1\) for untagged bits is given by

\[ Q_S^1 > Q_S^1 = \frac{P_S^1 P_D^1 P_S^2 - Q_S^2 P_D^2 + (P_S^2 P_D^2 - P_S^1 P_D^2)Q_V - 2\delta M(1 - \lambda_D)^{2\delta M-1} P_S^2}{P_D^1 P_S^2 - P_S^1 P_D^2} \] (4.32)

under Condition 2:

\[ \frac{\lambda_S}{\lambda_D} > \frac{(1 + \delta)M - 2}{(1 - \delta)M - 2} \left[ \frac{(1 + \delta)M - 2}{2\delta M} \right]^{2\delta M-2} \left[ \frac{(1 + \delta)M - 2}{(1 - \delta)M - 2} \right] \frac{e^2}{2(1 - \delta)M - 2}. \] (4.33)

Here \(Q_S^1, Q_D^1\) and \(Q_V^1\) are the gains of untagged bits of the signal state, the decoy state, and the vacuum state, respectively. Their bounds can be estimated from Eqs. (4.1). The bounds of the probabilities can be estimated from Eqs. (4.4).
Proof. From Eqs. (4.19)-(4.31) we can conclude that

\[
Z_1 \geq \frac{Q^D P^S_2 - Q^S P^D_2 + a_0 Q^V + \sum_{n=3}^{(1-\delta)M} a_2(n) Z_2(n) + a_3}{-a_1}
\]

\[
> \frac{Q^D P^S_2 - Q^S P^D_2 + a_0 Q^V - \frac{2\delta M (1-\lambda_D)^{2M-1} P^S}{[(1-\delta)M+1]!}}{-a_1} = Z_1.
\]

under Condition 2:

\[
\frac{\lambda_S}{\lambda_D} > \frac{(1+\delta)M - 2}{(1-\delta)M - 2} \left[ \frac{1}{2\delta M} \right]^{2\delta M} \left[ \frac{(1+\delta)M - 2}{(1-\delta)M - 2} \right]^{2\delta M} \left[ e^2 \right]^{2[(1-\delta)M-2]}.
\]

Therefore the lower bound of \( Q^S_1 \) is given by

\[
Q^S_1 \geq P^S_1 Z_1 > P^S_1 Z_1
\]

\[
= \frac{P^S_1 Q^D P^S_2 - Q^S P^D_2 + (P^S_0 P^D_2 - P^D_0 P^S_2) Q^V - \frac{2\delta M (1-\lambda_D)^{2M-1} P^S}{[(1-\delta)M+1]!} P^D_2}{P^D_2 P^S_2 - P^S_2 P^D_2} = Q^S_1
\]

\[
\square
\]

Note that Condition 2 is easy to meet. For example, in the numerical simulation in Section 4.7, we chose \( M = 10^6 \) and \( \delta = 0.01 \). In this case we can calculate Condition 2 as \( \frac{\lambda_S}{\lambda_D} > 1.104 \), which is very reasonable to meet experimentally. Actually, \( \lambda_S/\lambda_D \) is usually greater than 2 in previous decoy state QKD implementations [44, 65, 66, 67, 68, 69, 70, 90].

**Proposition 4.2.** The upper bound of \( e^S_1 \) for untagged bits is given by

\[
e^S_1 \leq \overline{e^S_1} = \frac{E^S Q^S - P^S_0 E^V Q^V}{Q^S_1}, \tag{4.34}
\]

in which \( E^S \) and \( E^V \) are the QBERs of untagged bits of the signal and the vacuum states, respectively. \( \overline{E^S Q^S} \) and \( \overline{E^V Q^V} \) can be estimated from Eqs. (4.2). \( P^S_0 \) can be estimated by Eqs. (4.4). \( Q^S_1 \) is given by Eq. (4.32).

Proof. The derivation of the upper bound of \( e^S_1 \) is simpler than that of the lower bound of \( Q^S_1 \). Similar as Eq. (4.19) we have

\[
E^S \cdot Q^S = \sum_{m=(1-\delta)M}^{(1+\delta)M} P_{in}(m) \sum_{n=0}^{\infty} P^S_n(m) Y_{m,n} e_{m,n},
\]
where $e_{m,n}$ is the error rate for signals with $m$ input photons and $n$ output photons.

Rearranging terms, we have

$$Q_S e_1^S = E_S \cdot Q_S - Q_0^S e_0^S \sum_{n=2}^{\infty} Q_n e_n^S$$

$$\leq E_S \cdot Q_S - Q_0^S e_0^S$$

$$= E_S \cdot Q_S - \left(\sum_{m=(1-\delta)M}^{(1+\delta)M} P_{m}(m)P_0^S(m)Y_{m,0}e_{m,0}\right)$$

$$\leq E_S \cdot Q_S - \frac{P_0}{Q_0^S} \sum_{m=(1-\delta)M}^{(1+\delta)M} P_{m}(m)Y_{m,0}e_{m,0}$$

$$= E_S \cdot Q_S - \frac{P_0}{Q_0^S} E_V \cdot Q_V$$

The upper bound of $e_1^S$ is thus given by

$$e_1^S \leq \frac{E_S \cdot Q_S - \frac{P_0}{Q_0^S} E_V \cdot Q_V}{Q_1^S} \leq \frac{E_S \cdot Q_S - \frac{P_0}{Q_0^S} E_V \cdot Q_V}{Q_1^S}$$

Plugging Eqs. (4.32) & (4.34) into Eq. (4.12), we can easily calculate the overall key generation rate of weak+vacuum decoy state QKD protocol given the source is under Eve’s control.

### 4.6.2 One-decoy protocol (asymptotic case)

The one-decoy protocol is the simplest decoy state protocol. In the one-decoy protocol, there are only two states: a signal state and a weak decoy state. It can be viewed as a simplified version of the weak+vacuum protocol since it does not have the vacuum state.

The one-decoy protocol is of practical interest, particularly due to the difficulty of preparing the perfect vacuum state. It has also been widely used in experiments [65, 68, 70].

Here, we will show that the one-decoy protocol is also applicable when the source is under Eve’s control in the asymptotic case. The asymptotic case means that Alice sends an infinitely long bit sequence ($K \sim \infty$).
In the one-decoy protocol, there is no vacuum state. Therefore, we cannot measure $Q_e^V$ or $E_e^V$, which means we cannot use Eqs. (4.1) to estimate $Q^V$ in Eq. (4.32) or use Eqs. (4.2) to estimate $E^V Q^V$ in Eq. (4.34). Nonetheless, we can still estimate $Q_S^1$ and $e_S^1$.

**Proposition 4.3.** In absence of the vacuum state, a lower bound of $Q_S^1$ and an upper bound of $e_S^1$ for untagged bits are given by

$$Q_S^1 = P_S^1 \frac{Q^D P^S_2 - Q^S P^D_2 + (P^S_0 P^D_2 - P^D_0 P^S_2) E^S Q^S - \frac{2^{2M} (1-\lambda D) 2^{2M-1} P_S^0}{[(1-\delta)(M+1)]^0}}{P^D_1 P^S_2 - P^S_1 P^D_2},$$

$$e_S^1 = \frac{E^S \cdot Q^S}{Q_S^1},$$

respectively, under Condition 2 in the asymptotic case. Here $Q^S$ and $Q^D$ are the gains of untagged bits of the signal state and the decoy state, respectively. Their bounds can be estimated from Eqs. (4.1). $E^S$ is the QBER of untagged bits of the signal state. $E^S \cdot Q^S$ can be estimated from Eqs. (4.2). $E^V = 0.5$ in the asymptotic case. The bounds of the probabilities can be estimated from Eqs. (4.4).

**Proof.** In the one-decoy protocol, there is no vacuum state. Therefore, we cannot measure $Q_e^V$ or $E_e^V$. If we still want to estimate $Q_S^1$ via Eq. (4.32) and $e_S^1$ via Eq. (4.34), we need to estimate $Q^V$ in Eq. (4.32) and $E^V \cdot Q^V$ in Eq. (4.34) in another way.

To estimate $Q^V$, we can look into Eq. (4.35):

$$P^S_0 E^V Q^V \leq E^S Q^S - Q_S^1 e_S^1 \leq E^S Q^S \leq E^S Q^S.$$

Therefore,

$$Q^V \leq \frac{E^S Q^S}{P^S_0 E^V} = \overline{Q^V},$$

where $E^S Q^S$ can be estimated from Eqs. (4.2), $P^S_0$ can be estimated from Eqs. (4.4), and $E^V = 0.5$ in asymptotic case. Plugging Eq. (4.37) into Eq. (4.32), we have the
expression of $Q^S_1$ with the one-decoy protocol:

$$Q^S_1 > Q^S_1 = P^S_1 Q^D P^S_2 - Q^S_2 P^D_2 + (P^S_0 P^D_2 - P^D_0 P^S_2) \frac{E^S Q^S}{P^S} - \frac{2^M (1 - \lambda_D) 2^M - 1 P^S}{[(1 - \theta) M + 1]!}$$

As for the estimate of $E^V \cdot Q^V$, we can simply use the following fact: $E^V \cdot Q^V \geq 0$. Therefore, the expression of $e^S_1$ in the one-decoy protocol is given by

$$e^S_1 \leq e^S_1 = \frac{E^S \cdot Q^S}{Q^S_1}.$$

Plugging Eqs. (4.36) into Eq. (4.12), we can easily calculate the overall key generation rate of the one-decoy protocol given that the source is under Eve’s control.

### 4.7 Numerical Simulation

We performed extensive numerical simulation of our proposed estimate scheme. Simulation results will be shown in Section 5.5 to compare the efficiencies of the active estimate proposed in this chapter to a passive estimate scheme proposed in Chapter 5. In this section, we will discuss the techniques used in our simulation.

#### 4.7.1 Calculating $\Delta$

For any $\delta \in [0, 1]$, we can calculate $\Delta$ by

$$\Delta = 1 - [\Phi(M + \delta M) - \Phi(M - \delta M)],$$

where $\Phi$ is the cumulative distribution function of the photon number for the input pulses.

Most QKD set-ups are based on coherent sources, which means that the input photon number $m$ obeys a Poisson distribution. It is natural to set $M$ to be the average input
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photon number. For a Poisson distribution centered at $M$, its cumulative distribution function is given by

$$
\Phi_p(x) = \frac{\Gamma([x + 1], M)}{[x]!},
$$

where $\Gamma(x, y)$ is the upper incomplete gamma function

$$
\Gamma(x, y) = \int_y^\infty t^{x-1}e^{-t}dt.
$$

It is complicated to calculate $\Phi_p(x)$ numerically, particularly for large $x$. Therefore, in numerical simulation, we approximate the Poisson distribution by a Gaussian distribution centered at $M$ with a variance $\sigma^2 = M$. Note that this is an excellent approximation for large $M$. The Gaussian cumulative distribution function is given by

$$
\Phi_g(x) = \frac{1}{2}\left[1 + \operatorname{erf}\left(\frac{x - M}{\sqrt{2}M}\right)\right],
$$

where

$$
\operatorname{erf}(x) = \frac{2}{\sqrt{\pi}} \int_0^x e^{-t^2}dt
$$

is the error function. Note that $\operatorname{erf}(x)$ is an odd function. From Eqs. (4.38)(4.39) we have

$$
\Delta = 1 - \left[\Phi_g(M + \delta M) - \Phi_g(M - \delta M)\right]
$$

$$
= 1 - \frac{1}{2}\left[\operatorname{erf}\left(\frac{\delta M}{\sqrt{2}M}\right) - \operatorname{erf}\left(-\frac{\delta M}{\sqrt{2}M}\right)\right] = 1 - \operatorname{erf}\left(\sqrt{\frac{M}{2}\delta}\right).
$$

4.7.2 Simulating experimental outputs

If the photon number of an input pulse obeys a Poisson distribution with an average photon number $M$, the photon number of the output signal also follows a Poisson distribution with an average photon number $M\lambda$.

For a QKD setup with channel transmittance $\eta(= e^{-\alpha l})$, where $\alpha$ is the loss coefficient and $l$ is the distance between Alice and Bob), Bob’s quantum efficiency $\eta_{Bob}$, detector intrinsic error rate $e_{det}$ and background rate $Y_0$, the gain and the QBER of the signals
are expected to be \[62\]
\[
Q_e = Y_0 + 1 - \exp(-\eta_{\text{Bob}} M \lambda),
\]
\[
E_e = \frac{e_0 Y_0 + e_{\text{det}} [1 - \exp(-\eta_{\text{Bob}} M \lambda)]}{Q_e}.
\]
(4.41)

The experimental outputs are clearly determined by Alice’s internal transmittance \(\lambda\) which needs to be set before the experiment. In our simulation, the optimal values for \(\lambda_S\) and \(\lambda_D\) are selected numerically via exhaustive search.

With these simulated experimental outputs, we can calculate the lower bound of the key generation rate from Eqs (4.1), (4.2), (4.4), (4.9), (4.12), (4.32)–(4.41).

### 4.8 Conclusion

In this chapter, we present the first rigorous quantitative security analysis of a QKD system with an unknown and untrusted source. This analysis is particularly important for the security of a standard “plug & play” system. We showed that, rather surprisingly, even with an unknown and untrusted source, unconditional security of a QKD system is still achievable, with and without the decoy method. Moreover, we explicitly give the experimental measures that have to be taken to ensure the security, and the theoretical analysis that can be directly applied to calculate the final secure key generation rate. One can easily extend our analysis to understand the security of a QKD network, in which the source is often untrusted.

For the first time, the unconditional security of the “plug & play” QKD system with current technology is made possible. The “plug & play” structure has clear advantages over a uni-directional structure since it does not require any active compensation on the phase or the polarization. The self-compensating property of the “plug & play” structure makes it much simpler to implement than the uni-directional structure, and makes it much quieter (i.e., much lower QBER). Most commercial QKD systems [23, 24, 25] are based on this simple and reliable structure. However, the lack of rigorous security analysis
has been an obstacle for its development for a long time. With our straightforward theoretical and experimental solution, we expect the “plug & play” structure to receive much more attention.
Chapter 5

Untrusted Source for QKD: Passive Estimate

In the security analysis presented in the last chapter, one key assumption is that Alice actively assigns a path to each individual pulse. This is challenging for high-speed QKD. In this chapter, we propose a simpler scheme with a complete proof of its unconditional security. The essential idea is to use a beam splitter to passively split each input pulse. The content of this chapter is largely based on [77], of which I am the first author.

5.1 Introduction

The unconditional security of “plug & play” QKD schemes have been proven in the last chapter as well as in [76]. The basic idea is illustrated in Figure 5.1. A Filter guarantees the single mode assumption. A Phase Randomizer guarantees the phase randomization assumption. A Photon Number Analyzer (PNA) estimates photon number distribution of the source. Detail of the PNA in [76] is shown in Figure 5.2(a).

Let us recapitulate the security analysis presented in the last chapter: Each input pulse will be randomly routed to either an Encoder in Figure 5.2(a) as a coding pulse, or a Perfect Intensity Monitor in Figure 5.2(a) as a sampling pulse. The photon numbers of
Figure 5.1: A general schematic of secure QKD with unknown and untrusted source. The Filter guarantees the single mode assumption. The Phase Randomizer guarantees the phase randomization assumption. The Photon Number Analyzer (PNA) estimates photon number distribution of the source. Various PNAs are shown in Figure 5.2.

Each sampling pulse are individually measured by the intensity monitor. The measurement result can be used to estimate the photon number distribution of coding pulses with the help of the random sampling theorem. In particular, one can obtain an estimate of the fraction of coding pulses that have a photon number \( m \in [(1 - \delta)M, (1 + \delta)M] \) (here \( \delta \) is a small positive number, and \( M \) is a large positive integer. Both \( \delta \) and \( M \) are chosen by Alice and Bob). These bits are defined as “untagged bits”. The untagged bits have clear upper and lower bounds on input photon numbers. Therefore it is possible to estimate the minimum probability for an untagged bit to be secure as shown in Section 4.4 – 4.6.

It is challenging to implement the scheme proposed in the last chapter (also in [76]), which is referred to as an active scheme, because the Optical Switch in Figure 5.2(a) is an active component and requires real-time control. The design and manufacture of the optical switch and its controlling system can be very challenging in high-speed QKD systems, which can operate as fast as 10 GHz [22]. Moreover, the number of pulses sent to Bob is only a constant fraction (say half) of the number of pulses generated by the source, which means the key generation rate per pulse sent by the source is reduced by that fraction.
Figure 5.2: Different schemes to estimate photon number distribution. \( \mathcal{M} \), \( \mathcal{M}' \), and \( \mathcal{N} \) are random variables for input photon number, virtual input photon number, and output photon number, respectively. All the internal loss of Alice is modeled as a \( \lambda/1-\lambda \) beam splitter (in (a) and (b)) or a \( \lambda'/1-\lambda' \) beam splitter (in (c)). (a) active scheme; (b) passive scheme; (c) hybrid scheme. \( q' = \eta_{IM}(1-q) \), where \( \eta_{IM} \leq 1 \) is the efficiency of the imperfect intensity monitor. \( \lambda' = q\lambda/q' \). Note that the scheme shown in (c) is a virtual set-up that has features from both the active scheme (a) and the passive scheme (b). The purpose of introducing this virtual scheme (c) is to bridge the active scheme (a) and the passive scheme (b).

Naturally, the optical switch can be replaced by a beam splitter, which will passively split every input pulse, sending a portion into the intensity monitor and the rest to the encoder. This is referred to as a passive scheme.

A very recent work proposed some preliminary analysis on the passive estimation of an untrusted source using inverse Bernoulli transformation, and performed some ex-
The main idea is as follows: Define the input photon number distribution as $P(n)$, and the measured photoelectron number distribution as $D(m)$. Here $n$ is the input photon number and $m$ is the measured photoelectron number. $D(m)$ is actually the result of Bernoulli transformation of $P(n)$. This Bernoulli transformation is dependent on an experimental parameter $\xi$. Therefore, if one has full information about $D(m)$, one can reconstruct $P(n)$ as

$$P(n) = \sum_{m=n}^{\infty} D(m) \binom{m}{n} \xi^{-n} (1 - \frac{1}{\xi})^{m-n}.$$  \hfill (5.1)

This proposal has major challenges on the theoretical side as well as on the experimental side. Theoretically, as reflected in Equation (5.1), one has to calculate $\binom{m}{n}$ when $m$ approaches infinity. It is unclear to us how to perform this calculation. Experimentally, Equation (5.1) requires full knowledge of $D(m)$. It seems to be very challenging to count the exact number of photoelectrons generated by an optical pulse due to the finite resolution of the intensity monitor. In the experiment that is reported in [109], the exact values of $D(m)$ are not measured. The measurement actually corresponds to the cumulative probability $D'(m, \sigma_m) = \sum_{i=(1-\sigma_m)m}^{(1+\sigma_m)m} D(i)$. It is unclear to us how to reconstruct $P(n)$ without exact values of $D(m)$ for each individual $m$ from Equation (5.1). Moreover, in all experimental QKD implementations, including the one reported in [109], the source can only generate a finite number of pulses. Therefore, even if one can measure the exact photoelectrons generated by a pulse, the measured photon number distribution may contain some statistical fluctuation. It is unclear to us how to apply the analysis presented in [109] to experimental results with finite data size.

Due to the above challenges, the experimental data reported in [109] were not analyzed by the analysis proposed in the same paper. Instead, in experimental data analysis, the source is assumed to be Gaussian. This assumption is not entirely consistent with the fundamental assumption that the source is untrusted, and is not applicable to the “plug & play” QKD system which is used in the experiment reported in [109].

In this paper, we propose a passive scheme to estimate the photon number distribu-
Figure 5.3: A schematic diagram of our proposed secure QKD scheme with passive estimate on an unknown and untrusted source. The Filter guarantees the single mode assumption, and the $q/1-q$ Beam Splitter and the Intensity Monitor are used to passively estimate the photon number of input pulses. All the internal losses inside Alice’s local lab is modeled as a $\lambda/(1-\lambda)$ beam splitter. That is, any input photon has $\lambda$ probability to get encoded and sent from Alice to Bob, and $1-\lambda$ probability to be lost.

This chapter is organized in the following way: in Section 5.2, we will propose a modified active estimate method; in Section 5.3, we will establish the equivalence between the modified active scheme proposed in Section II and passive estimate scheme; in Section 5.4, we will present a more efficient passive estimate protocol than the one proposed in Section 5.3; in Section 5.5, we will present the numerical simulation results of the protocol proposed in Section 5.4 and compare the efficiencies of active and passive estimates; in...
Section 5.6, we will present a preliminary experiment based on our proposed passive estimate protocol; in Section 5.7, we will present our conclusion.

5.2 Modified Active Estimate

In the last chapter, it is shown that Alice can randomly pick a fixed number of input pulses as sampling pulses, and measure the number of untagged sampling bits. One can then estimate the number of untagged coding bits.

We find that we can modify the scheme proposed in [76] by drawing a non-fixed number of input pulses as samples. A passive estimate can be built on top of this modified active estimate scheme. Note that, we only modify this way to estimate the number of untagged coding bits. Once the number of untagged coding bits is estimated, the security analysis proposed in Section 4.4–4.6 is still applicable to calculate the lower bound of secure key rate.

Lemma 5.1. Consider that $k$ pulses are sent to Alice from an unknown and untrusted source, within which $V$ pulses are untagged. Alice randomly assigns each bit as either a sampling bit or a coding bit with equal probabilities (both are $1/2$). In total, $V_s$ sampling bits and $V_c$ coding bits are untagged. The probability that $V_c \leq V_s - \epsilon k$ satisfies

$$P(V_c \leq V_s - \epsilon k) \leq \exp(-\frac{k\epsilon^2}{2}) \tag{5.2}$$

where $\epsilon$ is a small positive integer chosen by Alice and Bob.

That is, Alice can conclude that $V_c > V_s - \epsilon k$ with confidence level

$$\tau > 1 - \exp(-\frac{k\epsilon^2}{2}) \tag{5.3}$$

Proof. Among all the $V$ untagged bits, each bit has a probability $1/2$ to be assigned as an untagged coding bit. Therefore, the probability that $V_c = v_c$ obeys a binomial distribution. Cumulative probability is given by [110]

$$P(V_c \leq \frac{V - \epsilon k}{2} | V = v) \leq \exp(-\frac{\epsilon^2 k^2}{2v})$$
For any \( v \in [0, k], k/v \geq 1 \). Therefore, we have

\[
P(V_c \leq \frac{V - \frac{k}{2}}{2} | V \in [0, k]) \leq \exp(-\frac{k\epsilon^2}{2}).
\]

In the experiment described by Lemma 5.1, \( V \in [0, k] \) is always true. Therefore, the above inequality reduces to

\[
P(V_c \leq \frac{V - \epsilon k}{2}) \leq \exp(-\frac{k\epsilon^2}{2}). \quad (5.4)
\]

By definition, we have

\[
V = V_c + V_s. \quad (5.5)
\]

Substituting Equation (5.5) into Equation (5.4), we have

\[
P(V_c \leq V_s - \epsilon k) \leq \exp(-\frac{k\epsilon^2}{2}). \quad (5.6)
\]

The above proof can be easily generalized to the case where for each bit sent from the untrusted source to Alice, Alice randomly assigns it as either a coding bit with probability \( \gamma \), or a sampling bit with probability \( 1 - \gamma \). Here \( \gamma \in (0, 1) \) is chosen by Alice. It is then straightforward to show that

\[
P(V_c \leq \gamma(V_s - \epsilon k)) \leq \exp(-2k\epsilon^2\gamma^2). \quad (5.7)
\]

When \( \gamma = 1/2 \), Equation (5.7) reduces to Equation (5.6).

Note that the right hand side of Equation (5.2) is independent of \( V \). This is important because Alice does not know the exact value of \( V \), while Eve may know, and may even manipulate the value of \( V \). Nonetheless, the inequality suggested in Equation (5.2) holds for any possible value of \( V \). Therefore, Alice can always estimate that \( V_c > V_s - \epsilon k \) with confidence level \( \tau_a \geq 1 - \exp(-\frac{k\epsilon^2}{2}) \). Note that the estimate given in Lemma 5.1 is actually quite good for us because we will mainly be interested in the case where \( V \) is close to \( k \).
5.3 From Active Estimate to Passive Estimate

The PNA of our proposed scheme is shown in Figure 5.2 (b) and the entire scheme is shown in Figure 5.3. We replaced the 50/50 Optical Switch in Figure 5.2 (a) by a $q/1-q$ Beam Splitter in Figure 5.2 (b). In this scheme, each input pulse is passively split into two: One (defined as U pulse) is sent to the encoder and transmitted to Bob, and the other (defined as L pulse) is sent to the intensity monitor. The visualization of U/L pulses is shown in Figure 5.4.

One may naively think that since the beam splitting ratio $q$ is known, one can easily estimate the photon number of the U pulse from the measurement result of photon number of the corresponding L pulse. However, this is not true. Any input pulse, after the phase randomization, is in a number state. Therefore, for a pair of U and L pulses originating from the same input pulse, the total photon number of the two pulses is an unknown constant. This restriction suggests that we should not treat the photon numbers of such two pulses as independent variables, and the random sampling theorem cannot be directly applied.

To bridge the active scheme (in Figure 5.2 (a)) and the passive scheme (in Figure 5.2 (b)), we introduce a virtual setup (in Figure 5.2 (c)). We call such a virtual set-up a “hybrid” scheme because it has features from both the active and the passive schemes. The internal loss in the virtual setup is set as

$$\lambda' = q\lambda/q' \leq 1$$  \hspace{1cm} (5.8)

to ensure that identical attenuations are applied to the coding pulses in both the passive scheme (in Figure 5.2 (b)) and the hybrid scheme (in Figure 5.2 (c)). Note that this virtual set-up is not actually used in an experiment, but is purely for building the equivalence between the active and the passive schemes.

We assume that the inefficiency of the intensity monitor can be modeled as additional loss. In the passive scheme (Figure 5.2 (b)), assuming that the efficiency of the intensity
Figure 5.4: Visualization of different types of pulses. BS: Beam Splitter. ENC: Encoder. IM: Intensity Monitor. Each input pulse is randomly assigned as either a coding pulse or a sampling pulse. After entering the beam splitter, each pulse is split into a U pulse that enters the encoder, and an L pulse that enters the intensity monitor. As a result, there are four types of pulse: coding U pulse, coding L pulse, sampling U pulse, and sampling L pulse.

Therefore, we could model the $q/(1 - q)$ beam splitter and the inefficient intensity monitor in Figure 5.2 (b) as a $q'/(1 - q')$ beam splitter and a perfect intensity monitor as in Figure 5.2 (c).

Note that, by putting Equations (5.8)(5.9) together, we have one restriction:

$$\lambda' = \frac{q\lambda}{(1 - q)\eta_{IM}} \leq 1.$$  

This restriction is very easy to meet in actual experiment as $\lambda$ can be lower than $10^{-6}$ in a practical set-up [76], $q/(1 - q) \leq 100$ in typical beam splitters, and $\eta_{IM}$ can be greater than 50% in commercial photo diodes. Several commercial high-speed InGaAs photodiodes, including Thorlabs FGA04, JDSU EPM745 and Hamamatsu G6854-01, claim to have conversion efficiency over 70% at 1550 nm.
The resolution of the intensity monitor is another important imperfection. In a real experiment, the intensity monitor may indicate a certain pulse contains \( m' \) photons. Here we refer to \( m' \) as the measured photon number in contrast to the actual photon number \( m \). However, due to the noise and the inaccuracy of the intensity monitor, this pulse may not contain exactly \( m' \) photons. To quantify this imperfection, we introduce a term, the “conservative interval” \( \varsigma \). We then define \( V^L \) as the number of L pulses with measured photon number \( m' \in [(1-\delta)M+\varsigma,(1+\delta)M-\varsigma] \). One can conclude that, with confidence level \( \tau_c = 1 - c(\varsigma) \), the number of untagged L bits \( V^L \geq V^L \). One can make \( c(\varsigma) \) arbitrarily close to 0 by choosing large enough \( \varsigma \). The conservative interval is a statistical property rather than an individual property. That is, for one individual pulse, the probability that \( |m - m'| > \varsigma \) can be non-negligible.

In the virtual setup, input pulses are treated in the same manner as in the active estimate scheme: Coding pulses are routed to the encoder and then sent to Bob, while the sampling pulses are routed to the perfect intensity monitor to measure their photon numbers. We can use the measurement results of sampling pulses to estimate the number of untagged bits in the coding pulses. Knowing the number of untagged bits, one can easily calculate the upper and lower bounds of the output photon number probabilities [76].

Since the passive scheme and the hybrid scheme share the same source, the output photon number distribution is solely determined by the internal loss. The internal transmittances for the coding bits are the same \( (q'\lambda' = q\lambda) \) for both schemes. Therefore, the upper and lower bounds of output photon number probabilities estimated from the hybrid scheme is also valid for those of the passive scheme.

**Corollary 5.1.** Consider \( k \) pulses sent from an unknown and untrusted source to Alice, where \( k \) is a large positive integer. Alice randomly assigns each input pulse as either a

\footnote{The specific expression of \( c(\varsigma) \) depends on properties of specific intensity monitor. Nonetheless, one can always make \( c(\varsigma) \) arbitrarily close to 0 by choosing a large enough \( \varsigma \). That is, \( \forall \varsigma > 0 \), we can always find \( \varsigma \subseteq [0, \delta M] \) such that for any \( \varsigma \geq \varsigma \), we have \( c(\varsigma) < \varsigma \). Note that \( c(\delta M) = 0 \).}
sampling pulse or a coding pulse with equal probabilities. Define variables $V^L_s$ and $V^U_c$ as the number of untagged sampling $L$ pulses and the number of untagged coding $U$ pulses, respectively. Here $U$ pulses are defined as pulses sent to the Encoder in Figure 5.4, and $L$ pulses are defined as pulses sent to the Intensity Monitor in Figure 5.4. Alice can conclude that $V^U_c > V^L_s - \epsilon_1 k$ with confidence level $\tau_1 \geq 1 - e^{-k\epsilon_1^2/2}$. Here $\epsilon_1$ is a small positive number chosen by Alice and Bob. To calculate the upper and lower bounds of output photon number probabilities, one should use equivalent internal transmittance $\lambda'$, which is given in Equation (5.10), instead of actual internal transmittance $\lambda$.

Note that it is not clear to us how to use random sampling theorem to estimate the number of untagged coding “$U$” pulses from the number of untagged coding “$L$” pulses. This is due to the correlations between corresponding “$L$” and “$U$” pulses. As discussed before, their two photon numbers are not independent variables. We are applying a restricted sampling where we draw only one sample from each pair of $U$ and $L$ pulses.

A common imperfection is the inaccuracy of beam splitting ratio $q$. One can calibrate the value of $q$, but only with a finite resolution. In the security analysis, one should pick the most conservative value of $q$ within the calibrated range. That is, the value of $q$ that suggests the lowest key generation rate. Similar strategy should be applied to the inaccuracy of internal transmittance $\lambda$.

### 5.4 Efficient Passive Estimate on an Untrusted Source

In the above analysis, only half pulses (coding pulses) are used to generate the secure key. Note that we can also use the measurement result of coding “$L$” pulses to estimate the number of untagged sampling “$U$” pulses as there is no physical difference between sampling pulses and coding pulses. Note that Alice has the knowledge of the number of untagged coding “$L$” pulses. We have the following statement:
Corollary 5.2. Consider \( k \) pulses sent from an unknown and untrusted source to Alice, where \( k \) is a large positive integer. Alice randomly assigns each input pulse as either a sampling pulse or a coding pulse with equal probabilities. Define variables \( V^L_c \) and \( V^U_s \) as the number of untagged coding \( L \) pulses and the number of untagged sampling \( U \) pulses, respectively. Here \( U \) pulses are defined as pulses sent to the Encoder in Figure 5.4, and \( L \) pulses are defined as pulses sent to the Intensity Monitor in Figure 5.4. Alice can conclude that \( V^U_s > V^L_c - \epsilon_2k \) with confidence level \( \tau_2 \geq 1 - e^{-k\epsilon^2_2/2} \). Here \( \epsilon_2 \) is a small positive number chosen by Alice and Bob.

A natural question is: Since Alice has the knowledge about both \( V^L_c \) and \( V^L_c \), how can she estimate the number of total untagged \( U \) pulses, \( V^U_c = V^U_s + V^U_c \)?

Combining all untagged \( U \) bits is not entirely trivial. Consider that the untrusted source generates \( k \) pulses. Each of them is divided into 2 pulses. Therefore Alice and Bob have \( 2k \) pulses to analyze. However, these \( 2k \) pulses are not independent because the beam splitter clearly creates correlations between the corresponding \( L \) pulse and \( U \) pulse. A naïve application of the random sampling theorem, ignoring the correlation between \( U \) pulses and \( L \) pulses, may lead to security loophole.

Lemma 5.2. Consider \( k \) pulses sent from an unknown and untrusted source to Alice. Alice randomly assigns each input pulse as either a sampling pulse or a coding pulse with equal probabilities. Each input pulse is split into a \( U \) pulse and an \( L \) pulse (see Figure 5.4 for visualization). The probability that \( V^U \leq V^L_s + V^L_c - (\epsilon_1 + \epsilon_2)k \) satisfies:

\[
P(V^U \leq V^L_s + V^L_c - (\epsilon_1 + \epsilon_2)k) \leq \exp\left(-\frac{k\epsilon^2_1}{2}\right) + \exp\left(-\frac{k\epsilon^2_2}{2}\right). \tag{5.11}
\]

Proof. From Corollary 5.1 and Corollary 5.2, we know that

\[
\begin{align*}
P(V^U \leq V^L_s - \epsilon_1k) & \leq \exp\left(-\frac{k\epsilon^2_1}{2}\right) \\
P(V^S_s \leq V^L_c - \epsilon_2k) & \leq \exp\left(-\frac{k\epsilon^2_2}{2}\right). \tag{5.12}
\end{align*}
\]
Therefore, we have
\[
P(V^U \leq V^L_s + V^L_c - (\epsilon_1 + \epsilon_2)k) \\
= P(V^U_c + V^U_s \leq V^L_s + V^L_c - (\epsilon_1 + \epsilon_2)k) \\
\leq P[(V^U_c \leq V^L_s - \epsilon_1 k) \\
\text{or}(V^U_s \leq V^L_c - \epsilon_2 k)] \\
\leq P(V^U_c \leq V^L_s - \epsilon_1 k) \\
+ P(V^U_s \leq V^L_c - \epsilon_2 k) \\
= \exp(-\frac{k\epsilon_1^2}{2}) + \exp(-\frac{k\epsilon_2^2}{2}).
\]

In the above derivation, we made use of the fact that \([V^U_c \leq V^L_s - \epsilon_1 k)\text{or}(V^U_s \leq V^L_c - \epsilon_2 k)]\) is always true if \(V^U_c + V^U_s \leq V^L_s + V^L_c - (\epsilon_1 + \epsilon_2)k\) is true.

In real experiment, it is convenient to count all the untagged L pulses, defined as variable \(V^L = V^L_s + V^L_c\). Can we estimate \(V^U\) directly from \(V^L\)?

**Proposition 5.1.** Consider \(k\) pulses sent from an unknown and untrusted source to Alice. Alice randomly assigns each input pulse as either a sampling pulse or a coding pulse with equal probabilities. The probability that \(V^U \leq V^L - \epsilon k\) satisfies:
\[
P(V^U \leq V^L - \epsilon k) \leq 2 \exp(-\frac{k\epsilon^2}{4}) \quad (5.14)
\]

That is, Alice can conclude that \(V^U > V^L - \epsilon k\) with confidence level
\[
\tau > 1 - 2 \exp(-\frac{k\epsilon^2}{4}) \quad (5.15)
\]

**Proof.** This is a natural conclusion from Lemma 2. Note that \(V^L = V^L_s + V^L_c\). If Alice chooses \(\epsilon_1 = \epsilon_2 = \epsilon/2\), Equation (5.11) reduces to Equation (5.14).

Once the number of untagged bits that are sent to Bob is estimated, the final key generation rate can be calculated [76].
5. Citing experimental parameters from Table 5.1. We calculated the ratio of the key generation rate with an untrusted source over that with a trusted source. For the passive estimate scheme, the ratios are 98.4%, 98.1%, and 79.8% at 1 km, 20 km, and 40 km, respectively. For the active estimate scheme, the ratios are 49.4%, 49.3%, and 42.8% at 1 km, 20 km, and 40 km, respectively.

5.5 Numerical Simulation

We performed numerical simulation to test the efficiencies of the active and passive estimates. The technique is described in Section 4.7. The value of $\delta$ (recall that all untagged bits have input photon numbers $m \in [(1 - \delta)M, (1 + \delta)M]$, where $\delta$ is a small positive number, $M$ is a large positive integer, and both $\delta$ and $M$ are chosen by Alice and Bob) is optimized at all distances. Moreover, several important practical factors are considered, including the unique characteristic of plug & play structure, intensity
Figure 5.6: Simulation result of Weak+Vacuum [62] protocol with infinite data size, symmetric beam splitter, perfect intensity monitor, and uni-directional structure. We assume that the source is Poissonian centered at $M = 10^6$ photons per pulse, and the beam splitting ratio $q = 0.5$. Citing experimental parameters from Table 5.1. We calculated the ratio of the key generation rate with an untrusted source over that with a trusted source. For passive estimate scheme, the ratios are 77.7%, 77.1%, and 73.8% at 1 km, 50 km, and 100 km, respectively. For the active estimate scheme, the ratios are 39.2%, 39.0%, and 37.4% at 1 km, 50 km, and 100 km, respectively.

In the following simulation, we define the key generation rate as secure key bits per pulse sent by the source, which may be controlled by an eavesdropper. Note that in the passive scheme, all the pulses sent by the source are sent from Alice to Bob, while in active scheme, only half of the pulses sent by the source are sent from Alice to Bob. Therefore, for the same set-up, we can expect the key generation rate suggested by the passive scheme to be roughly twice as high as that by the active scheme. However, the equivalent input photon number in the passive scheme is lower than that of the active
Figure 5.7: Simulation result of One-decoy [62] protocol with infinite data size, symmetric beam splitter, perfect intensity monitor, and uni-directional structure. We assume that the source is Poissonian centered at $M = 10^6$ photons per pulse, and the beam splitting ratio $q = 0.5$. Citing experimental parameters from Table 5.1. We calculated the ratio of the key generation rate with an untrusted source over that with a trusted source. For passive estimate scheme, the ratios are 71.5%, 68.6%, and 39.5% at 1 km, 50 km, and 100 km, respectively. For active estimate scheme, the ratios are 38.0%, 36.7%, and 24.4% at 1 km, 50 km, and 100 km, respectively.

The simulation technique is similar to that presented in [76]. Here we briefly reiterate it: First, we simulate the experimental outputs based on the parameters reported by [19], which are shown in Table 5.1. In this stage, we assume that the source is Poissonian with an average output photon number $M$. Second, we will analyze the simulated experimental outputs using the security analysis presented in this paper. At this stage, we do not make any assumption about the source. That is, Alice and Bob have to characterize the source...
from the experimental output.

As a clarification, our security analysis does not require any additional assumptions about the source to analyze experimental outputs. This is different from the analysis presented in [109], which does require an additional assumption about the source (e.g. assuming that the source is Gaussian [109]) to analyze experimental outputs. Note that this additional assumption about the source made in [109] suggests that the source is considered known and trusted.

For ease of calculation, we approximate the Poisson distribution as a Gaussian distribution centered at $M$ with variance $\sigma^2 = M$. This is an excellent approximation because $M$ is very large ($10^3$ or larger) in all the simulations presented below.

5.5.1 Infinite Data Size with Perfect Intensity Monitor

In the asymptotic case, Alice sends infinitely many bits to Bob (i.e., $k \to \infty$). Therefore we can set $\epsilon \to 0$ while still having $\tau \to 1$.

We assume that the intensity monitor is efficient and noiseless. Similarly to the case in [76], we set $M = 10^6$. Moreover, we set $q = 0.5$ as 50/50 beam splitter is widely used in many applications.

The simulation results of the GLLP protocol [50], Weak+Vacuum decoy state protocol [62], and One-Decoy protocol [62] are shown in Figure 5.5, Figure 5.6, and Figure 5.7, respectively. We can see that the key generation rate of the passive estimate scheme on an untrusted source is very close to that of a trusted source, while the key generation rate of the active estimate scheme is roughly 1/2 of that of the passive scheme. This is expected because in the active scheme, only half of the pulses generated by the source

<table>
<thead>
<tr>
<th>$\eta_{\text{det}}$</th>
<th>$\alpha$</th>
<th>$Y_0$</th>
<th>$e_{\text{det}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.5%</td>
<td>0.21dB/km</td>
<td>$1.7 \times 10^{-6}$</td>
<td>3.3%</td>
</tr>
</tbody>
</table>
Figure 5.8: Simulation results for Weak+Vacuum protocol [62] with different beam splitters for passive estimate. We assume that the data size is infinite, the intensity monitor is perfect, the source is Poissonian centered at $M = 10^6$ photons per pulse, and the system is in uni-directional structure. Citing experimental parameters from Table 5.1. The results are focused at the maximum transmission distance to illustrate the improvement of passive estimate by using a biased beam splitter that sends more photons into the intensity monitor. This is equivalent to increasing input photon numbers in passive scheme.

are sent to Bob, whereas in the passive scheme, all the pulses generated by the source are sent to Bob. Note that, in asymptotic case, the efficiency of active estimate scheme can be doubled by sending most pulses (asymptotically all the pulses) to Bob. In this case, there are still infinitely many pulses sent to the Intensity Monitor.

For ease of discussion, in the passive estimate scheme, we define untagged bits as bits with input photon number $m_p \in [(1-\delta_p)M_p, (1+\delta_p)M_p]$, while in active estimate scheme, we define untagged bits as bits with input photon number $m_a \in [(1-\delta_a)M_a, (1+\delta_a)M_a]$. Here $\delta_p$ and $\delta_a$ are small positive numbers chosen by Alice and Bob, and $M_p$ and $M_a$ are large positive integers chosen by Alice and Bob. In the passive estimate scheme, we define the maximum possible tagged ratio as $\Delta_p$. In active estimate scheme, we define
the maximum possible tagged ratio as $\Delta_a$. Here the tagged ratio is defined as the ratio of the number of tagged bits over the number of all the bits sent to Bob.

By magnifying the tails at long distances (shown in the insets of Figures 5.5-5.7), we can see that active schemes suggest higher key generation rate than passive schemes do in all three protocols. This behavior is related to the following fact: In the passive estimate scheme, the equivalent input photon number is lower than that of the active estimate scheme. This is because the input photon number is defined as the photons counted by the intensity monitor, and only a portion of an input pulse is sent to the intensity monitor in the passive scheme. Compared to the active scheme, lower input photon number in the passive scheme leads to a larger coefficient of variation of measured input photon number distribution, assuming the source is Poissonian. Therefore, for the same source, if one set $\delta_p = \delta_a$, $\Delta_p$ will be greater than $\Delta_a$. The values of $\delta$ in the passive estimate and active estimate schemes are optimized separately in our simulation. The optimal value of $\delta_p$ usually deviates from the optimal value of $\delta_a$ with the same experimental parameters. Here we cite "$\delta_p = \delta_a$" just to illustrate an intuitive understanding of the phenomena shown in the insets of Figures 5.5-5.7. Increasing the coefficient of variation of the measured input photon number distribution will in general deteriorate the efficiency of the estimate for QKD with untrusted sources. Take two extreme cases for example: If the coefficient of variation is very large, which means the input photon number distribution is almost a uniform distribution, then the estimate efficiency will be very poor because either $\delta$ or $\Delta$ (or both) will be very large. If the coefficient of variation is very small, which means the input photon number distribution is almost a delta-function, then the estimate efficiency will be very good because both $\delta$ and $\Delta$ can be very small.

The estimate of the gain of untagged bits is very sensitive to the value of $\Delta$, especially when the experimental measured overall gain is small (i.e., when the distance is long, which corresponds to the tails of Figures 5.5-5.7). The estimate of untagged bits’ gain is discussed in Section III of [76]. Here we briefly recapitulate the main idea: Alice cannot
Figure 5.9: Simulation result of Weak+Vacuum [62] protocol with infinite data size, asymmetric beam splitter, perfect intensity monitor, and bi-directional structure. We assume that the source in Bob’s lab is Poissonian centered at \( M_B = 10^6 \) photons per pulse, and the beam splitting ratio \( q = 0.01 \). Citing experimental parameters from Table 5.1. We calculated the ratio of the key generation rate with an untrusted source over that with a trusted source. For passive estimate scheme, the ratios are 78.5%, 75.0%, and 63.0% at 1 km, 50 km, and 100 km, respectively. For active estimate scheme, the ratios are 39.2%, 37.5%, and 31.5% at 1 km, 50 km, and 100 km, respectively. Comparing with Figure 5.6, we can see that the bi-directional nature of Plug & Play set-up reduced the efficiencies of both active and passive estimates on an untrusted source.

in practice perform a quantum non-demolition measurement on the photon numbers of input pulses, therefore Alice and Bob do not know which bits are tagged and which are untagged, although they can estimate the minimum number of untagged bits. Without knowing which bits are untagged, Alice and Bob cannot measure the exact gain \( Q \) of untagged bits. Alice and Bob can only experimentally measure the overall gain \( Q_e \), which contains contributions from both tagged bits and untagged bits.

Alice and Bob can still estimate the upper and lower bounds of \( Q \). They can first
estimate the maximum tagged ratio $\Delta$. This estimate can be obtained either actively as proposed in [76], or passively as discussed in this paper. Alice and Bob can then estimate the upper and lower bounds of $Q$ as follows [76]:

$$Q = \frac{Q_e}{1 - \Delta - \epsilon},$$

$$\overline{Q} = \max\left(0, \frac{Q_e - \Delta - \epsilon}{1 - \Delta - \epsilon}\right);$$

(5.16)

$Q$ is very sensitive to $\Delta$ when $Q_e$ is small. Therefore, when the distance is long (which corresponds the the tails of Figures 5.5-5.7), $Q_e$ becomes very small, and $Q$ will then be very sensitive to $\Delta$. Since $\Delta_p > \Delta_a$, the passive estimate becomes less efficient than the active estimate in this case.

On the other hand, in short distances, $Q_e$ is significantly greater than $\Delta_p$ and $\Delta_a$, therefore the difference between $\Delta_p$ and $\Delta_a$ makes a negligible contribution to the performance difference between the passive and active estimates. At short distances, it is the following fact that dominates the performance difference between these two schemes: The passive estimate scheme can send Bob twice as many pulses as the active estimate scheme can.

One can increase $\delta$ to decrease $\Delta_p$. That is, if one intends to ensure that $\Delta_p = \Delta_a$, one has to set $\delta_p > \delta_a$. However, increasing $\delta$ also has negative effect on the key generation rate. This is discussed in Section 4.3 & 4.4.

In brief, lower input photon number is the reason why the passive estimate suggests lower key generation rate than the active estimate does around maximum transmission distances in all of the three simulated protocols. This will be confirmed in the simulation presented in this section.

### 5.5.2 Biased Beam Splitter

A natural measure to improve the efficiency of the passive estimate is to increase input photon number. Note that in passive estimate, as discussed in Section 5.3, input photon
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Figure 5.10: Simulation result of Weak+Vacuum [62] protocol with infinite data size, asymmetric beam splitter, perfect intensity monitor, bi-directional structure, and a bright light source. We assume that the source in Bob’s lab is Poissonian centered at $M_B = 10^8$ photons per pulse, and the beam splitting ratio $q = 0.01$. Citing experimental parameters from Table 5.1. We calculated the ratio of the key generation rate with an untrusted source over that with a trusted source. For the passive estimate scheme, the ratios are 80.3%, 79.6%, and 75.8% at 1 km, 50 km, and 100 km, respectively. For the active estimate scheme, the ratios are 40.1%, 39.8%, and 37.9% at 1 km, 50 km, and 100 km, respectively. Comparing with Figure 5.9, we can see that the estimate efficiencies for both active and passive schemes are improved by using a brighter source.

numbers are the photon numbers counted by the intensity monitor. Therefore, it can improve the passive estimate’s efficiency to send more photons to the intensity monitor (i.e., setting $q$ smaller).

To test this postulate, we performed another simulation to compare the performance of the passive estimate with different values of $q$. Similar to the above subsection, we assume that the intensity monitor is efficient and noiseless, and data size is infinite.
Therefore $\epsilon = 0$. We set $M = 10^6$ at the source.

The simulation is shown in Figure 5.8. We can clearly see that by setting $q$ to a smaller value (1%), the key generation rate of the passive estimate scheme is improved around the maximum transmission distance.

Intuitively, one can improve the efficiency of the active scheme by sending most pulses to Bob. One can refer to the discussion below Equation (5.7) as a starting point. Detailed discussion of optimizing the efficiency of the active estimate scheme is beyond the scope of the current paper and is subject to further investigation.

### 5.5.3 Plug & Play Setup

In the Plug & Play QKD scheme, the source is located in Bob’s lab. Bright pulses sent by Bob will suffer the whole channel loss before entering Alice’s lab. Therefore, in the Plug & Play set-up, Alice’s average input photon number is dependent on the channel loss between Alice and Bob. If the average photon number per pulse at the source in Bob’s lab, $M_B$, is constant, the average input photon number per pulse in Alice’s lab, $M$, decreases as the channel loss increases.

Similar to in the above subsection, we assume that the intensity monitor is efficient and noiseless, and data size is infinite. Therefore $\epsilon = 0$. We set $M_B = 10^6$ at the source in Bob’s lab. We set $q = 1\%$ to improve the passive estimate efficiency.

We clarify that “distance” in all the simulations of bi-directional QKD set-up refers to a one-way distance between Alice and Bob, not a round-trip distance.

The simulation results of Weak+Vacuum protocol [62] are shown in Figure 5.9. We can see that the bi-directional nature plug & play structure clearly deteriorates the performance at long distances at which the input photon number at Alice’s side is largely reduced. This affects both passive and active estimates.

A natural measure to improve the performance of the Plug & Play setup is to use a brighter source. By setting $M_B = 10^8$ at the source in Bob’s lab, the performances for
Figure 5.11: Simulation result of Weak+Vacuum [62] protocol with infinite data size, asymmetric beam splitter, *imperfect intensity monitor*, and bi-directional structure. We assume that the intensity monitor efficiency $\eta_{\text{IM}} = 0.7$, the intensity monitor noise $\sigma_{\text{IM}} = 10^5$, the intensity monitor conservative interval $\varsigma = 6 \times 10^5$, the source in Bob’s lab is Poissonian centered at $M_B = 10^8$ photons per pulse, and the beam splitting ratio $q = 0.01$.

Citing experimental parameters from Table 5.1. Comparing with Figure 5.9, we can see that the imperfections of the intensity monitor substantially reduce the efficiencies of both active and passive estimates.

Both passive and active estimates are improved substantially as shown in Figure 5.10. Note that sub-nanosecond pulses with $\sim 10^8$ photons per pulse can be routinely generated with directly modulated laser diodes.

### 5.5.4 Imperfections of the Intensity Monitor

There are two major imperfections of the intensity monitor: inefficiency and noise. These imperfections are discussed in Section 5.3. The inefficiency can be easily modeled as
additional loss in the simulation.

Here, we consider a simple noise model where a constant Gaussian noise with variance $\sigma_{IM}^2$ is assumed. That is, if $m$ photons enter an efficient but noisy intensity monitor, the probability that the measured photon number is $m'$ obeys a Gaussian distribution

$$P_m(m') = \frac{1}{\sigma \sqrt{2\pi}} \exp\left[-\frac{(m - m')^2}{2\sigma^2}\right].$$

The measured photon number distribution $P(m')$ has larger variation than the actual photon number distribution $P(m)$ due to the noise of the intensity monitor. More concretely, if the actual photon numbers obey a Gaussian distribution centered at $M$ with variance $\sigma^2$, the measured photon numbers also obey a Gaussian distribution centered at $M$, but with variance $\sigma^2 + \sigma_{IM}^2$.

As in the previous subsections, we assume that data size is infinite. Therefore $\epsilon = 0$. We set $M_B = 10^8$ at the source in Bob’s lab. A Plug & Play set-up is assumed. We set $q = 1\%$ to improve the passive estimate efficiency. The imperfections of the intensity monitor are set as follows: the efficiency is set as $\eta_{IM} = 0.7$, and the noise is set as $\sigma_{IM} = 10^5$ (see experimental parameters in Section 5.5.6 and Section 5.6). For ease of simulation, we assume that the intensity monitor conservative interval is constant $^2$ over different input photon numbers. We set $\varsigma = 6\sigma_{IM} = 6 \times 10^5$ to ensure a conservative estimate.

The simulation results for the Weak+Vacuum protocol [62] are shown in Figure 5.11. We can see that the detector noise significantly affects the performance for the Plug & Play QKD system. This is because at long distances, the bi-directional nature of the Plug & Play set-up reduces input photon number at Alice’s side. Intensity monitor noise and the conservative interval are assumed as constants regardless of the input photon number in our simulation. Therefore they become critical issues when the input photon number

\footnote{The assumption of constant conservative interval may not precisely describe the inaccuracy of the intensity monitor in realistic applications. Nonetheless, some factors, like the finite resolution of analog-digital conversion, may indeed be constant at different intensity levels. We remark that the noises of different intensity monitors may vary largely. Detailed investigation on intensity monitor noise modeling is beyond the scope of the current paper.}
Figure 5.12: Simulation result of the Weak+Vacuum [62] protocol with infinite data size, asymmetric beam splitter, imperfect intensity monitor, bi-directional structure, and a very bright source. We assume that the intensity monitor efficiency $\eta_{IM} = 0.7$, the intensity monitor noise $\sigma_{IM} = 10^5$, the intensity monitor conservative interval $\varsigma = 6 \times 10^5$, the source in Bob’s lab is Poissonian centered at $M_B = 10^{10}$ photons per pulse, and the beam splitting ratio $q = 0.01$. Citing experimental parameters from Table 5.1. Comparing with Figure 5.11, we can see that using a brighter source can effectively improve the efficiencies of both passive and active estimates. Although it is challenging to build such bright pulsed laser diodes ($10^{10}$ photons per pulse with pulse width less than 1 ns) at telecom wavelengths, one can simply attach a fibre amplifier to the laser diode to generate very bright pulses. Nonetheless, at such a high intensity level, non-linear effects in the fibre, like self phase modulation, may be significant [111].

is low. As a result, the key generation rate at long distance is substantially reduced.

The above postulate is confirmed by the simulations shown in Figure 5.12 and Figure 5.13. In Figure 5.12, we assume that the source in Bob’s lab is extremely bright (sending out $10^{10}$ photons per pulse). We can see clearly that when the input photon number at
Figure 5.13: Simulation result of the Weak+Vacuum protocol with infinite data size, asymmetric beam splitter, imperfect intensity monitor, and *uni-directional structure*. We assume that the intensity monitor efficiency $\eta_{IM} = 0.7$, the intensity monitor noise $\sigma_{IM} = 10^5$, the intensity monitor conservative interval $\zeta = 6 \times 10^5$, the source is Poissonian centered at $M = 10^8$ photons per pulse, and the beam splitting ratio $q = 0.01$. Citing experimental parameters from Table 5.1. Comparing with Figure 5.11, we can see that uni-directional structure can effectively improve the efficiencies of both passive and active estimates.

Alice’s side is high, the key generation rate is only affected slightly by the imperfections of the intensity monitor. Although it is challenging to build such bright pulsed laser diodes ($10^{10}$ photons per pulse with pulse width less than 1 ns) at telecom wavelengths, one can simply attach a fibre amplifier to the laser diode to generate very bright pulses. Nonetheless, at such a high intensity level, non-linear effects in the fibre, like self phase modulation, may be significant [111].

An alternative solution is to use the uni-directional setting, in which the photon number per pulse is constantly high at Alice’s side. From Figure 5.13 we can see that...
using the uni-directional setting can also minimize the negative effects introduced by the
imperfections of the intensity monitor.

5.5.5 Finite Data Size

Real experiments are performed within a limited time, during which the source can only
generate a finite number of pulses. To be consistent with previous analysis, we assume
that the source generates $k$ pulses in an experiment. Reducing the data size from infinite
to finite has two consequences: First, if the confidence level $\tau$ as defined in Eq. (5.15)
(for passive estimate) or in Eq. (5.3) (for active estimate) is expected to be close to 1, $\epsilon$
has to be positive. More concretely, for a fixed $k$, if the estimate on the untrusted source
is expected to have confidence level no less than $\tau$, one has to pick $\epsilon$ as

$$\epsilon_p = \sqrt{-\frac{4 \ln \left(\frac{1-\tau}{2}\right)}{k}}$$

in the passive estimate scheme, or

$$\epsilon_a = \sqrt{-\frac{2 \ln (1 - \tau)}{k}}$$

in the active estimate scheme. Second, in decoy state protocols [62], statistical fluc-
tuations of experimental outputs have to be considered. The technique to analyze the
statistical fluctuation in decoy state protocols for numerical simulation is discussed in
[62, 64, 66].

In the simulation presented in Figure 5.14, we assume that the data size is $10^{12}$ bits
(i.e., the source generates $10^{12}$ pulses in one experiment). This data size is reasonable
for the optical layer of the QKD system because because reliable gigahertz QKD imple-
mentations are reported in several recent works [22, 48, 112]. $10^{12}$ bits can be generated
within a few minutes in these gigahertz QKD systems. We set the confidence level as
$\tau \geq 1 - 10^{-10}$, which suggests $\epsilon_a = 6.79 \times 10^{-5}$ and $\epsilon_p = 9.74 \times 10^{-5}$. We consider 6 standard
deviations in the statistical fluctuation analysis of the Weak+Vacuum protocol.
As in the previous subsections, we set $M_B = 10^8$ at the source in Bob’s lab. Plug & Play set-up is assumed. We set $q = 1\%$ to improve the passive estimate efficiency. The imperfections of the intensity monitor are set as follows: the efficiency is set as $\eta_{IM} = 0.7$, and the noise is set constant as $\sigma_{IM} = 10^5$. The intensity monitor conservative interval is set as $\varsigma = 6\sigma_{IM} = 6 \times 10^5$.

The simulation results for the Weak+Vacuum protocol [62] are shown in Figure 5.14. We can see that a finite data size clearly reduces the efficiencies of both active and passive estimates. The aforementioned two consequences of the finite data size contribute to this efficiency reduction: First, $\epsilon$ is non-zero in this finite data size case. Therefore, the estimate of the lower bound of untagged bits’ gain is worse as reflected in Equation (5.16). Note that $\epsilon$ has the same weight as $\Delta$ in Equation (5.16). Second, the statistical fluctuation for Weak+Vacuum protocol becomes important [66]. Moreover, the tightness of bounds suggested in Lemma 1, Lemma 2, and Proposition 1 may also affect the estimate efficiency in the finite data size.

As we showed in Section 5.5.4, using a very bright source can improve the efficiencies of both passive and active estimates. Here we again adjust the source intensity in Bob’s lab as $M_B = 10^{10}$. The results are shown in Figure 5.15. We can see that using a very bright source can improve the efficiencies of both passive and active estimates in the finite data size case. As we mentioned in Section 5.5.4, such brightness ($10^{10}$ photon per pulse) is achievable with a pulsed laser diode and a fibre laser amplifier. However, non-linear effects should be carefully considered [111].

5.5.6 Simulating the Set-up in Peng et al.’s Work

[109] reports so far the only experimental implementation of QKD that considers the untrusted source imperfection. However, as we discussed above, the analysis proposed in [109] is challenging to use, and was not applied to analyze the experimental results reported in the same paper. Our analysis, however, provides a method to understand
Figure 5.14: Simulation result of Weak+Vacuum [62] protocol with finite data size, asymmetric beam splitter, imperfect intensity monitor, and bi-directional structure. We assume that the data size is $10^{12}$, the intensity monitor efficiency $\eta_{IM} = 0.7$, the intensity monitor noise $\sigma_{IM} = 10^5$, the intensity monitor conservative interval $\varsigma = 6 \times 10^5$, the source in Bob’s lab is Poissonian centered at $M_B = 10^8$ photons per pulse, the beam splitting ratio $q = 0.01$. Confidence level is set as $\tau \geq 1 \times 10^{-10}$. 6 standard deviations are considered in the statistical fluctuation. Citing experimental parameters from Table 5.1. Comparing with Figure 5.11, we can see that finite data size reduces efficiencies of both active and passive estimates.

the experimental results of [109]. Here, we present a numerical simulation of the system used in [109].

We have to characterize the noise and conservative interval of the intensity monitor used in [109]. The experimental results reported in [109] show that the measured input photon number distribution is centered at $M = 1.818 \times 10^7$ with standard deviation $3.097 \times 10^5$ at Alice’s side. If we assume the source at Bob’s side as Poissonian, the actual
Figure 5.15: Simulation result of Weak+Vacuum [62] protocol with finite data size, asymmetric beam splitter, imperfect intensity monitor, bi-directional structure, and very bright source. We assume that the data size is $10^{12}$, the intensity monitor efficiency $\eta_{IM} = 0.7$, the intensity monitor noise $\sigma_{IM} = 10^5$, the intensity monitor conservative interval $\varsigma = 6 \times 10^5$, the source in Bob’s lab is Poissonian centered at $M_B = 10^{10}$ photons per pulse, the beam splitting ratio $q = 0.01$. Confidence level is set as $\tau \geq 1 - 10^{-10}$. 6 standard deviations are considered in statistical fluctuation. Citing experimental parameters from Table 5.1. Comparing with Figure 5.11, we can see that using a very bright source can improve efficiencies of both active and passive estimates.

Input photon number distribution at Alice’s side will also be Poissonian. The detector noise is then $\sigma_{IM} = \sqrt{(3.097 \times 10^5)^2 - 1.818 \times 10^7} = 3.097 \times 10^5$. We set the detector conservative interval as constant $\varsigma = 6\sigma_{IM}$.

Source intensity at Bob’s side $M_B$ can be calculated in the following matter: Since $M = 1.818 \times 10^7$ at a distance $l = 25$ km, and beam splitting ratio $q = 0.05$, we can conclude
that

\[ M_B = \frac{M}{\alpha l (1 - q)} = 6.411 \times 10^7. \]

Here we assume that the fibre loss coefficient \( \alpha = -0.21 \text{ dB/km}. \)

The other parameters are directly cited from [109]: The set-up is in the Plug & Play structure. The efficiency of the intensity monitor is \( \eta_{IM} = 0.8 \). Single photon detector efficiency is 4\%, detector error rate is 1.39\%, and background rate \( Y_0 = 9.38 \times 10^{-5} \). As in previous sections, confidence level is set as \( \tau \geq 1 - 10^{-10} \).

In the experiment reported in [109], data size is \( 9.05 \times 10^7 \). We ran numerical simulation with 6 standard deviations that are considered in the statistical fluctuation. The simulation results are shown in Figure 5.16. It is encouraging to see that the simulation yields positive key rates for both passive and active estimates at short distances.

Note that the authors of [109] claimed that they can achieve positive key rate at 25 km. This claim is under an additional assumption that the source is Gaussian in the security analysis of their experimental outputs. In other words, this claim is true only if Alice and Bob assume that the source used in [109] is known and trusted. In our simulation, positive key rate is not found at a distance of 25 km.

### 5.5.7 Summary

From the numerical simulations shown in Figures 5.5–5.16, we conclude that four important parameters can improve the efficiency of passive estimation on an untrusted source: First, the beam splitting ratio \( q \) should be very small, say 1\%, to send most input photons to the intensity monitor. Second, the light source should be very bright (say, \( 10^{10} \) photons per pulse). This is particularly important for the Plug & Play structure. Third, the imperfections of the intensity monitor should be small. That is, the intensity monitor should have high efficiency (say, over 70\%) and high precision (say, can resolve photon number difference of \( 6 \times 10^5 \)). Fourth, the data size should be large (say, \( 10^{12} \) bits) to minimize the statistical fluctuation.
Figure 5.16: Simulation result of Weak+Vacuum [62] protocol based on the experimental parameters in Peng et al.’s work [109]: Data size is $9.05 \times 10^7$, the intensity monitor efficiency $\eta_{\text{IM}} = 0.8$, the intensity monitor noise $\sigma_{\text{IM}} = 3.097 \times 10^5$, the intensity monitor conservative interval $\varsigma = 6\sigma_{\text{IM}}$, the source at Bob’s side is Poissonian centered at $M_B = 6.411 \times 10^7$ photons per pulse, the beam splitting ratio $q = 0.05$, and the system is in Plug & Play. Confidence level is set as $\tau \geq 1 - 10^{-10}$. 6 standard deviations are considered in statistical fluctuation. Single photon detector efficiency is 4%, detector error rate is 1.39%, and background rate $Y_0 = 9.38 \times 10^{-5}$. Comparing with Figure 5.14, we can see that higher background rate limits the system performance.

In brief, a largely biased beam splitter, bright source, efficient and precise intensity monitor, and large data size are four key conditions that can substantially improve the efficiency of the passive estimation on an untrusted source. The latter three conditions are also applicable in the active estimate scheme.

An important advantage of decoy state protocols is that the key generation rate will only drop linearly as channel transmittance decreases [59, 60, 61, 62, 63, 64, 65, 66],

while in many non-decoy protocols, like the GLLP protocol [50], the key generation rate will drop quadratically as channel transmittance decreases. In the simulations shown in Figures 5.6 – 5.16, we can see that this important advantage is preserved even if the source is unknown and untrusted.

5.6 Preliminary Experimental Test

We performed some preliminary experiments to test our analysis. The basic idea is to measure some key parameters of our system, especially the characteristics of the source, with which we can perform numerical simulation to show the expected performance.

The experimental set-up is shown in Figure 5.17. It is essentially a modified commercial plug & play QKD system. We added a 1/99 beam splitter (1/99 BS in Figure 5.17), a photodiode (PD in Figure 5.17), and a high-speed oscilloscope (OSC in Figure 5.17) at Alice’s side. These three parts comprise Alice’s PNA.

When Bob sends strong laser pulses to Alice, the photodiode (PD in Figure 5.17) will convert input photons into photoelectrons, which are then recorded by the oscilloscope (OSC in Figure 5.17). In the recorded waveform, we calculated the area below each pulse.
Table 5.2: Parameters measured from our preliminary experiment described in Section 5.6.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>-0.21 dB/km</td>
</tr>
<tr>
<td>$\eta_{\text{det}}$</td>
<td>4.89%</td>
</tr>
<tr>
<td>$\epsilon_{\text{det}}$</td>
<td>0.21%</td>
</tr>
<tr>
<td>$Y_0$</td>
<td>$8.4 \times 10^{-5}$</td>
</tr>
</tbody>
</table>

This area is proportional to the number of input photons. The conversion coefficient between the area and photon number is calibrated by measuring the average input laser power at Alice’s side with a slow optical power meter.

In our experiment, 299,700 pulses are generated by the laser diode at Bob’s side (Laser Diode in Figure 5.17) at a repetition rate of 5 MHz with 1 ns pulse width. They are all split into U pulses and L pulses (see Figure 5.4) by the 1/99 beam splitter (1/99 BS in Figure 5.17). The L pulses are measured by a photodiode (PD in Figure 5.17). The measurement results are acquired and recorded by an oscilloscope (OSC in Figure 5.17).

The experimental results of the photon number statistics are plotted in Figure 5.18. The measured photon number distribution centered at $M = 5.101 \times 10^6$ photons per pulse, with standard deviation $6.557 \times 10^4$ at Alice’s side. We can see that the actual photon number distribution fits a Gaussian distribution (shown as the blue line) well. Other experimental results are shown in Table 5.2.

The intensity monitor noise is calculated in a similar manner to that in Section 5.5.6: Assuming the source is Poissonian at Bob’s side, which means the actual input photon number at Alice’s side is also Poissonian, the noise is then given by

$$\sigma_{\text{IM}} = \sqrt{(6.557 \times 10^4)^2 - 5.101 \times 10^6} = 6.553 \times 10^4.$$

As in Section 5.5.6, we set the detector conservative interval as a constant $\varsigma = 6\sigma_{\text{IM}}$.

Source intensity at Bob’s side $M_B$ can be calculated in the following matter (which is similar to the one we used in Section 5.5.6): Since $M = 5.101 \times 10^6$ at a distance $l = 4.8$
Figure 5.18: Experimentally measured photon number statistics for 299 700 pulses. The distribution is centered at $5.101 \times 10^6$ photons per pulse, with standard deviation $6.557 \times 10^4$. Blue line shows a Gaussian fit of the actual distribution.

km, and beam splitting ratio $q = 0.01$, we can conclude that

\[ M_B = \frac{M}{\alpha l (1 - q)} = 6.500 \times 10^6. \]

Here we know that the fibre loss coefficient $\alpha = -0.21$ dB/km.

The simulation result is shown in Figure 5.19, in which the data size is set as $10^{12}$.

We can see that it is possible to achieve positive key rate at moderate distances using the security analysis presented in this paper.

5.7 Conclusion

In this chapter, we present the first passive security analysis for QKD with an untrusted source, with a complete security proof. Our proposal is compatible with inefficient and noisy intensity monitors, which is not considered in [76] or in [109]. Our analysis is also

\[ ^{3} \text{Data size in our experiment is much smaller than the data size assumed in numerical simulation. The purpose of our preliminary experiment is to test if it is possible to achieve positive key rate with our current system.} \]
Figure 5.19: Simulation result of Weak+Vacuum [62] protocol based on experimental parameters from our QKD system. We assume that the data size is $10^{12}$ bits, the intensity monitor efficiency $\eta_{IM} = 0.7$, the intensity monitor noise $\sigma_{IM} = 6.553 \times 10^4$, the intensity monitor conservative interval $\varsigma = 6\sigma_{IM}$, the source at Bob’s lab is Poissonian centered at $M_B = 6.500 \times 10^6$ photons per pulse, the beam splitting ratio $q = 0.01$, and the system is in Plug & Play structure. Confidence level is set as $\tau \geq 1 - 10^{-10}$. 6 standard deviations are considered in statistical fluctuation. Experimental parameters are listed in Table 5.2.

compatible with finite data size, which is not considered in [109]. Comparing to the active estimate scheme proposed in [76], the passive scheme proposed in this paper significantly reduces the challenges to implement “Plug & Play” QKD with unconditional security. Our proposal can be applied to practical QKD set-ups with untrusted sources, especially plug & play QKD set-ups, to guarantee the security.

We point out four important conditions that can improve the efficiency of the passive estimate scheme proposed in this chapter: First, the beam splitter in PNA should be largely biased to send most photons to the intensity monitor. Second, the light source
should be bright. Third, the intensity monitor should have high efficiency and precision. Fourth, the data size should be large to minimize statistical fluctuation. These four conditions are confirmed in extensive numerical simulations.

In the simulations shown in Figures 5.11 – 5.16 and 5.19, we made an additional assumption that the intensity monitor has a constant Gaussian noise. This assumption is not required by our security analysis. It will be interesting to experimentally verify this model in future.

The numerical simulations show that if the above conditions are met, the efficiency of the passive untrusted source estimate is close to that of the trusted source estimate, and is roughly twice as high as the efficiency of the active untrusted source estimate. Nonetheless, the efficiency of active estimate scheme proposed in [76] may be improved to the level that is similar to the efficiency of passive estimate. The security of the improved active estimate scheme is beyond the scope of the current paper, and is subject to further investigation.

Numerical simulations in Figures 5.6 – 5.16 and 5.19 show that the key generation rate drops linearly as the channel transmittance decreases. This is an important advantage of decoy state protocols over many other QKD protocols, and is preserved in our untrusted source analysis.

Our preliminary experimental test highlights the feasibility of our proposed passive estimate scheme. Indeed, our scheme can be easily implemented by making very simple modifications (by adding a few commercial modules) to a commercial Plug & Play QKD system.

A remaining practical question in our proposal is: How to calibrate the noise and the conservative interval of the intensity monitor? Note that these two parameters may not be constant at different intensity levels. Moreover, the noise may not be Gaussian. It is not straightforward to define the conservative interval and its confidence.
Chapter 6

Time-shift Attack: Experiment

In the history of cryptography, every code that has been proposed has been broken. For instance, the Enigma code was broken by the Allied’s code-breaking machines [113], which were the fore-runners of today’s computers. In the Second World War, even one-time-pad was broken due to implementation flaws by the Russians. See Venona Project [114].

In this chapter, we show that even quantum cryptography may suffer from fatal implementation flaws.

In most BB84 [11] QKD implementations, more than one detectors are used. These detectors are assumed to have identical detection efficiencies in many security proofs. Such an assumption may be violated in practical QKD systems. In particular, Eve may be able to manipulate the QKD system in some sophisticated way to invalidate this assumption. An explicit example is time-shift attack [80]. In this chapter, we present an experimental demonstration of time-shift attack and its security consequences. The content of this chapter is largely based on [81], of which I am the first author.
6.1 Introduction

In QKD security proofs (e.g., [50]), a standard assumption is to consider the detection efficiencies for the bits “0” and “1” to be equal. However, as noted in previous studies [78, 80], such an assumption may be invalid in a practical QKD system. Schematically, the detection efficiency of a practical QKD detection system (based on InGaAs avalanche photo diodes operating at gated Geiger mode for the standard Telecom wavelength of 1550nm) for the bits “0” and “1” is shown in Figure 6.1(a). Note that the detection efficiency for the bit “0” is much higher than that for the bit “1” at time \( t_0 \). In contrast, at time \( t_1 \), the detection efficiency for the bit “1” is much higher than the detection
efficiency for the bit “0”.

The time-shift attack [80] is a development of the faked states attack [78]. The basic idea is simple: an eavesdropper, Eve, can shift the arrival time of each quantum signal to either $t_0$ or $t_1$ randomly with probabilities, $p$ and $q = 1 - p$ respectively. Moreover, Eve can carefully choose the probability $p$ to ensure that the ratio of Bob’s detection events for “0” and “1” is about 1:1. Consequently, Alice and Bob are unable to discern the attack by checking the ratio of events for “0” to those for “1”. In other words, Eve can steal information without alerting Alice or Bob.

A conceptual setup to launch the time-shift attack is shown in Figure 6.1(b). Eve can choose to connect Alice and Bob through either the longer arm or the shorter arm by setting the optical switches to the corresponding path. By choosing appropriate lengths, the signals that go through the longer arm will hit Bob’s detectors around time $t_0$ (a negative shift), while the signals that go through the shorter arm will hit the detectors around time $t_1$ (a positive shift).

In this chapter, we report the first experimental demonstration of this time-shift attack. The experiment is performed on top of a modified commercial id Quantique ID-500 bi-directional QKD setup [74]. The schematic of our experimental setup is shown in Figure 6.2.

### 6.2 Experiment

The crucial issues in the experiment are the activation times of the two detectors (APDs in Figure 6.2). These activation times must be calibrated before the key exchange. The commercial QKD system has a built-in calibration program to determine the activation times that works roughly in the following manner: Bob generates strong laser pulses, which are reflected by Alice, while the activation times of the detectors are scanned over certain range. Ideally, the activation time of each detector should take on the value at
which the corresponding detector perceives the highest number of counts. In practice, the calibration program may set the activation time at a suboptimal point. Note also that the activation times of the two detectors can differ slightly due to discrepancies in the lengths of the fibres connecting them. The difference of activation times is around a constant value $\sim 100$ ps. However, at times the difference deviates from this value, which suggests an efficiency mismatch in the time domain.

We observed that the deviations are restricted to several discrete values with a maximum value $\Delta t_m \sim 100$ ps, at which the difference of activation times is $\sim 200$ ps. We ran the built-in calibration program for 2844 times to get the statistics of the deviation. Within this 2844 runs, the deviation reaches $\Delta t_m$ for 106 times. In other words, the detector efficiency mismatch reaches its maximum value with a probability of $\sim 4\%$.

After the calibration of the activation times, we use the optical variable delay line (General Photonics, 600 ps maximum delay, OVDL in Figure 6.2) to manually change the channel length, thus shifting the arrival time of the signals. By gradually shifting the arrival time, a few instants that show large efficiency mismatch can be found.

There are several challenges in this experiment. In our setup, the gating window for the single photon detectors (APDs in Figure 6.2) is $\sim 500$ ps, which is also the pulse width of the laser source. This wide laser pulse “blurs” the efficiency mismatch of the detectors. In practice, it is reasonable to assume that Eve cannot change the gating widths of the detectors as they are in Bob’s local apparatus. However, Eve can, in practice, compress the pulse narrower in the channel [115]. In our experiment, we replaced the original laser source by a PicoQuant pulse laser diode (LD in Figure 6.2) with pulse width of $\sim 100$ ps. The substitution of laser source at Bob’s side is equivalent to the reshaping scheme mentioned above.

Another challenge is the chromatic dispersion in the fibre, which broadens the laser pulses. We installed a segment of dispersion compensating fibre (chromatic dispersion: $-103$ ps/(nm \cdot km), DCF in Figure 6.2) $\sim 2$ km in length to compensate the dispersion
and thus keep the laser pulse narrow. This extra fibre introduced an additional loss of \sim 4.5 \text{ dB}. Ideally, Eve is able to compress the pulse in the channel without introducing additional loss \cite{115}. Therefore, we view our dispersion compensating fibre (DCF in Figure 6.2) as part of Alice’s local apparatus and will not increase the channel loss.

A third challenge is the optimization of the attack. Naively, Eve could simply select one very large negative shift and one very large positive shift as they would definitely provide substantial intrinsic detector efficiency mismatches. However, such extensive time shifts may be suboptimal for the attack due to the low intrinsic detection efficiency, which invariably causes dark counts to become important to consider. The dark counts tend to increase the quantum bit error rate (QBER) and consequently the cost of the error correction. Therefore the task of choosing the shifts is not trivial. A rigorous security analysis is presented later.

In summary, we demonstrated the time-shift attack in the following way: first, the activation times of detectors are determined by the built-in program of the commercial QKD system; second, the length of the optical variable delay line (OVDL in Figure 6.2) is manually shifted from negative shift to positive shift at a step of 25 ps (the arrival time of signals is thus shifted at a step of 50 ps as they travel through the delay line twice, a narrower step is not necessary as the pulse width is \sim 100 \text{ ps}); third, at each shifted time, Alice and Bob perform key exchange at an average outputting photon number (at Alice’s side) of 0.1; fourth, Bob calculates the counts of each detector and the error rates. The entire experiment after each calibration spans \sim 15 \text{ minutes}.

In real attack Eve should apply an alternative technique to obtain the efficiency mismatch as she has no access to Bob’s apparatus \cite{80}: she can gradually shift a small subset of the signals and set them to 0 or 1 and conclude the mismatch from Bob’s detection announcement. Our experimental results show that the mismatch is stable throughout the 15-min span of our experiment. Therefore Eve has sufficient time to obtain the mismatch information and launch her attack.

6.3 Results

The experimentally measured detector counts are shown in Figure 6.3(a) for the case where the deviation in activation times takes the maximal value $\Delta t_m$. As noted in Figure 6.3(a), we find substantial detector efficiency mismatch. In particular, two shifting times with large mismatches are found as in Table 6.1(a). Here we remark that the previous measurement on the mismatch [78] (whose typical timing mismatch is $\sim$500 ps) is performed on home-made systems while our work (with a timing mismatch of only $\sim$100 ps) is done on a commercial system.

Is the efficiency mismatch shown in Figure 6.3(a) and Table 6.1 large enough for an eavesdropper, Eve, to launch the time-shift attack? Since Eve, in principle, knows the mismatch, we can calculate the maximum secure information shared by Alice and Bob, i.e., the upper bound of the key rate. Meanwhile, since Alice and Bob are not aware of the attack, they can estimate the minimum secure information shared by them, i.e., the lower bound of the key rate. If the upper bound is even lower than the lower bound,
there must be some information leaked to Eve unbeknownst to Alice and Bob.

### 6.4 Security Analysis

The security of the QKD system is analyzed in the following way: one can estimate an upper bound $K_U$ of the key length given the efficiency mismatch known by Eve and a lower bound $K_L$ ignoring the time-shift attack (as Alice and Bob cannot detect the attack). If the upper bound is less than the lower bound (i.e., $K_L > K_U$), there must be some information leaked to Eve unknown to Alice or Bob.

We only focus on the bits where Alice and Bob used the same bases. Given the same basis used, Alice sends $\tilde{N}$ signals to Bob and Bob detects $\tilde{N}Q$ signals ($Q$ is the overall gain). Since $\tilde{N}$ is the number of bits transmitted given Alice and Bob use the same basis whereas $N$ is the total number of bits transmitted, there is a close relationship between these two numbers. In fact, the ratio $\tilde{N}/N$ is related to the basis selections by Alice and Bob before the transmission occurs. So this ratio should be very close to 0.5. From our experimental data, $\tilde{N}/N = 0.4999$, which is very close to the theoretical value. Nevertheless, in our calculations, the exact value of the number of bits transmitted given Alice and Bob use the same bases is used. The final key length depends on the precise data post-processing used to distill the final key. Here we assume that infinite decoy state protocol and one-way classical communications for post-processing are used. In general, the bit error correction part of the post-processing can be classified into either one-way or two-way. In one-way post-processing, only one party (of Alice and Bob) sends error correction information to the other party; whereas in two-way post-processing, both parties exchanges error correction messages with two-way classical communications. In this chapter, we consider key generation with one-way post-processing. Specifically, we consider that Alice sends Bob the error correction syndrome encrypted with one-time pad.
(a) Efficiency mismatch of the two detectors at different time shifts. Zero time-shift corresponds to the detectors efficiencies in absence of the time-shift attack. Inset: the mismatch of detectors efficiencies. Here the mismatch is defined as $\max(d_0/d_1, d_1/d_0)$ at each time shift, where $d_{0/1}$ denotes the counts of detector 0/1. Reproduced from [81]. ©2008 American Physical Society.

(b) Information leakage to Eve (not to scale): some secure key bits (the green circle) is decrypted by Eve (the red spots).

Figure 6.3: Experimental results. The peak efficiencies of detectors are slightly different, suggesting the detector efficiency has slightly drifted since the factory setting. The data size for time shifts with large detector efficiency mismatch (-250 ps, -200 ps, 500 ps, 600 ps, and 650 ps) is chosen to be 20.97 Mbit to acquire accurate mismatch, while the data size for rest time shifts is chosen to be 1.05 Mbit to prompt the experiment.
6.4.1 Lower Bound

The error correction will consume

\[ r_{EC} = \tilde{N} Q f(E) H_2(E) \] (6.1)

bits, where \( E \) is the overall QBER, \( H_2(x) \) is the standard binary Shannon entropy function, \( f(x) \) is the error correction inefficiency \[87\]. The net key length ignoring the time-

Table 6.1: Experimental results. Reproduced from \[81\]. ©2008 American Physical Society.

<table>
<thead>
<tr>
<th>Label</th>
<th>Shift (ps)</th>
<th>( d_0 )</th>
<th>( d_1 )</th>
<th>( N )</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>-250</td>
<td>10992</td>
<td>1541</td>
<td>20,966,400</td>
</tr>
<tr>
<td>B</td>
<td>500</td>
<td>1231</td>
<td>4059</td>
<td>20,966,400</td>
</tr>
</tbody>
</table>

(b) The number of detections given that Alice and Bob use the same basis. \( \tilde{N} = 10,481,280 \) bits. \( Y \) is Bob’s bit value.

<table>
<thead>
<tr>
<th>Time shift A (−250 ps)</th>
<th>Time shift B (500 ps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Z_2 ) ( Y = 1 )</td>
<td>( Z_2 ) ( Y = 1 )</td>
</tr>
<tr>
<td>( X ) ( Y = 0 )</td>
<td>( X ) ( Y = 0 )</td>
</tr>
<tr>
<td>0 1</td>
<td>0 1</td>
</tr>
<tr>
<td>0 0</td>
<td>0 0</td>
</tr>
<tr>
<td>1 1</td>
<td>1 1</td>
</tr>
<tr>
<td>1 0</td>
<td>1 0</td>
</tr>
</tbody>
</table>

QBER: 0.06135  QBER: 0.05365

(c) Parameters for computing the key length.

<table>
<thead>
<tr>
<th>Theoretical</th>
<th>Experimental</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f(x) )</td>
<td>( p_A )</td>
</tr>
<tr>
<td>1.22</td>
<td>23.0%</td>
</tr>
</tbody>
</table>
shift attack is thus [50, 116, 117, 118]

\[ K_L = -r_{EC} + \bar{N}\{Q_1[1 - H_2(e_1)] + Q_0\} \]  \hspace{1cm} (6.2)

where \( Q_i \) and \( e_i \) are the gain and the QBER for the signals with \( i \) photons sent by Alice.

Applying privacy amplification to the error-free bit string gives the final key of length [50, 116, 117, 118]

\[ r_{PA,L} = \bar{N}\{Q_1[1 - H_2(e_1)] + Q_0\}, \]  \hspace{1cm} (6.3)

where \( Q_i \) and \( e_i \) are the gain and the QBER for the signals with \( i \) photons sent by Alice. Since the one-time pad encryption consumes a key of length \( r_{EC} \), Alice and Bob can generate a longer key than standard algorithm by the same amount. The net key length ignoring the time-shift attack is thus

\[ K_L = -r_{EC} + r_{PA,L} \]  \hspace{1cm} (6.4)

This key generation rate is the same as that in the standard infinite decoy state protocol [59, 60, 61, 62, 63, 64], after an improvement by Lo [116]. \( Q \) and \( E \) are observed in the experiment. In order to compute the net key length in Eq. (6.4), we assume that Alice and Bob apply infinitely many decoy states to accurately estimate \( Q_0, Q_1, \) and \( e_1 \).

### 6.4.2 Upper Bound

An upper bound is given by [34, 119, 120]

\[
K_U = -r_{EC} + \bar{N} \cdot Q \cdot \sum_{i=(A,B), j=(0,1)} \Pr\{Z_2 = j | Z_1 = i\} \cdot \Pr\{Z_1 = i\} \cdot H_2(\Pr\{X = 0 | Z_1 = i, Z_2 = j\})
\]  \hspace{1cm} (6.5)

where \( X, Z_1, \) and \( Z_2 \) are classical random variables representing Alice’s initial bit, Eve’s choice of the time shift for each bit, and the basis information, respectively.

The upper bound and the lower bound of the key rate can then be calculated from Eqs. (6.1)-(6.5) using data in Table I. The calculation results are shown in Table 6.1(c).
$Y_0$ is determined experimentally. Note that no double clicks were observed in our experiment. The fact that $K_L > K_U$ clearly indicates the success of the attack: The most general security analysis suggests $K_L = 1297$ bits secret key. However, the maximum length of the secret key is $K_U = 1131$ bits due to the time-shift attack. Therefore, (loosely speaking) Eve can successfully decrypt no less than 166 bits from the secret key (which is wrongly presumed to be unconditionally secure). The activation times of the detectors are determined by the built-in program of a commercial QKD system, which suggests that the time-shift attack can be successfully implemented in real-life applications. Nonetheless, the data shown in Figure 6.3(a) and Table 6.1 correspond to the situation where the detector efficiency mismatch reaches a maximum value and the discrepancy in activation times is $\Delta t_m$, which occurs with a probability of about 4%.

6.5 Discussion

Building a better single-photon source does not, itself, make QKD more secure. In fact, the time shift attack is even more powerful against a QKD system with a perfect single photon source [80]. The reason is as follows: in our experiment, we consider a practical Eve who cannot perform a quantum non-demolition (QND) measurement on the photon number, whereas in security proofs, one often allows Eve to have arbitrarily advanced technology. Also, Eve can in principle optimize her attack by minimizing the channel loss to compensate the loss introduced by the time shift. In other words, our practical Eve is strictly weaker than an arbitrarily technologically advanced Eve. The use of a standard source based on weak coherent states makes our experimental demonstration more difficult to realize. Building a better single-photon source would have the unfortunate consequence of removing the requirement for Eve to perform a QND measurement, thus making Eve’s life easier!

On the practical side, our work highlights the significance of side channel attacks
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[38, 121] in QKD. Side channel attacks exist even in conventional cryptographic systems. The existence of side channel attacks was known to even early researchers who worked on the first experiment on QKD [38]. Indeed, Brassard noted [122] that the first QKD prototype was “unconditionally secure against any eavesdropper who happened to be deaf”!

Our work contributes to the knowledge of the historically established security of QKD [121]. In order to develop confidence on a new cryptosystem, one must battle-test it rigorously for many years. As Mike Nielsen was quoted in saying, “unfortunately very few groups have quantum key distribution systems in their laboratories and even fewer have tried hard to break them” [121]. Even rarer are groups who have tried hard to break commercial QKD systems. Our work shows that while the gap between the theory and the practice of QKD may have been reduced in the last few years, there still remains a significant leap.

On the conceptual side, the security of QKD is deeply connected to the foundations of quantum mechanics. In 1991, Ekert [12] proposed a QKD protocol (now called Ekert91 protocol) whose security is based on the violation of some Bell-inequalities. Since then, there has been increasing interest in the notion of device-independent security proofs of QKD using either i) self-testing ideas [123], ii) the teleportation trick (Note 21 of [28]), iii) the violation of Bell inequalities [84] or iv) causality arguments (i.e., the no-signaling constraint) (e.g., [102]).

Unfortunately, those device-independent security proofs do not yet apply to existing practical devices [121, 84], a consequence of the detection efficiency loophole. Existing quantum devices have low detection efficiency and their outputs violate Bell inequalities only under additional assumptions such as the fair sampling hypothesis (which states that the detected signals provide a fair sample of all the signals). As pointed out in [121, 84], assumptions such as the fair sample hypothesis are highly reasonable for a carefully designed experiment, but not for devices provided by an untrusted Eve. In this
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In summary, we go one step further by showing experimentally for the first time that even devices that are provided by trustworthy manufacturers may still contain subtle flaws (such as detection efficiency mismatch) that allow Eve to break the system, by exploiting the detection loophole. It is interesting to see that the detection loophole is a meaningful and important issue in applied physics.

In general, once the existence of an attack becomes evident, the prevention of such breach is often not difficult. In fact, as noted in [78, 80], there are several simple ways of resisting the time-shift attack. The most practical one may be the “four-state measurement” proposal, which suggests that for phase-encoding BB84 protocol, Bob’s phase modulation is randomly selected from a set of four values instead of two values. Bob randomly assigns a bit value of each detector, thus rendering Eve’s knowledge of “which detector fires” insufficient to predict the bit value. However, the difficulty remains with discovering the existence of the attack in the first place. We emphasize that it is important to write down assumptions in security proofs one by one and examine each assumption carefully through not only theoretical study, but also experimental verification. Therefore, more quantum hackers and more battle-testing of practical QKD systems are necessary to ensure total security. Ultimately, this will contribute to a widespread deployment of QKD systems in the future for everyday applications.

6.6 Summary

In summary, we report the first experimental demonstration of a technologically feasible attack against a practical QKD system. Our experimental results clearly show the success of the attack. The threat of quantum hacking with current or near-future technology is real and must not be under-estimated. Our attack shows that it is very important to verify experimentally the assumptions made in security proofs regarding practical QKD systems. On the practical side, we hope that our work will help to bridge the gap between
the theory and implementation of QKD. On the theoretical side, our work highlights the surprising fact that the detection loophole plays an important role in applied physics. It may allow Eve to break the security of the system, even when the devices are built by trustworthy manufacturers.
Chapter 7

Conclusion and Outlook

In this chapter, we give a summary of all the work presented in this thesis, and provide an outlook of quantum cryptography in the future.

7.1 Summary of Ph. D. Research

My Ph. D. study focuses on the assumptions and their security consequences of quantum cryptography in real-life applications. Several key assumptions in the security proofs are intensively studied. Below we briefly summarize all the assumptions that we looked into.

7.1.1 Single Photon Source Assumption

Single photon sources were required for the security of BB84 protocol [28, 29, 71]. As decoy protocols have been proposed [59, 60, 61, 62, 63, 64], it is now possible to implement weak coherent based QKD with unconditional security and high performance.

We have demonstrated the first decoy state QKD experiments [65, 66]. We have implemented two protocols: the one-decoy protocol and the weak+vacuum protocol. Simple modifications (adding AOMs) on a commercial QKD system are made to implement decoy state QKD. The simplicity of the modification (much simpler than building
a near-perfect single photon source) shows the feasibility of decoy method. Also, the high key rates and long transmission distances (60 km) show the power of decoy method. Given better QKD set-ups, decoy state method could make secure QKD at even longer distances.

Our demonstration of long-distance high key rate decoy state QKD explicitly confirms that the single photon source assumption is no longer necessary to guarantee the security or performance of weak coherent state based QKD in real-life applications.

Our experiment demonstration triggered a wave of decoy state QKD implementations \[44, 67, 68, 69, 70, 90, 94, 95\]. As of today, decoy state method has become a standard technique to achieve high performance and high security QKD with weak coherent source.

Note that decoy state method is not the only method that can be applied to improve the performance of weak coherent state QKD. For example, strong reference pulse method can also improve the performance of weak coherent state QKD \[124, 125\].

### 7.1.2 Phase Randomization Assumption

Decoy state method removes the single photon assumption. However, decoy state protocols rely on some other assumptions to guarantee their security.

Phase randomization is an assumption that is widely made in many security proofs (eg., Ref. \[50, 51, 61\]). Phase randomization can transform a general photonic state into a classical mixture of Fock states: \( \rho = \sum_n p_n |n\rangle\langle n| \). Although one can still prove the security of QKD without phase randomization assumption \[72\], the performance of non-random phase QKD is lower than that of random phase QKD. Moreover, it is still unclear how to apply decoy method to non-random phase QKD. As discussed in Section 3.1, phase randomization assumption may be violated in real-life implementations.

We have demonstrated the first QKD experiment with active phase randomization, over 5 km of telecom fibre. This distance can be easily extended by using a brighter source. Our result shows the global phase of quantum signal is uniformly randomized.
An important assumption in many QKD security proofs — phase randomization — is thus implemented with confidence. A potential security loophole is plugged. We expect phase randomization to become a standard part in future QKD systems due to its significance in security [50, 51] and its feasibility.

### 7.1.3 Coherent State Assumption

Another crucial assumption for decoy state QKD (and several other QKD protocols) is that for the pulses sent from Alice, the photon number per pulse obeys Poisson distribution. If this assumption is valid, Alice and Bob know the probability that Alice sends out a single-photon qubit. This can substantially simplify the security analysis of QKD implementations.

This assumption is, however, questionable. This is largely due to some imperfections of laser sources and QKD structure, like laser intensity fluctuation, pulsed laser diode, and “plug & play” structure. Violation of coherent state assumption invalidates the security proofs built on top of it. So far, we are not aware of any QKD implementation with a rigorous Poissonian source.

We developed the first rigorous quantitative security proofs of a QKD system with an unknown and untrusted source. That is, we proved the security of QKD without assuming that Alice and Bob have any \textit{a priori} knowledge on the photon number distribution of the source. This analysis is particularly important for the security of a standard “Plug & Play” system. We showed that, rather surprisingly, even with an unknown and untrusted source, unconditional security of QKD system is still achievable, with and without the decoy method. Moreover, we explicitly give the experimental measures that have to be taken to ensure the security, and the theoretical analysis that can be directly applied to calculate the final secure key generation rate. A related topic – source intensity fluctuation – has been studied by Wang [126, 127].

We developed two approaches to estimate the photon number distribution of the light
source. We first proposed an active estimate scheme that is rather straightforward in security analysis. However, this active estimate scheme requires active routing of each input optical pulse, making it less appealing for high-speed QKD implementations. We then developed a passive estimate scheme to overcome the implementation challenge posed by the active scheme. In passive estimate scheme, only passive monitoring of the input photon number distribution is required, which substantially reduces the implementation challenge.

We point out four important conditions that can improve the efficiency of the untrusted source estimation schemes proposed in this paper: First, the beam splitter (or the optical switch in active scheme) in PNA should be largely biased to send most photons to the intensity monitor (or to the encoder in the active scheme). Second, the light source should be bright. Third, the intensity monitor should have high efficiency and precision. Fourth, the data size should be large to minimize statistical fluctuation. These four conditions are confirmed in extensive numerical simulations.

Numerical simulations in Figure 5.6 – 5.16 and Figure 5.19 show that the key generation rate drops linearly as the channel transmittance decreases. This is an important advantage of decoy state protocols over many other QKD protocols, and is preserved in our untrusted source analysis.

7.1.4 Identical Detector Efficiency Assumption

In most BB84 QKD implementations, two or more SPDs are used. It is widely assumed that all the SPDs have identical detection efficiencies. This assumption is often verified by checking if Bob’s sifted key bits have similar numbers of “0”s and “1”s.

This assumption may be violated due to some side-channel attacks [78, 79, 80]. In particular, Eve can subtly manipulate Bob’s detection system such that for each individual bit, SPDs have substantial detection efficiency mismatch. It is shown that violation of this identical detector efficiency assumption will allow Eve to access more information
than Alice and Bob would conclude.

We report the first experimental demonstration of a technologically feasible attack against a practical QKD system. Our experimental results clearly show the success of the attack. The threat of quantum hacking with current or near-future technology is real and must not be underestimated. Our attack shows that it is very important to verify experimentally the assumptions made in security proofs regarding practical QKD systems. On the practical side, we hope that our work will help to bridge the gap between the theory and implementation of QKD. On the theoretical side, our work highlights the surprising fact that the detection loophole plays an important role in applied physics. It may allow Eve to break the security of the system, even when the devices are built by trustworthy manufacturers.

7.2 Conclusion

The security of practical QKD systems is a serious issue. In order to develop confidence on a new cryptosystem, one must battle-test it rigorously for many years. As Mike Nielsen was quoted in saying, “unfortunately very few groups have quantum key distribution systems in their laboratories and even fewer have tried hard to break them” [121].

As we stated in the beginning of this thesis, security of QKD implementations is based on assumptions. Unfortunately, some key assumptions are very demanding experimentally (like the single photon source assumption, identical detector efficiency assumption, and coherent state assumption), while some other assumptions, although being feasible experimentally, are often not enforced in the implementations (like the phase randomization assumption).

In my Ph. D. work, we closed many gaps between the theory and the practice in QKD by carefully studying several key assumptions in QKD. In particular, we experimentally showed that the single source assumption is not necessary by presenting the first decoy
state QKD experiments. While removing the single photon source assumption, decoy state QKD introduces two new assumptions: the phase randomization assumption and the coherent state assumption. We studied these two assumptions in different approaches: We experimentally showed that the phase randomization assumption can be confidently guaranteed. We also showed that the coherent state assumption can be confidently removed\(^1\). We experimentally show that the identical detector efficiency assumption can be violated and Eve can indeed “steal” some information without alerting Alice and Bob.

It is very important to implement QKD system based on tested assumptions. There are still several crucial imperfections that are not analyzed in this thesis. For example, how can we understand the imperfection due to non-single-mode (note that this is particularly important for free-space QKD)? How can we analyze the fluctuation of internal transmittance at Alice’s side? These questions suggest to us a simple fact: Although we are approaching the unconditional security of practical QKD set-up, we are not there yet.

### 7.3 Outlook of Research on QKD

In the research on QKD, there are two main goals: Higher security, and higher performance. The latter one attracts most attention from the QKD community as well as the public. Indeed, demonstrating QKD over a few hundred kilometers at gigahertz speed will attract a lot of academic and public attentions. However, we remark that studies on the security of QKD should not be underrated. It is the hope for unconditional security that brings the attention of QKD. Despite many security proofs, current implementations of QKD do not seem to accommodate all the assumptions made in the security proofs. Therefore, the security of current QKD implementations is still unclear, and loopholes

---

\(^1\)The removal of coherent state assumption introduces some requirements on experimental implementations. It would be interesting to see if real-life devices can indeed satisfy these requirements which are assumed in our security proof.
may be discovered if some assumptions are not enforced.

In the study of security, we consider that the assumptions play a crucial role, while further studies on quantum hacking are also important. In the study of performance, we believe that QKD needs to go for longer distance, higher speed, and try to adapt into a network setting. To enter real-life applications, QKD needs to go through field test, and needs to consider the effect of finite data size. Eventually, one has to answer the following question: Who really needs a QKD system rather than a classical crypto-system? Part of this section is taken from [1] which I co-authored.

### 7.3.1 Non-enforced Assumptions

Some key assumptions in security proofs are not yet enforced. It is very important to either enforce such assumptions experimentally, or try to prove the security of QKD without such assumptions. Here we raise two examples.

Single mode assumption is made in almost all the security proofs of QKD. However, this assumption has never been enforced experimentally. In free-space implementation, it is very challenging to guarantee single mode, especially because the receiver can only collect a portion of the beam’s wavefront. In fibre implementation, single mode fibre will suppress higher spatial mode. However, single mode assumption is not only single spatial mode assumption. It also includes single spectral mode, single polarization mode, and single time mode. It is experimentally challenging to guarantee the single mode assumption. Perhaps developing a security proof that allows multi-mode contribution is a better solution. It is encouraging to see that a first analysis for multi-mode contribution with a parametric down conversion source has been developed [128]. It would be interesting to study multi-mode contribution with a general light source in QKD.

It is widely assumed that Alice can control her internal attenuation accurately [61, 62, 63, 64, 76, 77]. In practise, there is always some uncertainty about Alice’s internal attenuation. If Alice’s knowledge about her internal attenuation was inaccurate, Eve
might have learned more information than Alice and Bob would expect. Analysis about internal attenuation fluctuation with a Poissonian source has been studied [106, 126, 127]. It would be interesting to look into a general light source with internal attenuation fluctuation.

### 7.3.2 Further Study on Quantum Hacking

The surprising success of quantum hacking highlights the big gap between the theory and practice of QKD. In our opinion, it is important to work on security proofs with testable assumptions. Every assumption in a security proof should be written down and experimentally verified. This is a long-term research program.

Only through battle-testing can we gain confidence about the security of a real-life QKD system. Traditionally, breaking a cryptographic system is as important as building one. Therefore, we need to re-double our efforts on the study of eavesdropping attacks and their counter-measures. Recently, Makarov reported a sequence of active quantum hacking work [78, 79, 129], highlighting the power and the importance of the active quantum hacking.

As stated before, quantum cryptography enjoys forward security. Thanks to the quantum no-cloning theorem, an eavesdropper Eve does not have a transcript of all quantum signals sent by Alice to Bob. Therefore, once a QKD process has been performed, the information is gone and it will be too late for Eve to go back to eavesdrop. Therefore, for Eve to break a real-life QKD system today, it is imperative for Eve to invest in technologies for eavesdropping now, rather than in future.

### 7.3.3 Extending Distance

As of today, the distance record for QKD is 250 km in fibre [45] and 144 km in free space [44]. The maximum transmission distance is mainly limited by channel loss. Note that quantum signals cannot be classically amplified (say, using a fibre amplifier) due
to quantum no-cloning theorem. To extend the transmission distance in fibre, quantum repeaters are needed. To go longer in free space, ground-satellite QKD is an appealing option.

**Quantum Repeater**

Losses in quantum channels greatly limit the distance and key generation rate of QKD. To achieve secure QKD over long distances without trusting the intermediate nodes, it is highly desirable to develop quantum repeaters [47, 130]. Briefly stated, quantum repeaters are primitive quantum computers that perform some form of quantum error correction, thus preserving the quantum signals used in QKD. In more detail, quantum repeaters often rely on the concept of entanglement distillation, whose goal is, given a large number $M$ of noisy entangled states, Alice and Bob perform local operations and classical communications to distill a smaller number (say $N$) but less noisy entangled states.

The experimental development of a quantum repeater will probably involve the development of quantum memory together with the interface between flying qubits and qubits in a quantum memory.

**Ground-satellite QKD**

Another method to extend the distance of QKD is to perform QKD between a satellite and a ground station. If one trusts a satellite, one can even build a global QKD network via a satellite relay. Basically, a satellite can perform QKD with Alice first, when it has a line of sight with Alice. Afterwards, it moves in orbit until it has a line of sight with Bob. Then, the satellite performs a separate QKD with Bob. By broadcasting the XOR of the two keys, Alice and Bob will share the same key. Satellite to ground QKD appears to be feasible with current or near-future technology; for a discussion, see, for example, [131].
With an untrusted satellite, one can still achieve secure QKD between two ground stations by putting an entangled source at the satellite and sending one half of each entangled pair to each of Alice and Bob.

### 7.3.4 From MHz to GHz

QKD systems are getting faster nowadays. Here we give a brief discussion about high-speed phase-coding BB84 [11] QKD system.

The speed of a QKD system is determined by its slowest component. A typical phase-coding BB84 QKD system has the following active optical components: a pulsed laser source, amplitude modulators, phase modulators, and SPDs. Among these four types of devices, SPDs are the slowest. The major obstacle to implement a high-speed QKD system is to build high-speed SPDs.

Various high-speed SPDs are developed recently, leading to a wave of gigahertz or sub-gigahertz QKD implementations. An implementation of high-speed parametric up conversion SPD (based on Si-APD) led to first gigahertz QKD demonstrations in 2006 [132, 133]. An implementation of high-speed superconducting SPDs (SSPDs) led to a 10-GHz DPSK QKD demonstration in 2007 [22]. Self-differencing technique was applied to widely-used InGaAs APDs, which can then work at gigahertz range in 2007 [134]. Self-differencing InGaAs APDs were then used to demonstrate GHz QKD in 2008 [135]. Another way to improve the speed of InGaAs APD is to apply sinusoidal gatings [136], which can now work at 1.5 GHz [137].

The key generation rate of QKD is still rather low. Mbps key generation rate is only achieved recently [48, 112]. Increasing the detection efficiency may be the key to improving the key generation rate.
7.3.5 Expanding into Multi-party

Besides its technological interest, QKD is of fundamental interest because it is deeply related to the theory of entanglement, which is the essence of quantum mechanics. So far there have been limited studies on multi-party QKD. Note that there are many deep unresolved problems in multi-party entanglement. It would be interesting to study more deeply multi-party QKD and understand better its connection to multi-party entanglement. Hopefully, this will shed some light on the mysterious nature of multi-party entanglement.

QKD in a network setting was studied by Townsend [43, 138] in 1990s. A proof-of-principle QKD network was demonstrated in Boston [139]. QKD network has attracted much recent interest, leading to a multi-national collaboration and demonstration of multi-user QKD network, in which different QKD prototypes were working together in a field-installed fibre network in Vienna [140].

7.3.6 Field Test of QKD

In real-life applications, Alice and Bob are often connected via field-deployed fibre network, which may include routers, switches, couplers, and other passive/active components. It is crucial to test QKD technique in the field deployed fibre. Muller, Zbinden, and Gisin successfully demonstrated the first QKD experiment outside the lab with polarization coding in 1995 [141, 142]. This demonstration was performed over 23 km installed optical fibre under Lake Geneva. (Being under water, quantum communication in the optical fibre suffered less noise.)

There is less control over the field deployed fibre than fibre in the labs. Therefore its stabilization becomes challenging. To solve this problem, A. Muller et al. designed the “plug & play” structure in 1997 [98]. A first experiment of this scheme was demonstrated by H. Zbinden et al. in the same year [143]. Stucki, Gisin, Guinnard, Robordy, and
Zbinden later demonstrated a simplified version of the “plug & play” scheme under Lake Geneva over 67 km telecom fibre in 2002 [74].

Recently, there have been several important field tests of various QKD systems, including a GMCS system [144], a decoy state QKD system [93], and an SSPD-based QKD system [92]. It would be interesting to see the performances of other lab-built QKD systems in field tests.

### 7.3.7 Finite Data Size

In many security proofs of QKD, it is assumed that a QKD experiment that is to be analyzed is part of an infinitely-long QKD experiment [50, 51, 61]. This is clearly unrealistic. All QKD experiments are performed with finite data size, and one needs to carefully consider its consequence.

The effect of finite data size for decoy state QKD has been recently looked into by some preliminary works [145, 146, 147] and a recent decoy state QKD experiment has incorporated a finite data size analysis [48]. It would be interesting to investigate the impact of finite data size on other QKD protocols.

### 7.3.8 Quantum Cryptography: Beyond QKD

Quantum cryptography is often considered as a “formal” name for QKD. However, quantum cryptography has several applications other than QKD. One example is quantum bit commitment, which received much attention in earlier 1990s. Unfortunately, its unconditional security was proved to be impossible [148, 149]. Another application of quantum cryptography, quantum coin tossing, receives noticeable recent interest [150, 151]. It will be interesting to search for more applications of quantum cryptography beyond QKD.
7.3.9 Who Really Needs Quantum Cryptography?

The study of quantum cryptography is heavily application-oriented. Therefore, a fundamental question is: Who really needs it rather than classical public key cryptography (e.g. RSA [3])?

The most significant advantage of quantum cryptography is the forward security. That is, if a classified message is appropriately encrypted with quantum cryptography, its distribution will stay secure as long as quantum mechanics is valid. In contrast, a classified message that is encrypted with RSA algorithm may stay safe only for a certain period of time. The length of this “secure period” is predictable only if the increase of computational power is predictable.

Quantum cryptography can be a favored choice for applications that require long-term information security. There can be a long list of potential (or maybe present) clients. Here we raise a few examples [152]:

- Government agencies. This includes intelligence, diplomatic, and military agencies. Often under the name of national interest, some information (like some pictures taken in Guantanamo Bay detention camp) is expected to be kept confidential for decades, during which such confidential information may be extensively distributed among different government agencies. Note that the Canadian census data are kept secret for 92 years [7]. Therefore, if we conducted a census in 2009, the data would not be released until 2101, which is the next century! Quantum cryptography can help keep these sensitive data secure during transmission.

- Financial institutes. Financial information is very sensitive and needs long-time confidentiality. Quantum encrypted links between financial institutes can substantially reduce the risk of leaking the clients’ information during communication.

- Health care providers. Health care records are being digitized gradually. Digital records of patients are often distributed between different health care providers to
facilitate medical treatments. The distribution of a patient’s health record may have to be kept secure for the life span of the patient, and quantum cryptography can certainly be of help.

Note that quantum cryptography is not the only method to guarantee unconditional communication security. It is not even the only solution to the key distribution problem. For a detailed discussion on the comparison between quantum cryptography and classical cryptography, one can refer to [152].
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