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ABSTRACT

The rapid expansion of low-density suburban areas in North America has led to new travel patterns that require transit services to be more flexible. Flex-Route transit service, which combines fixed-route transit service with elements of demand-responsive transit service, has emerged as a viable transit option to address the travel needs of the residents of these areas. Existing literature in this field, however, is limited and lacks any comprehensive analysis of Flex-Route planning, design and scheduling.

This research aims at exploring Flex-Route transit service to provide detailed guidelines for the planning and design of the service, as well as developing a new scheduling system for this type of unique service. Accordingly, the objectives of this research are: assessing the practicality of Flex-Route transit service in serving low-density suburban areas; identifying essential Flex-Route planning steps and design parameters; determining the feasibility and cost of replacing fixed-route transit with Flex-Route service; and developing a Flex-Route-specific dynamic scheduling system that relies on recent developments in computer and communication technologies.

In this regard, we develop an analytical model that addresses several design parameters and provide a detailed analysis that includes, among other parameters, finding optimal values for Flex-Route service area and slack time. Furthermore, the analytical model includes a feasibility and cost analysis that estimates the cost incurred by several stakeholders if Flex-Route service is chosen to replace fixed-route service.

The core of the scheduling system is a new developed algorithm – the Constrained-Insertion Algorithm- that exploits the powerful search techniques of Constraint Programming. The scheduling system can handle the daily operations of Flex-Route transit
services; it accepts daily (or dynamic) inputs and, in minimal time, produces very cost-effective and reliable schedules. Moreover, the scheduling system has the ability to be used as simulation tool to allow transit operators to assess the feasibility and performance of proposed Flex-Route transit services before implementation. The applicability of the analytical model as well as the performance of the scheduling system were subsequently evaluated and validated through process that included testing on a case study in the City of Oakville, Canada.
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1 INTRODUCTION

Public transportation has traditionally been designed to serve people in relatively dense urban areas, where travel patterns and volumes enable service along fixed routes to follow predetermined schedules. Recently, however, growth patterns and social changes in Canada and the United States have led to more dispersed demand and low density suburban developments. Suburban traffic congestion has also grown tremendously over the past two decades, causing much concern by various governmental and professional institutions. Accordingly, mobility planning has shifted from emphasizing the automobile to enhancing transit services and Transportation Demand Management (TDM).

These suburban land use and development patterns have several implications for how transit services are provided (Urbtran Associates Inc, 1999). Some of these characteristics include:

1. Demand is heavily peaked, and these peaks will be at different times of day. In a traditional central city, the mix of employment, retail, and service activity means that demand exists along a route throughout the day. In a suburban setting, an office park will have high employment-related peaks, whereas a shopping center will have midday and evening peaks. To maintain reasonable levels of service effectiveness, vehicles may need to serve different routes and service patterns at different times.
2. Suburban regions cover far more land area than traditional cities, which result in development densities that are lower than those of traditional urban centers.
3. The lower average densities of suburban areas means not only that fewer origins or destinations are within walking distance of any transit route but also that the distances traveled between points, on average, are longer. In addition, the lack of an interconnected street system results in less direct routings and more vehicle miles traveled to serve activities than in urban settings.
4. The greater setbacks of buildings from roadways means that more deviation off the primary route may be required

The impact of these suburban development patterns on North America’s transit industry has been significant. Where transit operators once had well-defined downtown cores and could provide networks that served them effectively, the environment within which
transit exists now includes multiple centers, lower overall densities, and multiple origin-destination pairs. Many urban transit providers are now faced with the problem of declining ridership on traditional fixed route services in low density suburban areas. As a result, most fixed route services in such areas are not economically viable for the transit provider. As such, there is a need for the transit service to adapt to these changes and find solutions to enhance the performance of transit services in the suburban areas.

Ridership levels on under-performing fixed transit routes in the suburban areas could be improved by adding more flexibility to the fixed route structure. Several flexible transit services have been introduced and examined throughout North America (Rosenbloom 1996, Koffman 2004). One of the most promising flexible transit services is Flex-Route transit service (or route deviation service). Flex-Route transit is a combination of fixed-route transit service and demand-responsive transit service. It is considered fixed-route in that it has an established route with a set of fixed stops and predetermined schedules. On the other hand, it is considered demand responsive in that its vehicles are allowed to deviate from the main route to serve point-to-point requests. If there are no requests for deviation, the service operates as a traditional fixed-route, fixed-schedule service.

Koffman’s study (2004) provided some of the operational experiences with flexible transit services in North America. The study showed that transit providers have been using flexible transit services throughout North America for decades. However, the current use of flexible transit services, including Flex-Route transit, is hindered by the fact that current experiences of flexible services are lacking in two aspects:

1. **Service planning and design:**
   Koffman’s survey showed that most flexible transit services are provided without service planning or using design guidelines. In fact, there is yet to be found a comprehensive guide of the design factors involved in the planning and design of Flex-Route services and their impact on the feasibility and operation of the service.

2. **Specialized scheduling systems:**
   The survey also revealed that most flexible transit services are scheduled and dispatched without the use of specialized scheduling methods for Flex-Route transit or the use of advanced technology for real-time operations. The few transit
providers who have scheduling systems use scheduling systems that are designed for demand-responsive services.

To address the needs of decision-makers in this field, there is a need for detailed guidelines to help transit planners and operators in determining the critical factors that should be considered when Flex-Route transit is provided. These guidelines should help answer such questions as: what improvements over fixed-route does the service bring? Which routes are candidates for implementing Flex-Route service? What are the optimal values of slack time, service area and fare structure? Furthermore, for this service to be effective there is a need for a scheduling system that is capable of handling such complex service both in static and dynamic settings. This scheduling system should be specific to the Flex-Route problem and can capture the unique elements of the service.

In this regard, this thesis is an attempt to advance the planning, design and scheduling of Flex-Route transit service including an assessment of its feasibility as a viable transit option in low-density suburban areas. It presents the results of a research project that aimed at providing a detailed guide of Flex-Route transit service planning and design, and developing an advanced scheduling and routing system that employs powerful algorithms to produce fast, cost-effective and reliable schedules. Throughout this thesis the following terms are used:

- **Flex-Route Transit Service**: Refers to a type of transit service that incorporates elements from both fixed-route and demand-responsive transit. It has a fixed-route component in that it has an established route with a set of fixed stops and predetermined schedules. The demand responsive component includes on-demand requests that need to be served door-to-door.

- **Door-to-Door Service**: The term door-to-door in this research refers to the process of picking up on-demand customers from their homes (usually in the morning) and transporting them to a fixed stop (usually the terminal). The same processes can be repeated in the afternoon, where on-demand customers can be picked up from the terminal and then dropped off at their homes. It should be noted that the term does not mean that an on-demand customer can be picked up from home and dropped off at a location other than a fixed stop during a single vehicle run.
• **Constraint Programming:** Is an emergent software technology originating in the Artificial Intelligence literature in the Computer Science community. It uses powerful algorithms to provide solutions for large problems, especially in the area of scheduling problems.

• **Slack Time:** The extra time added to the running time of a fixed transit route to incorporate on-demand requests.

### 1.1 POINT OF DEPARTURE - MOTIVATING SCENARIO

The primary motivating scenario for this research involves a hypothetical transportation engineer/planner who is responsible for monitoring and evaluating the transit operations for a local transit service provider in a typical North American city. The engineer is faced with the problem of declining ridership on one or more fixed transit routes in a suburban area in the city. The engineer is looking for solutions to this problem, and wants to improve the service by increasing the ridership, while not compromising the level of service for the current transit users.

Furthermore, the improvement in the service must take into consideration the effect of the changes in the service on all the stakeholders involved such as existing transit riders, potential riders and the service provider. In order to study the available options for improving the service, the engineer must rely on a diverse body of knowledge. This knowledge is not only compiled within some design guidelines, but also in the form of best practices by other service providers facing the same problem. Transit analysts face such scenarios quite frequently recently due to the deteriorating performance of fixed-route transit in suburban areas.

The engineer decided that Flex-Route transit service is an attractive option to improve the performance of the transit service. Since the evaluating, planning and scheduling of Flex-Route service is very different from fixed-route transit, the engineer wants a clearly-defined guide for the evaluation and planning process as well as a scheduling system that can be used to schedule this type of service. The scheduling system must be reliable, fast, effective, and easy-to-use user interface.
1.2 OBJECTIVES

The mission of this research is to advance the application of Flex-Route transit service by investigating the planning, design and scheduling of the service. This requires recognizing the necessary steps needed in the planning of the service while also identifying the service design parameters and their effect on the service. It also requires building a blueprint for a decision support system (DSS) that can handle the operation of this service in practice, and make use of the recent developments in advanced technology. One of the core components of the decision support system is the scheduling system, which is used to produce cost-effective schedules in both static and real-time operational environments.

The exploration of this scarcely researched field, especially in recent years, is a major endeavour. This dissertation focuses on developing a practical understanding of Flex-Route service; the reasons behind the introduction of flexible transit services; the best practices for the service; the design parameters for the service; the existing scheduling algorithms; the use of advanced technology; and other topics. In essence, the research has four main objectives which are listed below.

1. Identifying the reasons behind the introduction of Flex-Route transit service as a viable transit option in low-density suburban areas.

This objective aims at reviewing the history and the reasons behind the introduction of flexible transit services in general with special attention given to Flex-Route service. Some of the most successful Flex-Route transit services in North America are reviewed and analyzed to find out the reason behind their success. The design and performance of these services is reviewed to find out the critical design factors that could have a substantial effect on the operation of the service.

2. Identifying the critical service design parameters of Flex-Route service and their effect on the service.

Although conceptually simple and attractive, Flex-Route transit service is much more difficult to plan and design than regular fixed-route transit service or demand-responsive transit. There is currently a lack of service planning and design guidelines for Flex-Route transit service. Experience from flexible transit providers (Rosenbloom 1996, Koffman 2004)
showed that most flexible services providers do not follow a systematic manner of planning and designing their Flex-Route services. This objective aims at creating a clearly-defined guide for the service design parameters in the Flex-Route service, the interaction among these parameters, and the effect of the service on the fixed-route component of the service. The research also looks into the feasibility and cost of the service on several stakeholders involved in Flex-Route service including regular fixed-route customers, on-demand customers and the service provider.

3. Building a blueprint for a Decision Support System (DSS) to support the operations of Flex-Route transit service.

This part of the research focuses on the development of a blueprint for a new real-time decision support and scheduling system (REFLEX) for the operations of Flex-Route transit service. Key features of this DSS system include:

- The system includes a ready-to-use scheduling mechanism for Flex-Route service which transit agencies can use to produce reliable, cost-effective schedules both in static and dynamic environments.
- The proposed scheduling and routing methodology is developed using a new technique from the field of Artificial Intelligence, namely Constraint Programming.
- A model of the system is developed in a Geographic Information System (GIS) platform including the bus routes and timetables. Individual on-demand requests are input to the system.
- The system blueprint uses advanced communication technologies to boost the applicability of Flex-Route service in terms of producing the most cost-effective, reliable, real-time schedules that will enhance the productivity and performance of Flex-Route service. Such technologies include Automatic Vehicle Location (AVL) and Mobile Data Terminals (MDT).
- The system could also work as an experimental tool for transit agencies to analyze the impact of providing Flex-Route services and their expected performance before implementation.
4. **Building a routing and scheduling algorithm for Flex-Route service using advanced Constraint Programming algorithms.**

This objective aims at developing an advanced scheduling algorithm based on constraint Programming, which originates in the Artificial Intelligence literature in the Computer Science community. The scheduling methodology is developed by exploiting the powerful search techniques of Constraint Programming. Fixed-route transit schedules and routes and individual requests for travel are input into the scheduling algorithm to determine the optimal itineraries and schedules. The scheduling algorithm will be able to handle cases of static and dynamic Flex-Route operations. In real-time environments, the scheduling algorithm will be able to produce schedules in a very short time when a real-time request is received.

1.3 **THESIS SCOPE**

Five major decisions were made early on to define the scope of this study. These decisions are based on the following categories (see Figure 1-1):

1. **Type of flexible transit service:**
   Transit services that combine elements from both conventional fixed-route services and demand-responsive services have many different structures and forms. It is not infeasible to study and analyze all or most of the issues of flexible transit services found in practice. However, doing so requires an enormous amount of time and effort due to the vast disparities between the services. Thus, a decision was made to limit the scope of the thesis to Flex-Route transit service since it is the most commonly-used flexible transit service found in practice throughout North America.

2. **Service for the general public vs. service for the elderly and disabled:**
   Flex-Route transit service could be used as a service for two groups of people: the general public and the elderly/disabled. In this research, the focus of the study is not to replace the existing demand-responsive service of the elderly and disabled; rather, it is intended as an enhanced transit service to attract the general public to use transit. Specifically, the objective of the service is to attract people who use...
other modes of transportation to use transit by offering more flexible operations of the service, where people will be able to use the service door-to-door.

3. **Static vs. dynamic scheduling:**

A GIS-based decision-support system is developed in this research for the scheduling and dispatching of Flex-Route transit service. The GIS-based support system aides in routing and scheduling the on-demand aspect of the service within the bounds of the fixed-stop schedule constraints. Developing a system that is capable of handling the operation of Flex-Route service in both static and dynamic settings is a tough task since it requires different algorithms for each setting. However, real-time operations could be a major portion of any Flex-Route transit service given the advancements in communication technologies. Thus, a decision is made that scheduling system should include a real-time scheduling algorithm that can handle dynamic operations of the service.

4. **New service vs. replacement service:**

Flex-Route transit service could be introduced for different reasons and under different circumstances. It could be introduced as a new service in an area that did not have any kind of transit service before. It could also be introduced as a replacement of either a fixed-route or demand-responsive transit services for different reasons. In this research, we focus on the case where Flex-Route transit is replacing an existing fixed-route transit service in a suburban transit area to improve the ridership and performance of the service. This is necessary to unify the analysis and make it more concise and focused.

5. **Simulation tool:**

The decision support system can be used for real-world operations of Flex-Route transit services. It will be able to provide daily and real-time schedules and routes of the service. However, the scope of the decision-support system includes also using it as a simulation tool to help make decisions on providing Flex-Route transit service. In several cases, the transit service provider may need to study the
possible impacts of introducing Flex-Route service before implementation. For example, the service provider may want to choose which fixed routes to be replaced by Flex-Route transit service out of several available options. Conducting a simulation on these routes will help the decision-maker better understand of the possible impacts and performance of the service.
Figure 1-1 Scope of the research
1.4 LIMITATIONS

The following lists the main limitations of this research:

1. The research focuses on the planning, design, operation and scheduling of Flex-Route transit service only. It does not include investigating these issues for other types of flexible transit services.

2. The analytical model developed for the service design process considers primarily an ideal grid street network. Other types of street networks are beyond the scope of this study.

3. The research does not include any formula for estimating the potential demand for any Flex-Route service. It is assumed that the service provider has the ability to estimate potential new demand using methods such as stated-preference surveys.

4. The scheduling system does not guarantee that each on-demand request will be accepted. This is due to the fact that the assigned slack time might not be enough to accommodate all requests.

5. The scheduling system does not guarantee optimal solutions when solving the problem since the Flex-Route problem is an NP-hard problem.

6. The scheduling system will be able to provide schedules for Flex-Route transit operations only. Other types of flexible transit services are not addressed in this research.

1.5 THESIS ORGANIZATION

This thesis is organized into seven chapters. Chapter two is a literature review that starts by reviewing the history and development of demand-responsive transit service. The chapter then introduces the reader to the concept of flexible transit services and gives a succinct overview of the different types of flexible transit services. This review leads to a discussion of Flex-Route transit service and its various elements. The review includes some of the most successful applications found in practice and in the literature. The chapter concludes with a review of the vehicle routing and scheduling problem and the efforts to solve the problem in both static and dynamic environments.
Chapter three presents the first component of this research: an analytical model for the planning and design of Flex-Route transit service. The chapter begins by providing some guidelines on the planning of Flex-Route transit service. Following that, an analytical model that covers the design parameters of Flex-Route transit is presented, including the modifications that need to be made to the fixed-route structure to allow for the provision of Flex-Route operation. The chapter proceeds to discuss the costs incurred by several stakeholders involved in the service such as the transit operator and the fixed-route users, and what strategies can be implemented to alleviate this cost. Following that, two methods for monitoring the performance of Flex-Route transit are presented. Finally, the chapter concludes by conducting a sensitivity analysis of the service design parameters.

Chapter four presents the Flex-Route scheduling methodology used in this research. The chapter begins by introducing the concept of Constraint Programming, which is a core component of the scheduling system for Flex-Route service built in this work. The origins of Constraint Programming and its formulation are introduced as well as the algorithms used in Constraint Programming with special attention given to the difference from mathematical programming. The chapter then gives an overview of the blueprint of the proposed decision support system for the operations of Flex-Route transit service with its various sub-systems. The chapter then introduces the proposed scheduling methodology developed for Flex-Route transit service. This includes separate algorithms for dealing with the static and dynamic version of the Flex-Route problem.

Chapter five presents an evaluation of both the analytical model and the scheduling system. Two case studies were used to validate the scheduling system performance as well as the validity of the analytical model developed in Chapter three. The chapter also includes a sensitivity analysis of the different design parameters and their influence on the results.

Chapter six presents an analysis of a case study of Flex-Route transit service in a suburban area. The case study evaluates the feasibility of Flex-Route service if it were to replace an existing fixed-route transit service in the suburbs of the Greater Toronto Area. The analysis includes evaluation of the performance of both systems and gives some
recommendations on what factors contribute to a successful Flex-Route transit system. Finally Chapter seven presents a summary and conclusions of this work.
2 LITERATURE REVIEW

2.1 CHAPTER OVERVIEW

This chapter presents an analytical review of the main topics that are addressed in the research; flexible transit services, Flex-Route transit service design, and Flex-Route service routing and scheduling. The chapter begins by reviewing some of the problems facing suburban transit in North America and the proposed solutions to these problems throughout the years. The chapter then proceeds to review the history and development of demand-responsive service and the reasons behind the recent growing demand for the service. Following this review, a concise introduction to flexible transit service is given, identifying the different types of flexible transit services found in practice. This review leads to the discussion of the concept of Flex-Route transit service, which includes a review of the work done to tackle the design of the service. The discussion then leads to reviewing the vehicle routing and scheduling problem and the efforts to solve the problem in both static and dynamic environments. A discussion of the importance of advanced technologies in the scheduling of Flex-Route service follows. The chapter concludes by identifying the limitations of the existing research in terms of Flex-Route service design and scheduling, which is addressed in this thesis.

2.2 DEMAND-RESPONSIVE TRANSIT

Demand-responsive transit service (DRT) is an alternative travel method to personal vehicles, carpool/vanpool and regular transit service. The DRT concept was introduced to improve the transportation accessibility for the elderly and persons with disabilities as well as to those who live in small rural areas where transit demand is almost non-existent. In larger urban areas in the United States, such service is often provided as a complementary paratransit service required by the Americans With Disabilities Act (ADA). In smaller communities, DRT may be provided as a replacement of fixed-route service or to supplement other transit service, and may be available to the general public rather than a subset such as the elderly and persons with disabilities. In rural areas, demand-responsive service may be the only service available, and it may only be offered on certain days of the week or even month.
Demand-responsive transit, which is often-called Dial-A-Ride service, is comprised of a number of customer requests that need to be served door-to-door or curb-to-curb by a set of DRT vehicles. The service operates in response to users’ requests, which vary from day to day with the routes and schedules of the vehicles varying accordingly. Thus, a specific vehicle route will change daily based on the number of assigned customers and their pick-up and drop-off locations (see Figures 2-1 and 2-2 for illustrations of fixed-route and demand-responsive transit services).

Although demand responsive transit systems have been in existence for a long time in several cities around the US and Canada, serious research into larger-scale demand-responsive transit did not start until the 1960s. The most intensive academic research into demand-responsive transit was at MIT starting in 1970, in the well-known project CARS. The work resulted in heuristic algorithms and a demonstration project by Wilson and Colvin (1977). The growth of (DRT) began in the late 1970’s and early 1980’s with large demonstration projects developed in Rochester, NY and Santa Clara County, CA among others. These early systems failed to meet expectations due to low demand requests and to deficiencies in communication and computer technology to effectively manage such systems (Lave, Teal, and Piras, 1996).

The popularity of DRT service in the late 1970’s and early 1980’s brought much interest among transit authorities and academics to evaluate the concepts and develop innovative DRT systems. Numerous studies have been conducted on this subject (Hall 1970; UMTA 1974; Louviere 1979; Demetsky et al. 1982; Jeffrey Parker and Associates 1991; Miller 1989). These studies revealed that providing DRT service to the general public is too expensive.
Figure 2-1 Illustration of a typical fixed-route transit line
Figure 2-2 Illustration of a typical DRT service
In terms of system design, analytical models for predicting fleet requirements, system capacity and quality of service measures are developed by Fu (2003) for specific operating conditions. According to Fu, most paratransit services have a fleet of various types of vehicles because decisions on the types and number of vehicles are typically made on ad-hoc basis. In his study, Fu proposed a heuristic procedure for obtaining optimal fleet mix for specific operating conditions and the objective is that of maximizing the system’s efficiency. Karlaftis (2005) developed an operational-level mathematical model that jointly determines paratransit service frequencies and vehicle types, both constrained by allowable frequencies. An application of the model to the Athens 2004 Olympics scenario and corresponding results are presented and discussed. Aldaihani and Dessouky (2003) proposed a heuristic algorithm that provides an approximate solution to reduce the vehicle miles of the on-demand vehicles while not significantly reducing the customer service level.

Sandlin and Anderson (2004) presented a procedure for calculating a serviceability index (SI) for DRT operators based on regional socioeconomic conditions and internal operation data. The SI can be used to evaluate and compare DRT operations. A survey by Palmer et al. (2004) involving 62 transit agencies showed that the use of paratransit computer aided dispatching (CAD) system and a specialized agency for service delivery provide a productivity benefit. Diana et al. (2006) studied the problem of determining the number of vehicles needed to provide a DRT service with a predetermined quality for the user in terms of waiting time at the stops and maximum allowed detour.

Other studies include a study by Quadrifoglio et al. (2008a) who used simulation methods to investigate the effect of using a zoning vs. a no-zoning strategy and time window settings on performance measures such as total trip miles, deadhead miles and fleet size. They identified quasi linear relationships between the performance measures and the independent variable, either the time-window size or the zoning policy. Other research tried to examine the sustainability and environmental effects of DRT services. Dessouky et al. (2003) demonstrated through simulation that it is possible to reduce environmental impacts substantially, while increasing operating costs and service delays
only slightly for the joint optimization of cost, service, and life cycle environmental consequences in vehicle routing and scheduling of a DRT system.

2.3 FLEXIBLE TRANSIT SERVICES

In the urban transit context, most bus transit systems fall into two categories: fixed-route transit (FRT) and demand-responsive transit (DRT) systems. Fixed-route bus systems are much more cost efficient (from the operator’s perspective), due to the relatively large passenger loading capacity of the buses and the consolidation of many passenger trips onto a single vehicle (ridesharing). However, compared to the private automobile, they have major deficiencies as the general public considers the service to be inconvenient because of its lack of flexibility. Moreover, the total trip time is perceived as being too long, and for longer trips there is often a need of transfers between vehicles. DRT systems, as discussed in the previous section, provide the flexibility desired by the customers, but they tend to be much more costly; therefore, they are largely limited to specialized operations such as the elderly and disabled.

Thus, both practitioners and researchers have been looking for a transit service that combines the cost-efficiency of fixed-route transit and the flexibility of DRT. Their efforts started in the 1960s, when several types of services that combine features of both conventional fixed-route service and demand-responsive service were proposed. One of the earliest documented experiments, reported by Flusberg (1976), is the Merrill-Go-Round in Merrill, Wisconsin, which used a “point deviation” mode of operation. The service, which is still in operation, is comprised of vehicles that serve some demand-responsive requests within a specified zone, while also serving a limited number of fixed stops within the zone without any regular path between the stops. People who use the service as demand-responsive customers pay higher fares than those who use the fixed stops. Currently, demand-responsive customers pay $2 for one trip compared to $1 for customers who access the service through the fixed stops.

Another reason why transit providers were turning to flexible transit services in the United States was the passage of the Americans with Disabilities Act (ADA) in 1990, which has brought forth new and greater responsibilities for transit agencies. With the law mandating that certain disabled persons must be provided complementary paratransit
service at a nominal cost, public transportation providers were suddenly faced with the challenge of providing traditional fixed-route transit service while also serving individuals with disabilities. Consequently, there has been a notable and steady increase in the demand for paratransit by disabled people in the post-ADA era in the United States. Since the cost of providing accessible paratransit is definitely higher than the cost of accessible fixed route, the increased demand for paratransit was burdening transit agencies in the United States (Balog, 1997). This has led a number of transit providers to look for new options to encourage paratransit riders to use fixed route services. Most of these options are centered on improving the level of service of fixed route operations and making them more accessible to individuals with disabilities (Balog, 1997).

2.3.1 Types of Flexible Transit Service

A survey conducted by Koffman (2004) for the Transit Cooperative Research Program (TCRP) reported that flexible transit services can be categorized into six major service types as illustrated in Figure 2-3; these categories are:

1. Route deviation (Flex-Route) transit service

   In this type of service, vehicles operate on a regular schedule along a well-defined path, with or without marked bus stops, and deviate to serve demand-responsive requests within a zone around the path. The width or extent of the zone may be precisely established or flexible.

2. Point deviation

   In point-deviation service, vehicles serve demand-responsive requests within a zone and also serve a limited number of stops within the zone without any regular path between the stops.

3. Demand-responsive connector service (DRC)

   In demand-responsive connector service, vehicles operate in demand-responsive mode within a zone, with one or more scheduled transfer points that connect with a fixed-route network. A high percentage of ridership consists of trips to or from the
transfer points. In most cases, the service operates as an FRT service during daytime and switches to a demand-responsive connector type of service during evenings, nights or early morning, when the demand is lower.

4. **Request stops**

   In request stop flexible service, vehicles operate in conventional fixed-route, fixed-schedule mode and also serve a limited number of defined stops near the route in response to passenger requests. (Request stops differ from flag stops in not being directly on the route.)

5. **Flexible-route segments**

   In this service, vehicles operate in conventional fixed-route, fixed-schedule mode, but switch to demand-responsive operation for a limited portion of the route.

6. **Zone route**

   In zone route flexible service, vehicles operate in demand-responsive mode along a corridor with established departure and arrival times at one or more end points.

   Other terms have been applied in the past to some of these services. For example, demand-responsive connector service has been called “demand-responsive feeder service”. Individual transit systems call these services by many different names and do not follow any standard naming practice. These categories are useful in describing the flexible services operated by most transit systems that use such service. However, other designs are possible, as are many variations on the basic categories described above.

   Table 2-1 provides the number of each type of these services as reported in the survey. As shown in the table, Flex-Route transit service comprises the majority of flexible service in practice. In Koffman's survey (2003), 12 of the 24 transit agencies that used flexible transit service were using Flex-Route service as their method of operation. Demand-responsive connector occupied the second place with 6 transit agencies using it as their flexible method of operation. Some experiences on Flex-Route transit service are discussed in the next section.
Figure 2-3 Flexible transit service categories (Source: Koffman, D. (2004). TCRP, Report 53)
### Table 2-1: Number of transit systems using each type of flexible transit service

<table>
<thead>
<tr>
<th>Type of Flexible Service</th>
<th>No. of Transit Systems</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flex-Route (route deviation)</td>
<td>12</td>
</tr>
<tr>
<td>Point deviation</td>
<td>3</td>
</tr>
<tr>
<td>Demand-responsive connector</td>
<td>6</td>
</tr>
<tr>
<td>Request stops</td>
<td>4</td>
</tr>
<tr>
<td>Flexible route segments</td>
<td>2</td>
</tr>
<tr>
<td>Zone route</td>
<td>1</td>
</tr>
</tbody>
</table>

Source: Koffman (2004)

Specific work on demand-responsive connector service (DRC) has been conducted by Cayford and Yim (2004). The authors surveyed the customers’ demand for DRC in the city of Millbrae. They also designed and implemented an automated system used for the DRC services. The service uses an automated phone-in system for reservations, computerized dispatching over a wireless communication channel to the bus driver and an automated call-back system for customer notifications. Some flexible transit services involve checkpoints. Daganzo (1984) describes a flexible system in which the pick-up and drop-off points are concentrated at centralized locations called checkpoints.

Other ideas of combining DRT with FRT include a hybrid flexible service where demand-responsive vehicles are used to provide passengers with access to a fixed-route stop to further continue their trips using the fixed-route service. Clearly, the DRT system as opposed to a hybrid system minimizes the travel time for the passenger. However, shifting some of the demand to fixed routes may alleviate some of the demand pressure for the on-demand vehicles caused by ADA requirements. Some of the work in this field includes that of Aldaihani et al. (10), Liaw, White, and Bander (1996), and Hickman and Blume (2000). Aldaihani et al. (2003) developed an analytical model that aids decision makers in designing a hybrid grid network that integrates a flexible demand responsive
service with a fixed-route service. Their model is to determine the optimal number of zones in an area, where each zone is served by a number of on-demand vehicles.

Other efforts include that by Cortés and Jayakrishnan (2002) who proposed and simulated one type of flexible transit called High-Coverage Point-to-Point Transit (HCPPT), which requires the availability of a large number of transit vehicles. Khattak and Yim (2004) explored the demand for a consumer oriented personalized DRT (PDRT) service in the San Francisco Bay Area. About 60% of those surveyed were willing to consider PDRT as an option, about 12% reported that they were “very likely” to use PDRT. Many were willing to pay for the service and highly valued the flexibility in scheduling the service.

### 2.3.2 Flexible Transit Service Benefits

The growing interest in flexible transit service led transit operators to test the new service and report its effectiveness. One benefit of introducing flexible transit services is the increase in ridership volumes. Several agencies reported a steady increase in their ridership levels when fixed-route transit service was modified to flexible service as in the case of Merrill-Go-Round transit in Merrill, Wisconsin (Smith, 1998), and Peninsula Transit in the cities of Hampton, Newport News and York County (Durvasula, 1999).

Other benefits of introducing flexible transit service is a more cost-effective and integrated service for people with disabilities such as Peninsula Transit (Farwell, 1998), and as reported in the TCRP Report 53 (Koffman, 2004), evaluating the transit operations for people with disabilities. Another major benefit of flexible transit service is to be used as part of the toolkit to help transit operators address suburbanization and dispersed travel patterns (Potomac and Rappahannock Transportation Commission 2003, Rosenbloom 1996). Other benefits of the flexible transit service include: combining the regularity of fixed-route service with the flexibility of demand-responsive services (Loukakos, 2000), serving areas with demand densities too high for door-to-door services but not high enough for fixed-route service (Pratelli, 2002) and making transit more attractive to “choice” riders who have another mode of access (Potomac and Rappahannock Transportation Commission 2003). Rosenbloom (1996) interviewed 40 transit systems with flexible service and found that most of them had adopted flexible services as a way
to remove or reduce the need to provide complementary paratransit mandated by the Americans with Disabilities Act (ADA).

As mentioned in the objectives of this research, the primary focus of this study is on Flex-Route transit service (or route-deviation transit service). Thereby, the next section looks into Flex-Route transit in more detail, defining some of the elements of this service.

2.4 **Flex-Route transit service**

Flex-Route transit (also referred to as route-deviation) is an innovative public transportation approach in which service is provided at fixed stops on a predetermined schedule, while also providing “on-demand” service to customers between the fixed stops. It is a hybrid of conventional Fixed-Route transit and demand responsive transit services. It is considered conventional transit in that it has an established route with a set of fixed stops and predetermined schedules. On the other hand, it is considered demand responsive in that its vehicles are allowed to deviate from the main route to serve door-to-door requests. If there are no requests for deviation, the service operates as a traditional Fixed-Route, fixed-schedule service.

Although the concept of Flex-Route transit as an innovative transit service has been around since the late seventies, its implementation has not been widespread. Until very recently, implementation of Flex-Route transit service by transit agencies was limited to rural and small urban areas due to the complexity of scheduling such a service in urban and suburban areas. However, with the advent of new information technologies the tools now exist to implement route deviation in urban and suburban areas. Flex-Route transit has proven to be much more difficult to plan, design, schedule and operate than regular transit and paratransit. Flex-Route service has to maintain a balance between the needs of the two main groups of riders - the regular transit users who access the service at the established fixed stops and the users who use the service as on-demand customers.

Under normal conditions, each transit vehicle should arrive at each fixed stop before the published departure time at that stop for reliability issues. On the other hand, demand-responsive users need to be served door-to-door during the operation period of the fixed-route service. These requests could be known in advance or requested in real-
time and have a specific time window in which to be served. The service vehicles start operating at a specified departure time from the first stop and travel along the predefined route, with a predetermined headway between the consecutive vehicles until the end of the daily operation period.

The created schedule should comply with the Fixed-Route constraints that the service vehicle must be at the fixed stops before the published departure time, while trying to maximize the number of demand-responsive requests that could be accommodated given the available slack time. Another important aspect of this problem is trying to minimize the system cost, in terms of the total distance (time) traveled by all vehicles.

One of the key service design issues in operating flexible transit is determining how much scheduled operating time needs to be reserved as slack time to accommodate demand-responsive service requests. Slack time is the extra time reserved for deviated requests (static and dynamic) in the schedule. The research in this area is very scarce. The only notable work in this area is that done by Fu (2002), who developed an advanced mathematical model for finding the optimal slack time, which is discussed later in this section. Fu's analysis provided some insights into various issues that may arise in designing a Flex-Route service.

A significant challenge to the implementation of Flex-Route transit has been the complexity inherent in the design process. Some of the key design parameters in Flex-Route transit service are: service area size (the area between fixed stops where deviations are permitted), and slack time distribution (the method used to distribute among zones the total “slack” time built into the schedule to allow for deviations), and the effect of the demand-responsive operations on the fixed-route portion of the service such as the effect on the headway, fixed stops spacing and vehicle operations. The following section provides some of the few efforts that studied the flex-service design problem.

2.4.1 Flex-Route Transit Service in the Literature

2.4.1.1 Optimal Slack Time (Fu, 2002)

One of the most ambitious efforts that deal with the design of Flex-Route transit services is the one conducted by Fu (2002). In his work, Fu presented a theoretical
investigation of various issues involved in the planning and design of Flex-Route transit services. The author’s analytical model was set under an idealized operating environment with the objective of determining the optimal slack time that should be allocated to a Flex-Route segment. The optimization objective is to minimize the total net cost that would be incurred by the different stakeholders including the operator as well as the regular and DRT passengers.

It should be noted that in Fu's model, the on-demand passengers are not the general public; rather he assumed that the on-demand passengers consists only of passengers who under normal circumstances use DRT. To perform his analysis, Fu relied on some assumptions, which include:

- Both fixed-route and paratransit services are provided by the same operator. All paratransit trips need to be accommodated either by the Flex-Route service or by a specialized paratransit service.
- The Flex-Route service is to be operated within a rectangular service area of length \(l\) and width \(2w\). The service area is covered by a uniformly distributed grid road network with a link travel speed of \(v\) (see Figure 2-4).
- The main route of the Flex-Route service is located at the middle of the zone and includes one route segment (or one service zone) between two fixed stops (A and B). Any service vehicle departs from A and B at pre-scheduled departure times. The difference between the departure times at B and A is the scheduled running time, denoted as T, which is also defined as the analysis period in this study. To accommodate possible deviations, the scheduled running time (T) must be greater than the direct running time between the fixed stops \(T_0\).
- The difference between the scheduled running time (T) and the direct running time \(T_0\) is called slack time \(\Delta\) where \(T = T_0 + \Delta\).
- There are \(N_p\) paratransit stops that are expected during the analysis period (T). These deviated stops are to be serviced during the service headway. The stops are uniformly distributed over the service zone.
- There are \(N_t\) general public transit riders traveling from A to B for each Flex-Route trip. Both transit and paratransit demands are perfectly inelastic, that is, they are not affected by service quality.
The model’s objective function is defined as to minimize the total operator and user costs. The problem of identifying the optimal slack time was formulated as a linear programming problem (LP). Then, an equation was derived for the relationship between the number of feasible deviations and various system parameters such as slack time, zone size and dwell time. Based on the analysis, the author concluded that the optimal slack time should be determined with a consideration of the trade-off between the savings that can be achieved from serving paratransit riders and the inconvenience that may result to the transit users. Also, Fu concluded that the critical factors that should be considered include level of paratransit demand, zone size and paratransit dwell time.

Moreover, in case the problem is just to distribute a given amount of slack time to individual route segments, Fu concluded that the distribution scheme should consider paratransit demand and zone size. If the distribution objective is to maximize the total number of feasible deviations, the optimal distribution method should be based on the product of the expected paratransit demand and the average additional time that is required to visit a deviated stop. Another important finding is that idle time at a fixed stop in the middle of a Flex-Route has a negative impact on those riders who are already
on the bus and are heading to a destination beyond the fixed stop. This finding suggests that the Flex-Route concept might be viable only with a minimal number of fixed stops.

2.4.1.2 A Multi-objective Optimization Model

Few researchers tried to investigate the impact some of the Flex-Route design parameters on the performance of the service. Smith and Demetsky (2003) explored two of the key design parameters in the Flex-Route service: service zone size (the area between fixed stops where deviations are permitted), and slack time distribution (the method used to distribute among zones the total “slack” time built into the schedule to allow for deviations).

The researchers used data from the Hampton Roads Transit (HRT), an agency that was considering the introduction of Flex-Route service in the Peninsula region of Virginia, USA. In addition to traditional fixed-route service, HRT also provides paratransit services, HandiRide, for the disabled under the ADA mandate. Two of HRT’s existing fixed routes were chosen to serve as the routes for Flex-Route service in the study. The two routes were chosen in consultation with the HRT management. Fixed stops with low ridership were eliminated from the two routes. Each route retained up to a maximum of five major fixed stops. The schedules at these stops were changed to incorporate some slack time between the stops to allow for deviation.

The researchers considered three service zones’ distances in their research: 400m, 800m, and 1,200m (1/4, 1/2, and 3/4 mile). The next step was to determine the best way to distribute the slack time among a route’s service zones. In the study, two approaches to slack time distribution were considered:

- Slack time distribution as a weighted average of the non-stop travel time between the two fixed stops of a zone (SDWR), and
- Slack time distribution as a weighted average of the total number of origins and destinations of ADA certified trips from HandiRide logs (SDNP).

The authors used two different cost functions to study the effect of the design parameters on the cost incurred by both the users and the operator. The maximum feasible deviations per hour was chosen as the performance measure from the perspective
of a Flex-Route provider, while the cumulative unused slack time remaining at all fixed stops per route was chosen as the performance measure from the perspective of a customer using the Flex-Route service.

After performing the analysis, the authors concluded that for a constant slack time, as the area of the service zone is increased, the number of feasible deviations that can be accommodated decreases because of the likely wider dispersion of the on-demand trip locations. However, the excess slack time left over increases with the reduction in service area. Thus, it was found that the objectives of maximizing feasible deviations and minimizing unused slack time are conflicting and sensitive to the design parameters and a trade-off between the two conflicting objectives needs to be made.

2.4.1.3 Other Research Efforts

Other researchers tried to approach the Flex-Route design problem from a different angle. One of the interesting approaches to the problem is the study by Quadrifoglio et al. (2006). In the study, the authors developed a mathematical formula to set bounds on the maximum longitudinal velocity. The formula is used to evaluate the performance and help the design of Mobility Allowance Shuttle Transit (MAST) in Angeles County, California. The line operates as a regular fixed-route bus system during the day but switches to a MAST service during the night.

The authors argued that the main purpose of these services should be to transport customers along a primary direction. The velocity along this direction should remain above a minimum threshold value to maintain service attractiveness for customers. The authors use continuous approximations to compute lower and upper bounds on the longitudinal velocity. The resulting narrow gap between them under realistic operating conditions allows the authors to evaluate the service in terms of velocity and capacity versus demand. The results show that a two-vehicle system, with selected widths of the service area of 0.5 miles and 1 mile, is able to serve, respectively, a demand of at least 10 and 7 customers per longitudinal mile of the service area while maintaining a reasonable forward progression velocity of about 10 miles/hour. The relationships obtained can be helpful in the design of MAST systems to set the main parameters of the service, such as slack time and headway.
All the aforementioned studies focused on the theoretical side of the problem suggesting that flexible transit service could be an effective transit solution to many low-demand urban areas. However, these studies did not provide guidelines on how to implement such services or the conditions under which flexible transit service could be provided. They also did not provide a deep and comprehensive analysis of the factors involved in providing flexible transit service.

2.4.2 Flex-Route Transit Service in Practice

As mentioned earlier, in the report by the TCRP that summarized the operating experiences of several transit operators across the United States and Canada that implemented flexible transit services, 12 of the 24 surveyed agencies used Flex-Route transit service. The following are some past and current experiences of Flex-Route transit service in North America.

2.4.2.1 Madison, Wisconsin

Madison Metro, the transit agency for the City of Madison, Wisconsin, currently operates a service route system with eight routes that are "fixed," with published routes and schedules. The eight routes run on 60-minute headways. The system provides deviation service to ADA-eligible customers that are within 3/4 mile of the fixed route. Currently, about 2.5 passengers per hour are being served by deviations. A request for deviation must be made by 4:30 p.m. the day before the intended trip. In restructuring their system for the service route concept, most "flag stops" were eliminated; i.e., signs for stops were removed. A few fixed stops were kept as time checks. In performing a deviation, a bus must return to the fixed route at or before the next time check. They intend to provide "real-time" deviation service (requests to be considered up to one hour ahead of service) with future upgrades to their current scheduling software, which is developed by Trapeze, Inc.

2.4.2.2 Potomac and Rappahannock Transportation Commission (PRTC), Virginia

PRTC was created in 1986 to develop and operate transit services in a rapidly growing suburban area approximately 20 mi southwest of Washington, D.C. Until 1995,
PRTC’s services consisted of express commuter bus and commuter rail service, primarily into Washington, and a rideshare matching program. OmniLink service was begun in 1995 in response to requests for local transit service. PRTC determined that conventional transit service would not be attractive to riders in its low-density service area. The area has grown rapidly in recent decades, with pockets of development connected by an irregular and often circuitous road network. The area has no downtown and no major travel pattern focus other than Washington, D.C. An affordable transit route network would not reach many residential areas. Streets often lack sidewalks, so that walking to bus stops would be difficult.

In addition to noting these difficulties, PRTC realized that providing conventional local transit service would also bring with it a requirement to provide ADA-complementary paratransit service. The Flex-Route concept was seen as resolving these difficulties. The deviation component made it possible to provide service throughout the service area, as well as to combine service for the general public and people with disabilities. The deviation component also addressed the difficulty of customers walking to bus stops along streets without sidewalks. A further attraction of Flex-Route service was that it responded to a desire by human services agencies in the area for additional capacity to serve their transportation-disadvantaged clients.

PRTC operates a network of Flex-Route transit services as the exclusive local mode for its low-density service areas as a cost-effective alternative to providing both fixed-route and paratransit services. PRTC serves the counties of Stafford and Prince William in the outer Virginia suburbs of Washington, D.C. PRTC describes the service as “Flex-Route” and uses the service name OmniLink. The system was formally deployed in October 1997 using intelligent transportation systems (ITS) technologies such as automatic vehicle location (AVL) systems, computer aided dispatch (CAD) software, Mobile Data Terminals and a proprietary routing and scheduling software developed by Trapeze, Inc. PRTC claims that it has saved "roughly 50 percent from the cost of operating both fixed route and paratransit services, or an estimated $560,000 in annual operating savings" (ITS America News, 1997).

PRTC operates Flex-Route service on five routes using 13 peak vehicles. On each route, buses stop at marked stops and can also deviate up to three-quarters of a mile on
either side of the route in response to service requests. Three-quarters of a mile is the same distance as in the ADA requirement for complementary paratransit around fixed routes. PRTC does not operate separate ADA paratransit. There are also a limited number of on-demand stops close to the main routes. The Omni-Link service operates from 5:30 a.m. to 10:30 p.m., Monday through Friday. Passengers wanting an off-route stop are required to call PRTC at least 2 hours in advance. However, PRTC advises that “for best results, reservations should be made 1 to 2 days in advance.” PRTC limits the number of off-route requests that will be accepted on each vehicle trip and advises passengers that they may be asked to get on or off the bus at a location that is within a few blocks of their origin or destination, because some locations are not accessible to OmniLink buses. Passengers whose requests cannot be accommodated are advised to ask for a different time or walk to a bus stop. Passengers can request service to one of the on-demand bus stops when they board. The base fare for OmniLink is $1.00 per trip. There is a deviation surcharge of $1.00 per trip, except for riders 60 years and older and those with disabilities.

2.4.2.3 System for Advanced Management of Public Transport Operations (SAMPO)

In 1995, a demonstration project called System for Advanced Management of Public Transport Operations (SAMPO) was initiated in Europe under the Transport Telematics Program of the European Union (Engels, 1997). The primary objective of SAMPO was to provide demand responsive transport services (DRTS) using “telematic technologies.” Specifically, the goals of SAMPO were to:

(a) Improve mobility for people in rural and urban areas;
(b) Increase participation of elderly and disabled within their community;
(c) Improve business and viability of public transport operations; and
(d) Enhance rural and urban community environments, using the "added potential and the effectiveness of telematics technology."

The test sites for this project are located in five European countries: Finland, Belgium, Ireland, Italy and Sweden. The objective of DRTS under SAMPO is to provide "on demand" services to passengers by integrating all the different modes such as buses,
taxis, minibuses, and rail services. The DRTS system can be accessed by a passenger by calling a Travel Dispatch Center (TDC). A TDC will have advanced booking and reservation systems that have the ability to dynamically assign passengers to vehicles and optimize the routes and schedules. At the Finnish site under the SAMPO project, there were essentially four generic concepts of DRTS services with increasing levels of flexibility (Engels, 1997). The four concepts are:

1. Predefined Timetable and Route: this is similar to the traditional fixed route service,
2. Partially Predefined Timetable and Route with Deviations to Predefined Stops: this is similar to Flex-Route service,
3. Stops in a Region: this service is similar to a paratransit service, i.e., on-demand shared ride,
4. Points in a Region: this service is similar to a taxi service, i.e., on-demand exclusive ride.

All the above services follow some common guidelines. One such guideline is that customers have to make a trip reservation at least one hour in advance. Another type of DRTS service implemented was the concept of using DRTS as a feeder service to a major rail line. Preliminary results from a market survey of the SAMPO demonstration indicate that the public’s perception of the fixed route service has improved remarkably. About 74% of the passengers interviewed rated the new system as either “good” or “excellent.”

2.4.2.4 The Mobility Allowance Shuttle Transit (MAST)

The mobility allowance shuttle transit (MAST) system is a Flex-Route application introduced in Los Angeles County, California. The Metropolitan Transit Authority (MTA) of Los Angeles County, California, introduced MAST as part of its feeder Line 646. During the day, this line operates as a regular fixed-route bus system. At night, the line changes to a MAST service with three checkpoints with fixed scheduled departure times. The checkpoints are conveniently located at major connection points or at high-density demand zones. The total service area of the route is $12 \times 0.5$ miles$^2$ (6 miles of
length between each pair of checkpoints). Buses are allowed to deviate from the fixed path to pick up and drop off passengers at their desired locations. Customers make a reservation to add their desired pick-up and/or drop-off stops in the schedule of the service. Regular customers do not need a booking process to use the service.

2.5 ROUTING AND SCHEDULING EFFORTS

Vehicle routing and scheduling is a critical part of the design and operations of any transport system. For conventional transit systems where all transit vehicles stop at each service stop/station, schedules are easily produced and are adequate for operation purposes. DRT transit systems, on the other hand, are more complicated than conventional transit systems, and if proper care is not given to the scheduling and routing of the DRT service, very expensive and unreliable systems may result with a high risk that they will ultimately fail to meet the required level of service expected by the passengers.

DRT scheduling can be considered an expansion of the traveling salesman problem, which involves the calculation of an optimum journey for visiting a number of predetermined nodes on a network. Determining routes and schedules for DRT systems is known in the engineering and operations research communities as the “Dial-A-Ride problem- DARP”.

2.5.1 The Dial-A-Ride Problem (DARP)

The static DARP is defined to construct a set of feasible and efficient routes and schedules to satisfy transportation requests (trips) made by the system clients. The problem considers a case in which there are \( N \) customers representing the demand for service and \( M \) available DRT vehicles. A mixed fleet of vehicles that can accommodate the trips is available to operate the routes. Each trip has several attributes that should be known; these include:

1. The number of persons to be transported;
2. Seating requirements;
3. Pick-up and drop-off locations; and
4. The desired pick-up and/or drop-off times.
The DARP is commonly formulated to minimize a general objective function (or cost function) with a set of service quality constraints (Jaw et al., 1986, Savelsbergh and Sol, 1995). The cost function is usually defined as a weighted sum of the total client inconvenience, as measured in terms of excess ride time (the difference between the scheduled ride time and the ride time without diversions to serve other passengers) and service time deviation (the difference between the scheduled pick-up/drop-off times and their most desired pick-up/drop-off times), and the cost to the service provider, as often measured in terms of total vehicle travel time and the number of vehicles needed. The service quality constraints specify that the ride time of each client must be less than a maximum allowable ride time and that all clients must be picked up (dropped off) after (before) their most desired pick-up (drop-off) times with service time deviations less than a maximum allowable value. The latter defines a time interval, or service time window, during which the service must take place.

Routing and scheduling are considered central activities of DRT providers. For operations in which passenger requests are known in advance, proper optimization techniques can be used to find routes and schedules that can perform well with respect to specific objectives. These objectives might include simultaneously minimizing customer inconvenience (travel time and wait time), time window violations, and vehicle miles traveled.

In the earliest studies of DRT scheduling, manual techniques were used to find the schedules and routes for paratransit services. They include the following steps:

1. Sorting trips chronologically: This is a simple sort of all trip requests for a service day;
2. Grouping trips geographically: Trip grouping involves collecting parallel trips at similar times of the day. This is done with consideration of geographical obstacles and traffic conditions;
3. Assembling groups into manifests: Once trips are collected into groups, the groups are sequenced chronologically into manifests; and
4. Resolving exception trips: Trips that do not fit into groups, as well as ones that are handled outside the rules are inserted into the schedule as best as the scheduler can.

The disadvantages of manual scheduling include the intensive labour requirements to schedule a large number of trips, when most are not standing requests. Furthermore, like any manual process, the element of human error exists, resulting in conflicts and infeasibilities of schedules. This led to the development of a wide range of algorithms that can be efficiently used to solve the scheduling of DRT service.

The problem of scheduling DRT systems is sometimes referred to in the literature as the Dial-A-Ride Problem (DARP). It has been introduced in the research literature since the development of the DRT systems. It was well known since the earliest studies that the DARP is an NP-hard problem (Savelsbergh and Sol, 1995), and only heuristic algorithms are feasible to solve its real life instances. Based on that, previous research focused on developing efficient heuristic algorithms for solving the static DARP with most requests known in advance.

Several efficient heuristics were developed, including the popular insertion algorithm (Jaw et al., 1986). It is a heuristic algorithm that processes ride requests sequentially, inserting one customer at a time into the work-schedule of some vehicle until all ride requests have been processed. Central to the algorithm is a search for feasible insertion of customers in the work-schedules and an optimization step to find the best feasible insertion. An insertion of a customer into the work-schedule of a vehicle is feasible only if it does not lead to violation of any service quality constraints for the newly assigned customer and for all other customers already assigned to that vehicle. The optimization step deals with minimizing the additional cost due to inserting the customer into a vehicle’s work schedule. The cost function used is a weighted sum of disutility to the system’s customers and system costs. One advantage of this algorithm is that it has a lot of flexibility in the processing of requests. For example, customers can be processed either according to their earliest pick-up time or latest delivery time. Such processing method can be used to generate several alternative solutions. The outcome of the
algorithm is a detailed work-schedule for each vehicle, listing times and locations for each of the pick-ups and drop-offs.

Another widely-used algorithm is the parallel insertion algorithm developed by Toth and Vigo (1997). The structure of the heuristic starts by initializing a small set of routes each with a single pivot trip. The number of initial routes \( r \) is given by an estimate of the minimum number of routes needed to serve a given fraction of trips. This is done by considering only the vehicle capacity constraints, and relaxing all other constraints. The vehicles are first numbered in a decreasing order of an efficiency score. These scores are used to identify the “first” vehicles to be used for the initial set of routes. After the determination of the set initial routes, a number of pivot trips are chosen to be inserted into each of the set of initial routes. To do that, each trip is given a score, which is evaluated based on:

1. The attractiveness of trip, defined as the number of trips which have their origins or destinations within a specific amount of travel time from the origin or destination of trip \( i \);
2. The average distance between trip \( i \) and the pivot trips of the previously considered routes; and
3. The average time between trip \( i \) and the depot of vehicle \( v \) serving the specific route.

The un-routed trips are then iteratively inserted into the current routes, initializing a new route whenever a trip cannot be feasibly inserted into any of the currently active routes. The assignment of the remaining un-routed trips \( n \) to the current routes is obtained by solving a minimum-cost Rectangular Assignment problem on \( r \times n \) insertion cost matrix, where each row corresponds to a route and each column corresponds to an un-routed trip. Each element of the insertion cost matrix contains the extra cost corresponding to the best feasible insertion of a given trip within a given route. The solution of the Rectangular Assignment Problem can be computed by using shortest path algorithm.

Researchers also tried to tackle the stochastic nature of the operations of DRT services and included that in the scheduling process. Such heuristics include the Dial-A-Ride Problem with Dynamic and Stochastic Travel Times (DARP_DS) developed by Fu (2002). The algorithm deals with the DARP assuming time-varying, stochastic traffic congestion. It incorporates a time-dependent, stochastic travel time model in the problem formulation. The assumption is based on the fact that travel time between individual locations in urban traffic environment are often subject to time-varying, stochastic variations due to factors such as random fluctuations in traffic volumes, frequent interruptions of signal controls and unpredictable occurrences of traffic incidents. As travel times are modeled as random variables, most of the performance measures and schedule variables become random variables and consequently the cost function and service constraints need to be redefined. The model assumes, for each O-D pair, a stochastic process, representing the travel time that a vehicle may experience when traveling from the origin to the destination of that particular OD pair. For each time instance (t), at which the vehicle may depart O to D, the mean and standard deviation of the travel time between O and D are assumed to be given as a set of variables for the scheduling process. Such a model is assumed to be sufficiently accurate for representing the travel time variations under typical traffic conditions with tight trip service time windows (less than 30min).

### 2.5.2 Scheduling the Flex-Route Problem

Efforts for developing scheduling algorithms for the Flex-Route problem include the work done by Quadrifoglio et al. (2004), who proposed a scheduling heuristic for
scheduling the Mobility Allowance Shuttle Transit (MAST) system in Los Angeles County. The MAST system is a fixed-route transit service that operates as a Flex-Route service during night time. The system consists of a single vehicle, initially associated with a predefined schedule along a fixed route, consisting of C checkpoints, identified by c = 1, 2, …, C; two of them are terminals located at the extremities of the route (c = 1 and c = C) and the remaining C-2 intermediate checkpoints are distributed along the route (see Figure 2-5). The scheduled departure times at the fixed stops are assumed to be constraints of the system which can not be violated. The model consists of four different types of requests: regular pick-up (P) and regular drop-off (D) representing customers picked up/dropped off at checkpoints; non-checkpoint pick-up (NP) and non-checkpoint drop-off (ND) representing customers picked up/dropped off at any location in the service area.

For any request, the decision on whether to insert the request into the schedule is based on a cost function that computes the cost for the possible insertions, and chooses the one with the minimum value. The system’s entities considered in this algorithm are:

1. The customer requesting the insertion, in terms of how long the ride time will be.
2. The passengers already onboard and waiting to be dropped off, in terms of how much longer they have to stay onboard, increasing their ride time.
3. The previously inserted customers in the schedule waiting to be picked up at the NP stops, in terms of how much longer their pick-up time will be delayed due to the re-routing procedure and also in terms of how much their ride time will change.
4. The vehicle, in terms of how many extra miles it has to drive and therefore how much slack time would need to be consumed.
Based on these system entities that will be affected by an insertion of a new request, the algorithm computes the following quantities:

- $\Delta PT$: the sum over all passengers of the extra ride time, including the ride time of the customer requesting the insertion.
- $\Delta PW$: the sum over all passengers of the extra waiting time at the already inserted $NP$ stops.
- $\Delta T$: the slack time consumed by the insertion. The slack time represents the resource needed by the system to serve more customers and $\Delta T$ represents the consumption of it.

These cost quantities, that represent the cost incurred on the system entities, are then combined together to provide the total cost function as follows:

$$Cost = (w_1 \times \Delta PT) + (w_2 \times \Delta WT) + (w_3 \times \Delta T) \text{…………………………... (Equation 2-1)}$$

Where: $w_1$, $w_2$ and $w_3$ are the weights for each cost entity in the cost function.

In order to solve the problem the algorithm makes use of two control parameters that are a function of the expected future demand and the relative position of the new
request with respect to the already scheduled stops. The control parameter ($\pi(0) \leq 1$) is multiplied by the initial slack time and sets a cap on how much slack time each insertion may require. The (BACK) parameter (in miles) defines the maximum allowable backtracking distance available for each insertion. The idea behind these control parameters is that a proper setting of these two parameters allows the system to control the consumption of slack time and improves the overall performance.

2.5.3 Dynamic Vehicle Routing and Scheduling

Dynamic vehicle routing and dispatching problems have emerged as an area of intense investigations, due to recent advances in communication and information technologies that now allow information to be obtained and processed in real-time (Dror and Powell, 1993; Gendreau and Potvin, 1998; Powell et al., 1995). As compared to their static counterpart, these problems exhibit distinctive features (Psaraftis, 1995). In particular, the data (e.g., customers to be serviced) are not completely known before solving the problem, but are dynamically revealed as the current solution, based on incomplete and uncertain information, is executed. Thus, it is not possible for the decision maker to solve the entire problem at once. Such problems are found in many different application domains, like delivery of petroleum products and industrial gases (Bausch et al., 1995; Bell et al., 1983), trucking (Powell et al., 1995; Powell, 1996), Dial-A-Ride systems (Wilson and Colvin, 1977) and emergency services (Gendreau et al., 1997).

In this context, many different factors must be considered when a decision about the allocation and scheduling of a new request is taken: the current location of the vehicle, the current planned route and schedule, characteristics of the new request, travel times between the service points, characteristics of the underlying road network, service policy of the transit agency and other related constraints. It is thus a complex decision problem where the decision must typically be taken under considerable time pressure.

The earliest papers in the literature on dynamic vehicle routing and dispatching were presented in the seventies and were either application-oriented (Wilson and Colvin, 1977) or analytical (Daganzo, 1978; Stein, 1978). By the end of the eighties, dynamic vehicle routing gained an increasing attention. Two major factors explain this tendency:
new developments in information technologies and the need for decision systems that could exploit this information to better represent the real world. Interesting survey articles on dynamic vehicle routing can be found in Psaraftis (1995), Powell (1995) and Lund, Madsen, and Rygaard (1996). Because real-time vehicle routing problems are NP-hard and quick response times are required, exact algorithms are not yet capable of handling problems of realistic sizes (Psaraftis, 1980, 1983; et al. 1985 Dial, 1995). This justifies the use of heuristics in real-time environments. Neighbourhood search heuristics, in particular tabu search, were proposed as a means to effectively and efficiently tackle this dynamic problem and optimize the planned routes between the occurrences of new events. This is achieved through neighbourhoods such as the ejection chains, which generate a sequence of interrelated simple (component) moves to create a more complex compound move. Ejection chains have seldom been implemented in practice for solving vehicle routing problems, with notable exceptions for the Traveling Salesman Problem (Rego, 1998a), the Vehicle Routing Problem (Rego and Roucairol, 1996; Rego, 1998b) and the Vehicle Routing Problem with Time Windows (Braysy, 2003; Caseau and Laburthe, 1999; Rousseau et al., 2002; Sontrop et al., 2005).

According to how they deal with the dynamic aspects of the problem, the problem solving approaches reported in the literature can be classified into two major categories. They are reported in the following subsections.

2.5.3.1 Adaptation of Static Algorithms

This approach is based on the notion of a rolling horizon. As time unfolds, static problems are solved repeatedly over events found within a horizon of length L that extends from the current time t to t +L. Different strategies emerge when the length L of the horizon is modified. If L is very small, a myopic near-term strategy is observed. In some cases this strategy can provide near-optimal solutions (Bell et al., 1983; Dial, 1995; Psaraftis, 1985; Powell, 1988). In contrast, if L is very long, the problem considered is richer but, because it contains long-term events, the solution obtained is typically weaker unless a fast and powerful solution procedure is used (Trudeau et al., 1989; Gendreau et al., 1996a, 1996b).

Adaptation of static procedures to dynamic vehicle routing problems can be divided into two classes:
A sophisticated static problem-solving procedure, which typically involves a re-optimization of the routes, is applied each time an input update occurs. Several researchers have used this approach like Bell et al. (1983), Hill et al. (1988), Brown et al. (1987), Psaraftis (1980, 1983), Psaraftis et al. (1985), Powell et al. (1988) and Dial (1995). The drawback of this approach is the amount of computation time resulting from repeatedly executing the static algorithm. This disadvantage is more dramatic when new events occur frequently and when the execution of the static algorithm requires more time.

Fast local operations (e.g., insertion) are used for reacting to any input revision (Trudeau et al., 1989; Wilson and Colvin, 1977; Solonki, 1991; Madsen, Ravn, and Rygaard, 1995). This approach is easy to implement and is appropriate for a dynamic environment where time pressure is important (e.g., Lund, Madsen, and Rygaard, 1996). However, it is myopic because solutions are produced through consecutive insertions (whereas a complete reordering of the routes may lead to better solutions). To overcome this weakness, some authors combine local operations with re-optimization procedures. This is often achieved by executing a set of successive insertions followed by a local search (e.g., exchange procedures like 2-opt, see Lin, 1965). For different applications reported in the literature, see Roy et al. (1985), Gendreau et al. (1996a, 1996b). All studies mentioned above ignore the potential benefits of considering the stochastic aspects of the problems and trying to forecast the future. Stochastic methods are aimed at overcoming this weakness.

2.5.3.2 *Stochastic Methods*

Real-time dispatching problems have a stochastic nature (e.g., accidents, congestion, unexpected changes in meteorological conditions, etc.). Stochastic methods can be viewed as a natural way to judiciously address these issues. The goal is to react properly to an event to insure a good quality of service to the customers disturbed by these events, while minimizing their undesirable impact on the whole system. Two major classes of stochastic approaches are reported in the literature: stochastic programming and Markov decision processes.
Markov Decision Processes

Formulations based on this modeling approach were proposed by Powell (1988), Bertsimas and Van Ryzin (1991, 1993). Unfortunately, Markov decision processes are confronted with the following limitations that often prevent them from being applied to complex real-world problems: (i) the state space grows quickly with problem size; (ii) simplifying assumptions are often made to make the model more tractable.

Stochastic Programming

The only work in this category is the one done by Powell et al. (1988) in their comparative review of dynamic vehicle allocation problems. The authors proposed a hybrid model that combines insights from Markov decision processes and classical network formulations.

Other Methods

A new generation of approaches try to replicate a skilled dispatcher’s decision making process. This is achieved by automating the decision procedure based on previous decisions taken by a skilled dispatcher. Within this framework, Shen and Potvin (1995) used a neural network to elaborate an expert consulting system for a dispatcher working in a courier service company. In the same context, Benyahya and Potvin (1995) proposed an approach based on genetic programming.

2.5.4 Flex-Route Transit Scheduling

Although the concept of Flex-Route transit service as an innovative transit service has been around since the late seventies, its implementation has not been widespread. Until very recently, the implementation of route deviation service by transit agencies was limited to rural and small urban areas due to the complexity of scheduling such a service in densely populated urban and suburban areas. Thus, the research on Flex-Route scheduling is scarce in the literature and most of the proposed scheduling heuristics are alterations of the algorithms used for scheduling DRT services.

In a Flex-Route transit system, service is provided at fixed times and locations (fixed stops), while also providing an on-demand service to customers off the fixed route. Thus, scheduling and dispatching Flex-Route transit can pose a significant challenge due to demand at fixed-stops, the requests for deviations, and the dynamics of bus schedule
adherence. This challenge has led to many proposed heuristics for scheduling Flex-Route transit.

Quadrifoglio, Dessouky, and Palmer (2007) developed a similar insertion algorithm to schedule the MAST system discussed earlier, while Zhao and Dessouky (2008) studied the optimal service capacity through a stochastic approach. Crainic, Malucelli, and Nonato (2001) described the MAST concept and incorporated it in a more general network setting while also providing a mathematical formulation. Other works can be found in Cortés and Jayakrishnan (2002), Horn (2002a, b), and Aldaihani and Dessouky (2003), which primarily focus on the operational control and scheduling of such systems.

Dessouky and Aldaihani (2003) proposed a hybrid service delivery method that integrates demand-responsive transit service and fixed route transit to satisfy a set of demand-responsive trips. In the service, DRT passengers use both DRT and FRT services to make their trips. The service has a set of (M) paratransit vehicles with known capacity that are used to pick up DRT passengers from their origins or from the fixed bus stops and drop them off at their final destinations or at the fixed bus stops. On the other hand, the fixed bus route system includes a set of (R) fixed bus routes. Each fixed bus route has a number of buses that travel through it, a set of bus stops and a time schedule. Passengers that are strictly served by the DRT vehicles are referred to as door-to-door requests while those passengers that transfer to a fixed route bus line are referred to as hybrid requests. While in dial-a-ride service the objective is primarily to determine the vehicles’ schedule, in a hybrid system the vehicles’ schedule as well as the delivery path for each request needs to be determined. The heuristic procedure determines the on-demand vehicle schedule and the best candidate path for each request.

The scheduling heuristic has four distinct stages: the insertion procedure; the improvement procedure; the re-sequencing step; and the re-assigning step. In the insertion procedure, the candidate path with the shortest on-demand vehicle travel distance is selected for the hybrid requests. This may not be a good rule in terms of minimizing the passenger trip time since the path with the shortest on-demand vehicle travel distance may connect to a fixed route bus line that will require waiting at the bus stop and have a long travel time on the bus. So in the next step the improvement
procedure searches for other candidate paths of each hybrid request that can reduce the passenger trip time.

In the re-sequencing step, a search technique is used in order to find an improved requests sequence, which leads to shorter vehicle distance in every vehicle while holding the request to vehicle assignment fixed. This leads to an improved schedule by moving individual predecessor (pickup point) and/or successor (delivery point) forward and/or backward in their corresponding route. Three conditions need to be satisfied while moving the pickup and delivery pair in order to have a feasible schedule. The first one is the precedence constraint where the pickup point of any request must be visited before the delivery point of the same request. The second is the on-demand vehicle capacity constraint. The third one is the pickup time window (and the delivery time window for the first leg of the hybrid requests). Finally, the re-assigning step tries to find which request should be removed from its current vehicle schedule, and where it should be inserted.

It is worth mentioning that the above-mentioned studies focused primarily on the static type of the Flex-Route problem, where requests are known in advance and routing schedules to meet those requests were built without allowing for additional real-time requests. As such, there is a dearth of research of scheduling flexible service in a real-time environment, where last-minute or real-time requests for service could originate after the static schedule has been built.

This research focuses on several design and scheduling variables, and their effects on the quality and cost of Flex-Route service. Specifically, the effects of relaxing the departure time constraints at the fixed stops of the service, and those of the slack time length were a major focus of this study. In this research, the real-time part of the problem and its impact on the static schedules were investigated through a sensitivity analysis of the variables mentioned above.

2.6 LIMITATIONS OF EXISTING RESEARCH

Most of the research on Flex-Route transit has focused either on recognizing the potential of Flex-Route service to play a vital role in providing transportation service for low-to-medium-demand urban areas, or on stating the importance, or lack thereof, of
using advanced technology in the field of transportation in the process of scheduling and routing of Flex-Route service. However, existing work lacks any comprehensive analysis of the important factors that affect Flex-Route service and how they might affect the operation of such services in terms of building schedules that capture the relative importance of all the involved factors. Currently, most agencies that provide flexible service do not have clear allocation of scheduled time for fixed and deviated service at all (Koffman, 2004). The allocation of scheduled time in these agencies does not take into consideration any factors related to the cost and convenience of the riders or the agency itself. These agencies would benefit from additional guidance in this area.

Furthermore, static and dynamic operations of Flex-Route service require a customized decision-support system responsible for trip booking, scheduling, routing and dispatching. The real-time scheduling and dispatching task can become especially challenging when the system has to deal with a large volume of requests for deviation and highly varied demand at fixed stops. Currently, there are no robust and efficient algorithms available for scheduling trips for this type of services. Most of the existing Flex-Route service providers do not benefit from the recent advancements in communication technology since they rely on individual decisions made by the drivers in real-time.

There is, therefore, an urgent need to develop new scheduling algorithms that can be used to adaptively adjust the existing routes and schedules in response to specific events such as traffic incidents and congestion, trip cancellations and new requests in real time. Such scheduling mechanisms should include the applications of advanced information technologies such as automatic vehicle location and computer aided dispatch systems (AVL/CAD), geographic information systems and digital telecommunication technologies. With the ability to track vehicle locations, communicate with drivers and clients, and access traffic information on a continuous basis, Flex-Route transit systems could be expected to operate at a significantly improved level of productivity, reliability and quality of service.
3 FLEX-ROUTE PLANNING AND DESIGN PARAMETERS

3.1 CHAPTER OVERVIEW

This chapter presents the first component of this research: a detailed analytical model for the planning and design process of Flex-Route transit service. The first section discusses the need for Flex-Route transit service in suburban areas and what factors should be considered when planning for transit services in the suburbs. The chapter then presents Flex-Route-specific characteristics and those of suburban areas in which Flex-Route transit can be applicable. Following that, a detailed analytical model of the design parameters of Flex-Route transit is presented, including the modifications that need to be made to the fixed-route structure to allow for the provision of Flex-Route services. The chapter proceeds to discuss the costs incurred by the stakeholders involved in the service such as the transit operator and the fixed-route users, and what strategies can be implemented to alleviate this cost. Following that, we present two methods for monitoring the performance of Flex-Route transit.

3.2 SUBURBAN TRANSIT SERVICE: CHALLENGES AND OPPORTUNITIES

Traditionally, Fixed-Route Transit (FRT) services have been designed to serve concentrated travel patterns that allow for large numbers of people to be conveyed along established routes following set schedules. The main purpose of these systems is to move customers along a primary direction, which may be around a loop or back and forth between two terminal checkpoints. In densely built-up cities with strongly focused travel patterns such as commuting to and from downtown areas, FRT systems usually have acceptable cost efficiency rates due to the predetermined schedule, high demand served per vehicle and the large loading capacity of the vehicles. However, urban sprawl has caused a steady decline in land use densities of urban areas across North America, giving rise to suburban communities with low-density and dispersed activity patterns. In the US, population density dropped 15% from 1960 to 2000 despite an average overall population growth of 86% (www.demographia.com). This increasing “dispersion” of population causes conventional fixed-route transit systems serving those areas to become progressively more inefficient and relegated to a marginal role, since they are usually
designed to serve few established corridors and they rely heavily on concentrated demand. As a result of the continuous rise of low-density urban development, the general public is increasingly considering transit to be inconvenient due to its lack of flexibility, since either the locations of pick-up and/or drop-off points or the service’s schedule do not match the individual rider’s desires. Therefore, an increasingly larger portion of the growing population relies almost exclusively on private automobiles for their transportation needs, causing modern urban areas to suffer from severe congestion and pollution problems.

Therefore, the challenges facing transit agencies of making transit service a viable option in the suburbs are immense. In suburban areas, transit services are not only competing with the automobile, but also have to deal with low densities and dispersed trip patterns. Therefore, the task of creating efficient public transit services in suburban areas presents a significant challenge to service providers. Nevertheless, effective transit planning and the provision of new types of transit services have the potential to capture a greater share of the suburban travel market and present an alternative to the private automobile.

The visible differences in trip patterns and in spatial arrangements between the suburbs and the traditional city suggest that transit service should adapt to these changes. In the suburbs, travel movement is usually characterized by three distinct patterns:

1. Trips from the suburbs to the urban core;
2. Reverse commute trips from the urban core to the suburbs, and

Therefore, suburban transit service planning needs to take into account the specific travel patterns of people in these areas. Moreover, transit operators need also to recognize that ridership volumes in suburban areas should not be compared to those of the traditional fixed-route ridership found in a typical large city.

Transit planners need also to recognize that the automobile dominates travel in suburban areas, and thus improving transit use in these areas requires recognizing the features that contribute to its dominance and how they can be addressed when new transit services are being introduced. This difference implies that the criteria used to plan and evaluate services in the suburban areas should be different from those adopted in dense
urban areas. Furthermore, transit planners need to recognize that consumer appeal and acceptance are central to the success of new transit services and thus must be central to the planning effort. Some of the attributes that make the car more appealing for customers and need to be taken into account when considering a new transit service include:

- Directness and comparative travel time;
- Comfort and service quality;
- Convenience of the schedule (e.g., flexibility, minimal transfer, connectivity); and
- Pricing, including overall cost and simplification of payments.

Transit agencies that want to employ new types of transit service must account for these and other factors. A report by Urbitran Associates Inc (1999) provided a list of guidelines that concentrate on service modifications and innovations designed to help transit service providers create more effective transit service in the suburbs. The guidelines were extracted through a survey and case studies in different suburban transit markets to integrate transit into overall mobility strategies. The report provided several key findings of successful transit strategies in suburban areas; some of these findings include:

- Operate along moderately dense suburban corridors;
- Link suburban transit services to the broader regional line-haul network;
- Adapt vehicle fleets to customer demand;
- Creatively adapt transit service practices to the landscape;
- Plan with the community; and
- Establish realistic goals, objectives, and standards.

In this regard, one of the most notable innovations is testing new flexible transit concepts taken from experiences with paratransit services. These services are usually provided by modifying fixed-route services that work in urban settings by adding some flexibility to the service. Such flexible services include Flex-Route transit service, which could be a viable transit option in suburban areas. For Flex-Route transit to have a
comparative and competitive service with the private automobile, it must be designed to achieve several goals; for example:

- Minimize overall travel time by ensuring well-timed connections with regional rail service and major transit networks;
- Provide these connections as effortlessly as possible with short walk distances, tight scheduling, and appropriate frequencies; and
- Consider mechanisms for single pricing of the entire trip.

In this context, the design of a Flex-Route transit service follows from its intended role in a transit system’s overall service plan, the circumstances that led to its introduction, and the objectives it is intended to serve. The remaining part of this chapter discusses the planning and service design of Flex-Route transit service in suburban areas. The analysis is intended for cases in which Flex-Route service is being considered to replace an existing under-achieving fixed-route service.

3.3 FLEX-ROUTE SERVICE DESIGN

Surveying the literature for guidelines on the design process of Flex-Route transit service reveals that there is little literature available that provides such guidelines in a comprehensive and systematic manner. Therefore, there is a need for a detailed list of the design parameters of Flex-Route transit service and what modifications need to be made to an existing fixed-route service to accommodate the new service. In this regard, several key issues need to be addressed such as the optimal values of each design factor; the interaction between these factors including how the change in one design parameter will affect the optimal value of another design factor; the effect on the operation of the fixed-route part of the service; and the effect of each design parameter on the operation and performance of the Flex-Route system.

In an article evaluating the Potomac and Rappahannock Transportation Commission’s (PRTC) Flex-Route service, Farwell (1998) acknowledges this fact. PRTC designed its Flex-Route system primarily based on what it “felt” was right. The same conclusion was drawn by Koffman (2004) where the author found that the majority of Flex-Route service providers do not follow any specific guidelines when introducing the
service. This reveals the critical need for some guidelines on the design of Flex-Route transit service. The study and analysis conducted in this research will help identify and shed some light on the key design parameters of Flex-Route service such as: service area, slack time, service frequency, slack time distribution, and demand patterns. Furthermore, the research also includes a discussion addressing the modifications that need to be made to the fixed-route part of the service such as the service headway, fixed stops location and spacing, and the effect on the level of service and ridership levels.

Before we advance with the service design parameters of the Flex-Route service, there are some assumptions and terms concerning Flex-Route transit considered in this research that should be defined first (see Figure 3-1). These are:

- **A vehicle run** \( (r) \) is defined as the continuous travel of the transit vehicle from one end of the route (i.e. terminal 1) to the other end (i.e. terminal N) in one direction. A complete cycle of the transit vehicle consists of two consecutive vehicle runs starting and ending at the same terminal.

- The transit vehicle will make **mandatory stops** at the fixed stops and adhere to the constraint of departing on schedule at these stops unless otherwise stated. This assumption is a key constraint in the operation of Flex-Route service and should be respected when advised to do so. However, there are cases in this research in which this constraint will be relaxed to examine the effects of the fixed-stop schedule adherence constraints on the service.

- The total **scheduled running time** of one vehicle run \( (T) \) is defined as the time needed to travel from one end of the route to the other end in one direction. This time is fixed and includes the slack time built in the schedule \( (S) \) to pick up/drop off on-demand passengers in the service area of the route.

- **A route segment** or **service area zone** is defined as the area between a pair of two consecutive fixed stops on a route where on-demand requests can be served.

- Two directions of travel are usually used between the end points of the routes: **inbound** and **outbound**. The transit vehicle is said to be traveling in the inbound direction if it is traveling in a general direction that is going **towards** the end point of the route (i.e. terminal or fixed stop N). If the bus is traveling in the direction out of the end fixed stop, it is said to be in the outbound direction.
Figure 3-1 A typical Flex-Route service area
3.3.1 Area Configuration

Flex-Route transit service occupies a middle ground between traditional fixed-route transit service and demand-responsive transit service. The suburban area configurations, where Flex-Route transit service can be applicable, and the service characteristics of Flex-Route transit service are discussed in this section.

A survey by Koffman (2004) identified four primary suburban area configurations in which flexible transit services can be applicable. Table 3-1 provides the number of agencies that used flexible services in each configuration. For Flex-Route transit service, the most commonly-used situations in which the surveyed agencies applied the service were (1) large areas and (2) hard-to-serve areas. The following is a discussion of the two configurations.

3.3.1.1 Spread-Out Areas

Some transit systems might choose to use Flex-Route service as their method of operation for the entire transit system. This is usually the case in rural and small urban areas and in low-density suburban areas that use Flex-Route as a way of increasing coverage. Given a transit systems’ desire to serve as many points of interest as possible in a spread-out area, Flex-Route service is seen as more effective than operating a fixed route that attempts to connect all potential points of interest regardless of actual demand. Another reason for using Flex-Route service in these areas is reducing or eliminating the need for separate paratransit service for people with disabilities. In some settings, the cost savings from providing combined service for people with disabilities and the general public can be crucial in making transit service economically viable.

3.3.1.2 Hard-to-Serve Areas

In this situation, Flex-Route service is usually the only transit service offered. Typically, most of these services have the same operating hours as the transit agency’s other local routes. In such cases, the service is provided in hard-to-serve neighbourhoods and is connected to a regional transit network. The motivations for using Flex-Route service in these neighbourhoods could vary considerably, depending on the goals of the transit service. One of these reasons is that many transit operators have policy mandates
and community priorities to cover as much of their service area as possible. Flex-Route service offers a way to provide such coverage in low-demand areas to establish basic access and connections to express routes or regional rail lines.

Another motive for using Flex-Route service in these areas is laying the ground for future fixed-route transit. In such cases, Flex-Route service can provide a transition between dial-a-ride, or no service at all, and conventional fixed-route transit service. Residents may be able to avoid buying second and third cars, and they may be more likely to use conventional transit when it is implemented. As demand patterns become clearer through flexible operation, efficient fixed routes can be designed.

### 3.3.2 Service Characteristics

Flex-Route transit service differs from fixed-route service in many service features. These differences in service characteristics can be characterized by four elements as summarized in Table 3-2. These elements are discussed next.

#### 3.3.2.1 Vehicle route

In Flex-Route transit service, vehicles operate along a defined route, as in fixed-route service, but also respond to on-demand requests by diverging from the route. The vehicles are not required to follow a specific route and could have a different route from one day to another. The only constant in the service is the fixed stops along the route. All vehicles are required to be at the fixed stops before the published departure time at these stops.

#### 3.3.2.2 Boarding and alighting locations

For fixed stops, which may be along a defined path, passengers can board and alight without any kind of advance notice. On-demand customers on the other hand will board the vehicles at the specified address provided by customers when they request the service.

#### 3.3.2.3 Schedule

The times when vehicles will be at boarding and alighting locations are some mix of pre-scheduled times and times determined by demand. Fixed stops will have daily fixed departure times that will not be affected by the on-demand requests. Times at the
on-demand locations may change daily based on the demand, although they are constrained by the fixed portion of the schedule.

3.3.2.4 Advance-notice requirements

At fixed stops served on a schedule, there is no need for passengers to request a boarding or alighting ahead of time. At on-demand points, some type of advance notice is needed. Such notice may take the form of a phone call to a dispatch center or accessing a website that provides the requesting customer with the decision to either accept the request or reject it. A subscription that constitutes a standing order for the same trip every day or every week may be possible.
### Table 3-1 Number of transit agencies using flexible services in different suburban areas’ configurations

<table>
<thead>
<tr>
<th>Service Configuration</th>
<th>Demand-Responsive Connector</th>
<th>Flexible-Route Segments</th>
<th>Point Deviation</th>
<th>Request Stop</th>
<th>Flex-Route</th>
<th>Zone Route</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary service in large area</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary service in limited hard-to-serve area</td>
<td>4</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>6</td>
<td>1</td>
<td>18</td>
</tr>
<tr>
<td>Service at low-demand times in a large area</td>
<td>2</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3</td>
</tr>
<tr>
<td>Service at low-demand times in a limited area</td>
<td>2</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4</td>
</tr>
<tr>
<td>Total</td>
<td>8</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>11</td>
<td></td>
<td>30</td>
</tr>
</tbody>
</table>

*Source: Koffman (2004)*
Table 3-2: Elements of service design for fixed-route, demand-responsive and flexible transit services

<table>
<thead>
<tr>
<th>Element of Service</th>
<th>Fixed Route</th>
<th>DRT</th>
<th>Flexible</th>
</tr>
</thead>
<tbody>
<tr>
<td>Where vehicles operate</td>
<td>On the defined route</td>
<td>A geographic area</td>
<td>A route plus off-route locations or geographic areas</td>
</tr>
<tr>
<td>Boarding and alighting locations</td>
<td>Fixed stops</td>
<td>Any location in the service area</td>
<td>Fixed stops plus other customers’ locations</td>
</tr>
<tr>
<td>Schedule</td>
<td>Fixed</td>
<td>Depends entirely on trips requested</td>
<td>Fixed checkpoints on the route, variable at other locations</td>
</tr>
<tr>
<td>Advance notice requirements</td>
<td>Not required</td>
<td>Always required</td>
<td>Required for demand-responsive requests</td>
</tr>
</tbody>
</table>

Source: Koffman (2004)
3.3.3 Flex-Route Service Area

Once the decision to provide Flex-Route service on a specific route has been made, the next critical step is selecting the service area of the Flex-Route service. As mentioned earlier, Flex-Route service can be introduced as a replacement of an existing fixed-route and paratransit service area or a completely new service in a new area. In our research, however, we focus on the case where Flex-Route transit service replaces an existing fixed-route transit service. In such scenario, several modifications have to be made to the fixed route structure to enable the provision of Flex-Route service. This is required because the service characteristics of a fixed-route and Flex-Route service differ in many ways.

The service area width of a Flex-Route service defines how far away from the standard route a vehicle may deviate to pick up or drop off passengers. Under ideal conditions, the service area of Flex-Route transit service \( A \) is represented by a rectangular region as shown in Figure 3-1, and is equal to \( L \times W \), where \( A \) is the service area of the route (in km\(^2\)); \( L \) is the total route length or the distance between stops 1 and \( N \) (in km); and \( W \) is the width of the service area or distance that corresponds to the maximum allowable deviation from the main route on either side (in km).

Usually, the service area of the route is divided into separate route segments. Each route segment can be given a unique identification number to differentiate it from the other segments; this number can be based on the fixed stops it falls between. For example, route segment \((1, 2)\) is the identification number of the segment between fixed stops 1 and 2. This definition can be very useful in several scenarios; for example:

a) In real time operations, this identification number would be helpful to track the position of the vehicle;

b) The width of the service area may differ from one route segment to another due to factors such as topographical features and street network. Thus, giving a unique identification number to each zone will be helpful to distinguish the differences among the zones along the route; and

c) This definition can be used to identify the locations of trip requests with respect to the fixed stops and with respect to each other.
By virtue of the definition of the service area, the total number of route segments for a given route is always one less than the total number of fixed stops. In case there are \( N \) fixed stops as shown in Figure 3-1, the number of route segments is \( N-1 \).

In the Flex-Route transit service literature, the decision on how much a transit vehicle can deviate from the main route to pick up on-demand customers has been commonly made an ad-hoc basis that does not follow systematic design guidelines. Koffman (2004) reported that almost 75% of the reported Flex-Route transit services have a formal policy about how far the buses can deviate from the route. However, there is great variation in how the maximum extent of deviation is defined. As shown in Table 3-3, the extent of deviation formally permitted ranges from 0.25 to 1.5 mile (400 to 2400m). The remaining systems have more flexible or informal policies. This ad-hoc basis can be used if there is no limit on the slack time given to a route or there is no information available on the on-demand rate or distribution. In this case the transit agencies usually set the service area to what they judge as appropriate.

Table 3-3: Maximum extent of deviations reported for Flex-Route transit service

<table>
<thead>
<tr>
<th>Permitted Deviation Area</th>
<th>Transit System</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25 mile from route</td>
<td>MTS (San Diego, CA)</td>
</tr>
<tr>
<td>0.50 mile from route</td>
<td>Akron Transit (Akron, Oh), Minnesota Transit (Burnsville, MN)</td>
</tr>
<tr>
<td>0.75 mile from route</td>
<td>PRTC (Woodbridge, VA), GRTC (Richmond, VA)</td>
</tr>
<tr>
<td>1.50 mile from route</td>
<td>Tillamook Transportation (Tillamook, OR)</td>
</tr>
<tr>
<td>Zones (unknown distance)</td>
<td>Ride Solutions (Palatka, FL)</td>
</tr>
<tr>
<td>City limits</td>
<td>Napa Transit (Napa, CA), St. Joseph Transit (St. Joseph, MO)</td>
</tr>
<tr>
<td>Informal</td>
<td>Madison County (Granite City, IL), Mason County (Shelton, WA), OTA (Ottumwa, IA)</td>
</tr>
</tbody>
</table>

Source: Koffman (2004)
However, deciding on the service area width for each segment of the route depends on several factors that differ from zone to zone, such as areas of potential on-demand ridership, street network connectivity, topographical limitations and assigned slack time among other factors. This warrants the need to analyze the effect of these factors on the zone size of a Flex-Route transit system. In this research, two cases of service area configurations are studied: two-sided service areas and one-sided service areas. The following sections provide an analysis of each case.

### 3.3.3.1 Two-Sided Service Areas

The amount of slack time assigned to a specific route segment is a critical factor in determining how far the transit vehicle can deviate from the main route to pick up or drop off customers, and thus have a direct relationship with the width of the service area. In real-world applications of Flex-Route transit service, the service provider might be bound by factors such as street network and topological features that requires the service area to conform to the existing area boundaries. In such cases, the width of the service area will be determined based on these limitations. In other cases, however, the width of the service area of a Flex-Route transit service may be limited by the amount of slack time assigned to the route in general or to a specific route segment.

For a typical route segment in two-sided service areas, where the transit vehicle can deviate on either side of the route to pick up or drop off customers, the service area of this segment consists of two zones on each side of the route, typically with the same width. In some areas, this might not be the case, and the width of the service area on one side could be different from the other side. In this research, however, we limit the analysis to cases in which the width of the service area for a specific route segment is the same on both sides of the route.

In Flex-Route services, one important assumption that needs to be made is whether the transit vehicle will be allowed to perform backward movements with respect to the current location of a specific on-demand request (i.e. serving the customers in their horizontal coordinates). In this research, we limit the analysis to the *no-backtracking policy*, which implies that the transit vehicle can move only in the forward direction to serve the on-demand requests (left to right) as illustrated in Figure 3-2.
Taking the above-mentioned assumptions and limitations into consideration, the following parameters are defined:

- \( m_i \) = the average accepted customer demand of on-demand requests in route segment \( i \) in vehicle run \( r \) (assuming uniform demand distribution);
- \( \lambda_i \) = the density of the on-demand requests in route segment \( i \) (in requests/km²);
- \( h_i \) = the length of the rectilinear Hamiltonian path of the transit vehicle in route segment \( i \) (in km);
- \( W_i \) = the width of the service area on either side of route segment \( i \) (in km); the total width of the service area is equal to \( 2W_i \);
- \( L_i \) = the length of route segment \( i \) (in km);
- \( V \) = the average operating speed of the vehicle (in km/hr);
- \( DT_i \) = the direct running time to travel from the first fixed stop to the end fixed stop of route segment \( i \) (in hours);
- \( T_i \) = the total time available for the transit vehicle to travel through route segment \( i \) (in hours);
- \( S_i \) = slack time assigned to route segment \( i \) (in hours);
- \( dy_1 \) = a random variable indicating the lateral distance traveled between two random points in a rectangle (in km); and
- \( dy_2 \) = a random variable indicating the lateral distance traveled between a fixed stop at either end of the rectangle and any point in the rectangle (in km).

To find the distance travelled by the transit vehicle in route segment \( i \), we assume that vehicles follow rectilinear paths within the rectangular service area (see Dessouky et al., 2005). Based on this assumption, the vehicle travels a distance of \( dy_2 \) in the lateral direction from the first fixed stop to the first on-demand request and then travels a distance of \( dy_1 \), \((m_i-1)\) times between each pair of on-demand requests. Finally, the vehicle travels a distance of \( dy_2 \) from the last on-demand request to the end fixed stop of the route segment. Also, the no-backtracking policy implies that in the horizontal direction, the transit vehicle will travel a distance equal to the length of the route segment \( (L_i) \). Therefore, the expected value of the rectilinear Hamiltonian path \( (h_i) \) of the transit vehicle in route segment \( i \) can be given by the following relationship:
\[ E[h_i] = L_i + (m_i - 1)E[d_{y1}] + 2E[d_{y2}] \]  
(Equation 3-1)

Assuming the demand is uniformly distributed throughout the service area of a route segment, the expected values of \( dy_1 \) and \( dy_2 \) for route segment \( i \) are given by:

\[ E[d_{y1}] = \frac{2W_i}{3} \]  
(Equation 3-2)

\[ E[d_{y2}] = \frac{2W_i}{4} = \frac{W_i}{2} \]  
(Equation 3-3)
Figure 3-2 Two-sided service area of one route segment
By substituting equations 3-2 and 3-3 into Equation 3-1, the expected value of \((h_i)\) is given by the following formula:

\[
E[h_i] = L_i + (m_i - 1)\left(\frac{2W_i}{3}\right) + 2\left(\frac{W_i}{2}\right) 
\]

(Equation 3-4)

Equation 3-4 provides the expected length of the rectilinear Hamiltonian path in route segment \(i\) in terms of the service area width \((W_i)\), the average demand-responsive customer demand \((m_i)\) and the route segment length \((L_i)\). However, given that \(DT_i\) - the time needed to travel directly from the first fixed stop to the end fixed stop of route segment \(i\) - is \(DT_i = \frac{L_i}{V}\), then the remaining part of the rectilinear Hamiltonian path has to be covered by the slack time assigned to the route segment \((S_i)\) as follows:

\[
S_i = \frac{(m_i - 1)\left(\frac{2W_i}{3}\right) + 2\left(\frac{W_i}{2}\right)}{V} 
\]

(Equation 3-5)

It is worth mentioning that equation 3-5 does not include an allowance for dwell time at the on-demand stops. Although an average dwell time can be approximated for on-demand users, we felt that a better approach to this issue is to account for the dwell time in the average operating speed of the vehicle, given that the average operating speed will account for all stoppage and turns in the deviated part of the route. The estimation of the average operating speed could be performed through simulation analysis that takes into consideration all external and stochastic factors that might affect the operation of the service.

Rearranging the terms of Equation 3-5 in terms of the width of the service area \((W_i)\), the following formula can be extracted:

\[
W_i = \frac{3 \times V \times S_i}{2m_i + 1} 
\]

(Equation 3-6)
Equation 3-6 provides a relationship that shows which Flex-Route service elements have a potential effect on the width of the service area. The equation reveals that the width of the service area of a route segment depends on the transit vehicle operating speed ($V$), the slack time assigned to the route segment ($S_i$) and the average customer demand of the on-demand requests ($m_i$). The equation shows that the width of the service area of a route segment is positively related to the amount of slack time assigned to this segment, and therefore is controlled by the value of the slack time. This relationship can be expected as the more slack time available for the transit vehicle will allow the vehicle to reach farther distances and thus expanding the width of the service area and *vice versa*. The equation also shows that the width of the service area is positively related to the vehicle operating speed and inversely related to the average customer demand. Both relationships are expected and easily explained: the higher operating speeds means the transit vehicle can travel farther distances to serve customers given the same amount of slack time, while higher customer demand rate means there will be enough demand within a smaller service area and therefore limit its ability to serve farther requests.

Equation 3-6 uses the average customer demand as a measure of the demand for the service. In several cases, however, other measures of the demand could be used such as the demand density of the on-demand customers, which may depend on both $W_i$ and $L_i$. In this case, assuming that the average customer demand of the on-demand requests depends on a uniform demand density: \( m_i = \lambda_i \times 2W_i \times L_i \), then Equation 3-6 can be re-written as follows:

\[
W_i = \frac{3 \times V \times S_i}{\left( \frac{4 \times \lambda_i \times W_i \times L_i}{1+\left(4 \times \lambda_i \times W_i \times L_i\right)} \right)} \quad \text{......................................................... (Equation 3-7)}
\]

Rearranging the terms of Equation 3-7, the optimal maximum value of $W_i$ can be found using the following equation:
Equation 3-8 gives the optimal maximum width of a service area for two-sided service areas in terms of the demand density ($\lambda_i$), the route segment length ($L_i$), the slack time ($S_i$) and the bus operating speed ($V$). As with Equation 3-6, Equation 3-8 shows that the maximum width of the service area ($W_i$) increases as the values of $S_i$ and $V$ increase, which is expected as explained earlier. Equation 3-8 also shows that $W_i$ is inversely related to $\lambda_i$ and $L_i$, which means that the higher the demand rate the smaller $W_i$ should be. This can be explained by noting that higher demand rates and longer route segments mean higher number of demand requests that need to be served close to the route, and therefore it will be beneficial to serve the requests close to the fixed-route than increasing the width of the service area.

We now can use Equation 3-6 to provide a relationship for the total service area of the whole route as follows:

$$
A = \sum_{i=1}^{i=N-1} L_i \times W_i = \sum_{i=1}^{i=N-1} \frac{3 \times V \times S_i \times L_i}{2m_i + 1} \Rightarrow
$$

$$
A = 3V \times \sum_{i=1}^{i=N-1} \frac{S_i \times L_i}{2m_i + 1} \quad \text{................................................. (Equation 3-9)}
$$

Equation 3-9 can be used to give the total service area of the Flex-Route service for any given route given the transit vehicle operating speed, the length of each route segment, the slack time and demand rate for each route segment. In cases where all the route segments are similar in terms of the values of $S_i$, $L_i$ and $m_i$, then Equation 3-9 can be re-written as follows:

$$
A = \frac{3 \times V \times S \times L}{2m + 1} \times (N - 1) \quad \text{................................................. (Equation 3-10)}
$$
Where \((N)\) is the total number of fixed stops along the route in each direction.

It should be noted that the above equations are built based on the assumption of the rectilinear Hamiltonian path assumption made earlier, and therefore it will not be valid if other assumptions regarding the vehicle path are made. This relationship can be very helpful for transit agencies as it gives a mathematical relationship that demonstrates how the width of the service area can be manipulated based on the values of several factors.

### 3.3.3.2 Single-sided service area

The previous section analyzed the width of the service for two-sided service areas, which is usually the case in most situations. In this section, however, we analyze the case where the service area of the route is only on one side of the route (see Figure 3-3). This case can be found in several situations in the suburbs where the street network and the area configuration do not allow for the transit route to run along the center of the service area. In this case, the width of the service area is going to be different from above. For single-sided service areas, the same parameters used in the analysis of the two-sided service area can be used except the width of the service area, which will be changed from \(2W\) to \(W\) since the analysis will be performed for one side of the route. This implies that the expected values of \(d_{y1}\) and \(d_{y2}\) will be different from the previous case as follows:

\[
E[d_{y1}] = \frac{W_i}{3} \quad \text{(Equation 3-11)}
\]

\[
E[d_{y2}] = \frac{W_i}{2} \quad \text{(Equation 3-12)}
\]

Based on these formulas, the expected value of the rectilinear Hamiltonian path of the transit vehicle is given by:

\[
E[h_i] = L_i + (m_i - 1)E[d_{y1}] + 2E[d_{y2}] \quad \text{(Equation 3-13)}
\]
Using the same procedure previously used for the two-sided service area, we are able to get the following equation for $W_i$:

$$W_i = \frac{3 \times V \times S_i}{m_i + 2} \quad \text{.........................................................} \quad \text{(Equation 3-14)}$$

Equation 3-14 is similar to equation 3-6 in terms of the factors affecting the width of the service area, which expectedly did not change given the different type of the service area. In both cases the sensitivity of the width of the service area to these parameters is still the same, which implies that the discussion made in the previous section applies also here. The only difference, however, is in the denominator which includes the average demand of the on-demand requests. This minor difference is attributed to the difference in the length of the Hamiltonian path ($h_i$) between the two types of service area.

Recalling that the average demand of the on-demand requests depends on the demand density ($\lambda_i$), and given the new width of the service area ($W_i$) instead of $2W_i$, the average customer demand ($m_i$) can be given by the following relationship ($m_i = \lambda_i W_i L_i$). Substituting this relationship into Equation 3-14 and rearranging the terms of the equation, we get the following formula for the optimal maximum width of the service area:

$$W_i = \frac{-2 \pm \sqrt{4 + (12 \times \lambda_i \times L_i \times V \times S_i)}}{2 \times \lambda_i \times L_i} \quad \text{.........................................................} \quad \text{(Equation 3-15)}$$

Equation 3-15 gives the maximum optimal value of the service area width in a single-sided service area. The equation is similar to Equation 3-8 (the two-sided service area) in terms of the sensitivity of the width of the service area to the different parameters. However, the value of $W_i$ will be different (higher on a single side) due to the fact the slack time is used on only one side of the route. In fact the only reason why $W_i$ in a single-sided service area is not twice that of the two-sided service area is the difference in the expected value of the rectilinear Hamiltonian path.
As in the two-sided case, we now can use Equation 3-14 to provide a relationship for the total service area of the whole route as follows:

\[ A = \sum_{i=1}^{i=N-1} L_i \times W_i = \sum_{i=1}^{i=N-1} \frac{3 \times V \times S_i \times L_i}{m_i + 2} \Rightarrow \]

\[ A = 3V \times \sum_{i=1}^{i=N-1} \frac{S_i \times L_i}{m_i + 2} \quad \text{(Equation 3-16)} \]

In cases where all the route segments are similar in terms of the values of \( S_i, L_i \) and \( m_i \), then Equation 3-16 can be re-written as follows:

\[ A = \frac{3 \times V \times S \times L}{m + 2} \times (N - 1) \quad \text{(Equation 3-17)} \]
Figure 3-3 One-sided service area
3.3.4 Slack Time

Flex-Route operation requires a fixed schedule that defines when vehicles will be at the fixed stops, but one that also leaves time for responding to demand-responsive service requests. In the case where an existing fixed route is being converted to a Flex-Route service, one key modification that has to be made to the fixed route structure is adding a specific amount of additional slack time to the existing scheduled running time of the fixed-route service. This added slack time in the schedule is necessary to allow the transit vehicle to perform off-route deviations to pick up on-demand customers.

According to Koffman (2004), the degree of flexible and fixed-schedule operation inherent in the design for Flex-Route transit operators varies from one system to another. The time of flexible operations in Flex-Route service in the reported systems ranged from 20 min out of every hour (33.3%), where demand-responsive operation is a prominent part of the service, to only 2.5 min per hour (4.2%), where deviations play a much more limited role. The total slack time for a route can be computed from the relation \( S = T - DT \), where \( S \) is the slack time assigned to a route (in hours), \( T \) is the scheduled running time for one vehicle run in the Flex-Route service (in hours) and \( DT \) is the direct running time or the original scheduled running time for the fixed-route service between fixed stops \( I \) and \( N \) (in hours).

The decision on how much slack time to add should be carefully examined. The slack time built into each route (in each direction, i.e. inbound/outbound) should be enough to serve on-demand requests. However, adding too much slack time will result in a situation in which vehicles have to stay “idle” at the fixed stops in the absence of on-demand requests. For slack time, there are two cases that are studied:

1. Allocation of slack time among route segments given the total slack time assigned to the whole route; and
2. Finding the optimal slack time for a given route segment based on a known service area.

3.3.4.1 Allocation of Slack Time among Route Segments

The first situation analyzed is the case when the amount of slack time for the whole route is determined beforehand. Such situations arise when the service provider
decides that there is a limit on the amount of slack time that can be used in the operations of Flex-Route service due to some cost or fleet constraints. In such a scenario, the task here is to allocate this slack time among route segments based on some criteria rather than distributing this slack arbitrarily. There are several methods that could be used in these cases. These include:

1. Slack time distribution as a weighted average of the direct travel time (or fixed stop spacing, \(L_i\)) between any pair of fixed stops (route segment). Consider the following values:

   \[N-1\] = the total number of route segments along the route;
   
   \(S\) = slack time allocated for the whole route (in hours);
   
   \(DT_i\) = the direct running time (under fixed route operations) to travel from the first fixed stop to the end fixed stop of route segment \(i\) (in hours).

   Then, the slack time assigned for route segment \(i\) \((S_i)\) should be:

   \[
   S_i = \frac{DT_i}{\sum_{i=1}^{N-1} DT_i}
   \]  

   (Equation 3-18)

   Equation 3-18 guarantees that longer route segments will have higher amounts of slack time allocated to them. This method can be used in cases where the width of the service area is constant along all route segments, and all customer demand is dependent on the uniform demand density. This means that, given the constant service area width, longer route segments will have a higher demand rate, and therefore more slack time is needed compared to shorter route segments.

2. Slack time distribution as a weighted average of the width of the service area of a route segment \((W_i)\). The slack time assigned for route segment \(i\) \((S_i)\) will be:
\[ S_i = \frac{W_i}{\sum_{i=1}^{N-1} W_i} \]  \hspace{2cm} \text{(Equation 3-19)}

Equation 3-19 guarantees that more slack time is allocated to route segments with wider service areas. On the contrary to the previous case, this method can be used in cases where the length of the service area is constant along all route segments, and in the same time, customer demand is dependent on the uniform demand density. This implies that wider route segments will have a higher demand, and therefore more slack time is needed compared to shorter route segments.

In our case where the Flex-Route service is used only by the general public, the two methods can be applicable (see Figure 3-4). However, both methods do not necessarily reflect the characteristics of each route segment. Therefore, we propose another method that relies on both the service area width and length. This could be done by including the demand density of each route segment. Thus, the third method of allocating the slack time is:

3. Slack time distribution as a weighted average of the total number of on-demand requests in a route segment. The slack time assigned for route segment \( i \) (\( S_i \)) in this case will be:

\[ S_i = \frac{m_i}{\sum_{i=1}^{N-1} m_i} \]  \hspace{2cm} \text{(Equation 3-20)}

In terms of the demand rate distribution, Equation 3-20 can be expressed as follows:

\[ S_i = \frac{\lambda_i \times W_i \times L_i}{\sum_{i=1}^{N-1} (\lambda_i \times W_i \times L_i)} \]  \hspace{2cm} \text{(Equation 3-21)}

Equation 3-21 combines the width of the service area, the length of each route segment and the demand density of the route segment into one universal equation. Deciding on which method to use for allocating slack time can vary from one case to
another depending on the characteristics of the service area specifications and the demand patterns. It is clear, however, that Equation 3-21 should be used as a method of allocating slack time among route segments in cases where the expected demand density is known, since it combines all the major features of a route segment into one equation
Figure 3-4 Cases of (a) different service area width, and (b) fixed stop spacing among route segments
3.3.4.2 Slack Time for A Single Route Segment with Known Service Area

The previous section discussed the several methods that can be used to distribute slack time among route segments. This case could arise in real world applications where the service provider wants to limit the amount of increase in the total running time of the transit vehicle and wants to distribute the available slack time among the route segments. There might be other cases, however, where there is no pre-specified limit on the slack time available for the whole route. Instead, the only known is the service area width \( W \), which is determined beforehand. This is the exact opposite case to the optimal maximum value of \( W \) discussed in an earlier section. Thus, the optimal value of slack time can be differentiated as before into two cases: two-sided service areas and single-sided service areas.

Two-sided Service Areas

Recalling Equation 3-6, the service area width \( W_i \) on either side of the route is given in terms the slack time \( S_i \), the bus operating speed \( V \) and the number of requests \( m_i \). Rearranging the equation in terms of \( S_i \):

\[
S_i = \frac{(2m_i + 1) \times W_i}{3V} \tag{Equation 3-22}
\]

Equation 3-22 gives the optimal value of the slack time as a function of the number of requests \( m_i \), the service area width \( W_i \) and the transit vehicle operating speed \( V \). The equation shows that the slack time is positively related to the average customer demand and the service area width, and is inversely related to the transit vehicle operating speed. This implies that the wider the service area the more slack time is needed to serve the requests in this area, which is expected as discussed earlier in the service area analysis. The equation also implies that the slack time assigned to a specific route segment increases as the customer demand increases and decreases as the vehicle operating speed increases. These relationships are also expected since a higher demand rate means that more slack time is needed to serve these requests, while a higher operating speed means less slack time is needed to travel.
To find the optimal slack time in terms of the demand density ($\lambda_i$), Equation 3-22 can be rearranged in terms of $S_i$ as follows:

$$S_i = \frac{\left(4\lambda_i \times L_i \times W_i^2\right) + W_i}{3V}$$ .......................... (Equation 3-23)

Equation 3-23 gives the optimal slack time for a given route segment as a function of the on-demand density ($\lambda_i$), the route segment length ($L_i$), the width of the service area ($W_i$) and the bus operating speed ($V$). The equation shows that the slack time increases as $\lambda_i$, $W_i$ and $L_i$ increase, and decreases as $V$ increases. These relationships are expected as wider service areas and longer route segments result in more on-demand requests scattered over a wider area, and therefore more slack time is needed to serve all the requests.

### 3.3.5 Fixed Stop Location and Spacing

Usually, the fixed routes chosen to be replaced by Flex-Route service are those with low ridership at the majority of the stops coupled with low population density along the routes. So once the decision to provide Flex-Route service has been made, the next critical step is selecting what modifications, if any, to the fixed stops should be made to allow for the existing fixed route to be converted to a Flex-Route service. These modifications are required because the routing and scheduling structures for a fixed-route and Flex-Route service differ in many ways. For instance, a primary standard in designing a fixed route service is to locate the fixed stops within a 1/4-mile (250m) walking distance of the surrounding population (Gray and Hoel, 1992). For Flex-Route transit service, it must be designed with the objectives of (1) serving high-activity fixed stops and (2) providing the necessary slack time in the schedule to allow for door-to-door on-demand service.

Although there is no literature directly dealing with how these modifications are to be made, there is one study that addresses removing some fixed stops from a fixed route (Welch et al., 1991) and used by the transit agency in San Diego, California, to remove out-of-direction (OOD) segments. An OOD segment can be defined as the
portion of the route that deviates from the main line of a fixed route service. Removing these OOD segments can save some extra travel time that can be used as a slack time, while those passengers who used to access the service at the removed stops can either use other fixed stops or switch to the on-demand part of the service. However, there is still a chance that those passengers might be lost and switch to other modes of transportation.

Using this methodology, an OOD impact index is calculated for each OOD segment. Based on the value of this OOD index a decision on whether to retain or remove an OOD segment can be made. The OOD impact index is defined as the weighted measure of travel time as a function of through riders, OOD riders (greater than 1/4 mile off mainline) and travel time difference between OOD and mainline. In short, it essentially measures the penalty to through riders imposed by OOD riders. Let’s consider the following variables:

\[ R_D = \text{through riders per day}; \]
\[ R_{OOD} = \text{OOD riders per day}; \]
\[ TT_{OOD} = \text{travel time increase due to OOD segment (minutes)}. \]

The impact index can be calculated as:

\[
\text{Impact Index} = \left( \frac{R_D \times TT_{OOD}}{R_{OOD}} \right) \]

(Equation 3-24)

Welch (1991) used the following criteria to make a decision on retaining or removing an OOD segment:

- If (Impact Index < 5) \(\Rightarrow\) retain the OOD segment;
- If (5 < Impact Index < 15) \(\Rightarrow\) decide based on resource needs, operating cost, effectiveness, and qualitative factors.
- If (Impact Index > 15) \(\Rightarrow\) eliminate OOD segment.

If the route has such OOD segments, then these segments can be evaluated based on the above criteria using ridership and travel time information from the service provider. However, the above criteria might not be applicable in all cases, since some
routes may not have any OOD segments. In this case, the following factors could be used to evaluate if a specific fixed stop can be removed:

- Ridership data for each stop on the route;
- Population and population density close to the stop; and
- Location of stops (i.e. transfer stops, schools, hospitals, etc).

Usually, the candidate fixed stops to be removed are those with low ridership numbers. Another criterion that could be used to retain a stop is its proximity to other fixed time stops and whether it is an important landmark such as a hospital, a school, a mall, a community college, etc. Most of the time, fixed stops that are landmarks will also have a high ridership, thus precluding the need for their removal. However, there might be cases in which there is no need to remove fixed stops as the number of fixed stops on the route is already low.

### 3.3.6 Service Frequency

Once the decision to provide Flex-Route transit service has been made, several features of the fixed-route structure of the route need to be modified from their original settings. One important feature that will be affected is the service headway at the fixed stops due to the addition of slack time to the original scheduled running time of the route. In order to study this effect, several definitions of the fixed-route service should first be introduced:

- $K$ = number of transit vehicles required to operate the original fixed-route line;
- $K''$ = new number of transit vehicles required to operate the new Flex-Route line;
- $T_c$ = cycle time of the original fixed-route line (in hours);
- $T_c''$ = cycle time of the new Flex-Route line (in hours);
- $H$ = original service headway of the fixed-route line; (in hours);
- $H''$ = new service headway of the Flex-Route service (in hours);
- $S$ = the slack time assigned to the entire route in one direction (in hours);
One of the fundamental relationships of fixed route operations is the relationship relating the number of transit vehicles, cycle time and headway: \( K = \frac{T_c}{H} \). In Flex-Route operations, adding the slack time will result in increase of \((2 \times S)\) hours in the cycle time of the route, assuming that there is an equal amount of slack time added in each direction.

It is worth mentioning that each transit vehicle will still have a recovery (terminal) time at each end of the route to account for all elements of stochasticity that might affect the operation of the service. The only difference (advantage) from fixed-route service is that at each fixed stop, the vehicle might use the slack time assigned to each route segment to recover any delays that might have happened along the route, which means that the stochasticity element can be minimized at each stop.

Therefore, the new cycle time of the route, including the added slack time, will be:

\[
T_c^n = T_c + (2 \times S) \quad \text{.......................................................... (Equation 3-25)}
\]

This increase in slack time will have an effect on the operation of the service as it has to be compensated by either increasing the service headway or, in some cases, increasing the number of transit vehicles required to operate the service. If the decision is to keep the service headway at its original value, then the added slack time will result in an increase in the number of transit vehicles. Therefore, the new number of transit vehicles required to operate the service will be: \( K^n = \frac{T_c^n}{H} \). Substituting for the cycle time using the formula found in Equation 3-25:

\[
K^n = K + \frac{2 \times S}{H} \quad \text{.......................................................... (Equation 3-26)}
\]

Equation 3-26 shows that if the headway of the service it to be kept the same as the original fixed-route setting, the new number of transit vehicles needed for the Flex-
Route service will increase by a fraction that depends on the added slack time and original headway. The relationship suggests that when the ratio of the slack time relative to the headway is low, then the increase in the number of transit vehicles needed for the service will be also low, and *vice versa*. It is worth mentioning here that this fractional increase might not warrant adding more vehicles to the transit fleet as transit agencies may have extra vehicles or extra terminal times that can be used to alleviate this increase.

Equation 3-26 also reveals that if the service headway is relatively long, then adding more slack time to the scheduled running time will not have the same substantial effect compared to cases where the service headway has a lower value. For example, for headway values of 20 and 30 minutes and a slack time value of 10 minutes, the increase in the number of transit vehicles will be as follows:

**Case 1: Headway = 20 minutes, slack time = 10 minutes.**

Using Equation 3-26:

\[
K^n = K + \frac{2 \times S}{H}
\]

\[
K^n = K + \frac{2 \times 10}{20} \times \left( \frac{60}{60} \right)
\]

\[
\Rightarrow K^n = K + 1 \Rightarrow \text{The increase in the number of transit vehicles in this case is (1).}
\]

**Case 2: Headway = 30 minutes, slack time = 10 minutes.**

Using Equation 3-26:

\[
K^n = K + \frac{2 \times 10}{30} \times \left( \frac{60}{60} \right)
\]

\[
\Rightarrow K^n = K + 0.67 \Rightarrow \text{The increase in the number of transit vehicles in this case is (0.67), which will be rounded to 1 transit vehicle.}
\]

The above two cases illustrate the sensitivity of the increase in the number of transit vehicles to the values of the original service headway and slack time. Therefore the longer the headway of the service the less the effect of adding the slack time on increasing the number of extra transit vehicles required for the Flex-Route service.
Another case that should be examined here is the case where the transit agency decides against increasing the number of transit units from the original setting. The only option here will be to change the headway to account for the increase in the cycle time. So for the transit agency to keep the same number of transit units, then $K^*$ must equal $K$.

In other words, this relationship should hold: \[ \frac{T_c}{H} = \frac{(T_c + 2S)}{H^*} \]. Rearranging the terms of this relationship, we now can get the new value of the service headway as follows:

\[
H^* = H + \frac{2 \times S \times H}{T_c} \quad \text{...........} \quad \text{.................................} \quad \text{(Equation 3-27)}
\]

Equation 3-27 shows that if the number of transit vehicles should remain the same as the original fixed-route setting, then the headway has to be increased by a fraction that depends on the slack time, the original headway and the original cycle time. The relationship suggests that when the ratio of the slack time and the original headway relative to the original cycle time is low, the increase in the headway will be also low, and vice versa. Therefore, the longer the cycle time and the original headway are, the lower the increase of the service headway compared to its original value. Furthermore, the increase in the headway relative to the original headway can be found as follows:

Relative Increase in Headway = \( \frac{2 \times S \times H}{T_c} \)

Or:

Relative Increase in Headway = \( \frac{2 \times S}{T_c} \) \( \text{...........} \) \( \text{.................................} \) \( \text{(Equation 3-28)} \)

Equation 3-28 shows that the relative increase in the headway depend only on the values of the slack time and original cycle time. This means that the lower the ratio of slack time to the original cycle time, the lower the relative increase in the service headway. To illustrate this conclusion, let us consider two cases:
Case 1: Headway = 20 minutes, cycle time = 60 minutes, slack time = 5 minutes.

In this case, the number of transit vehicles required in the original fixed-route setting is \( K = 60/20 = 3 \). To keep the same number of transit vehicles in the new service, then new headway using Equation 3-27 will be:

\[
H^n = \frac{20}{60} + \frac{2 \times \left( \frac{5}{60} \right) \times \left( \frac{20}{60} \right)}{\left( \frac{60}{60} \right)}
\]

\[
H^n = \left( 20 + 3.33 \right) \times \frac{1}{60}
\]

\[\Rightarrow H^n = 23.33 \text{ min} \ (24 \text{ min})\]

So in order to keep the same number of transit units as the original setting, then the headway has to be increased by 4 minutes (24 minutes compared to the original headway of 20 minutes), which is a relative increase of only \( 4/20 = 1/5 \) the original headway, which can be considered a relatively low increase relative to the original headway.

Case 2: Headway = 30 minutes, cycle time = 60 minutes, slack time = 5 minutes.

In this case, the number of transit vehicles required in the original fixed-route setting is \( K = 60/30 = 2 \). To keep the same number of vehicles in the new service, then new headway using Equation 3-27 will be:

\[
H^n = \frac{30}{60} + \frac{2 \times \left( \frac{5}{60} \right) \times \left( \frac{30}{60} \right)}{\left( \frac{60}{60} \right)}
\]

\[
H^n = \left( 30 + 5 \right) \times \frac{1}{60}
\]

\[\Rightarrow H^n = 35 \text{ min}\]
So in order to keep the number of transit units without change for this case, then the headway has to be increased by 5 minutes, which is a relative increase of \( (5/30 = 1/6) \) - the same relative increase as in case 1. This could be very important in the design of Flex-Route service since in real world applications, the relative increase in the headway can be perceived to be more important for the transit users than the amount of the increase itself. Thus the increase in the headway will be affected primarily by the ratio of slack time to the original cycle time.

### 3.4 FLEX-ROUTE FEASIBILITY AND COST ANALYSIS

The addition of slack time to the original scheduled running time of the fixed-route service inflicts additional costs on both the service provider and the fixed-route customers, while providing some benefit to the on-demand passengers through travel cost savings and the service provider through the addition of revenue from the on-demand passengers. This section presents a cost-benefit analysis of replacing a fixed-route service with Flex-Route for several stakeholders involved in the process. The analysis includes examination of two case scenarios that can be adopted in practice, which are based on the frequency of the service. The decision is whether the original service headway of the fixed-route structure should be kept unchanged with the implementation of the new Flex-Route service (to maintain the same level of service at the fixed stops) or to increase the service headway (to maintain the same number of transit vehicles needed for the service in case the transit agency’s fleet is limited). It should be emphasized that the analysis will be performed for a single bus run (in one-direction) for a two-sided service area. Table 3-4 lists the variables that will be used in this analysis.

Before we proceed with the feasibility analysis, we need to point out an important assumption in advance: throughout the analysis we assume that fixed-stop users will neither convert to on-demand service nor they will abandon the fixed-route service. We acknowledge that this assumption might not be fully realistic given that the introduction of flex-route service might have negative impacts on service reliability that could deter some fixed-route users from using the service. However, the addition of slack time can counter this problem by recovering the schedule at each fixed stop, and therefore reducing the variability and improving the reliability of the service.
Some policies can be introduced by the service provider to encourage the fixed-stop users to continue using the service without switching to other travel modes or to the flexible service along the same route. Such policies could include guaranteed specific arrival time at transfer points with other major transit services; reduced fare; and increased service headway. Some of these policies are discussed in further detail later in this chapter. However, we acknowledge that this fixed-route ridership inelasticity assumption is somewhat simplistic and requires more attention, but given the scope of the thesis, which focuses primarily on the supply side of the service, we decided to leave this part of the work for future research.

Addressing the changes in fixed-stop user behaviour can be accomplished through studies that focus on the demand part of the service using methods such as ridership elasticity analysis, stated-preference surveys and mode choice models that can estimate both fixed-stop and on-demand ridership. However, as discussed earlier, this part of the analysis is beyond the scope of this research and can be addressed in future research.
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
<th>Unit of Measurement</th>
</tr>
</thead>
<tbody>
<tr>
<td>(N_1)</td>
<td>Number of route segments in one direction</td>
<td></td>
</tr>
<tr>
<td>(L)</td>
<td>Length of the fixed-route in one direction</td>
<td>Km</td>
</tr>
<tr>
<td>(W)</td>
<td>Average width of the service area along the route on one side of the route (total average width = (2W))</td>
<td>Km</td>
</tr>
<tr>
<td>(S)</td>
<td>Total slack time added to one vehicle run in one direction (from (n=1) to (n=N)), or total slack time added to all route segments</td>
<td>Hours</td>
</tr>
<tr>
<td>(S_i)</td>
<td>Slack time added to route segment (i)</td>
<td>Hours</td>
</tr>
<tr>
<td>(V_{R_0})</td>
<td>The original number of vehicle runs during time period (T)</td>
<td></td>
</tr>
<tr>
<td>(V_{R_n})</td>
<td>The new number of vehicle runs in time period (T)</td>
<td></td>
</tr>
<tr>
<td>(W_i)</td>
<td>The width of the service area of route segment (i) on one side of the route</td>
<td>Km</td>
</tr>
<tr>
<td>(D_i)</td>
<td>Extra distance travelled (the rectilinear path length) due to the deviation of the service in route segment (i)</td>
<td>Km</td>
</tr>
<tr>
<td>(m_i)</td>
<td>Expected number of on-demand passengers using the service in route segment (i)</td>
<td></td>
</tr>
<tr>
<td>(C_{d_r})</td>
<td>Cost coefficient representing the marginal hourly cost of vehicle operations (wage of bus drivers)</td>
<td>$$/Hour$$</td>
</tr>
<tr>
<td>(C_{k_m})</td>
<td>Cost coefficient representing the marginal cost of vehicle mileage (gasoline)</td>
<td>$$/Km$$</td>
</tr>
<tr>
<td>(O_{cost})</td>
<td>Operator’s additional cost due to the change of the service from fixed-route to Flex-Route</td>
<td>$$</td>
</tr>
<tr>
<td>(O_{benefit})</td>
<td>Operator’s benefit due to the change of the service from fixed-route to Flex-Route</td>
<td>$$</td>
</tr>
<tr>
<td>(m_{tot})</td>
<td>Total number of on-demand passengers using the service in one bus run</td>
<td></td>
</tr>
<tr>
<td>(B_p)</td>
<td>Marginal benefit of serving a single on-demand passenger</td>
<td>$$</td>
</tr>
<tr>
<td>(F_{X_{cost}})</td>
<td>Total fixed-stop user cost due to the change of the service from fixed-route to Flex-Route</td>
<td>$$</td>
</tr>
<tr>
<td>(F_{X_{P_{cost}}})</td>
<td>Average cost incurred by a single fixed-stop user due to the change of the service from fixed-route to Flex-Route</td>
<td>$$</td>
</tr>
<tr>
<td>(A_i)</td>
<td>Number of fixed-stop passengers onboard the bus after leaving the first fixed stop of route segment (i)</td>
<td>$$</td>
</tr>
<tr>
<td>(Y)</td>
<td>Total number of fixed-stop customers using the service in one bus run in one direction.</td>
<td></td>
</tr>
<tr>
<td>(\Delta TT)</td>
<td>The increase in the average in-vehicle travel time for a fixed-stop customer</td>
<td>Hours</td>
</tr>
<tr>
<td>(\Delta WT)</td>
<td>The increase in the average waiting time for a fixed-stop customer</td>
<td>Hours</td>
</tr>
<tr>
<td>(\Delta AT)</td>
<td>The increase in the average access time for a fixed-stop customer</td>
<td>Hours</td>
</tr>
</tbody>
</table>
Table 3-4 Cont’d

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{TT}$</td>
<td>Cost coefficient representing fixed-stop customer disutility toward increase in in-vehicle travel time</td>
<td>$$ / Hour</td>
</tr>
<tr>
<td>$C_{WT}$</td>
<td>Cost coefficient representing fixed-stop customer disutility toward increase in wait time</td>
<td>$$ / Hour</td>
</tr>
<tr>
<td>$C_{AT}$</td>
<td>Cost coefficient representing fixed-stop customer disutility toward increase in access time;</td>
<td>$$ / Hour</td>
</tr>
<tr>
<td>$V_{walk}$</td>
<td>Average walking speed of fixed-stop passengers</td>
<td>Km/hr</td>
</tr>
<tr>
<td>$F_o$</td>
<td>The original fare value for fixed-stop customers before the introduction of Flex-Route service</td>
<td>$$</td>
</tr>
<tr>
<td>$F_n$</td>
<td>The new fare value for fixed-stop customers after the introduction of Flex-Route service</td>
<td>$$</td>
</tr>
</tbody>
</table>
3.4.1 Operator Cost

The added slack time to a typical route segment incurs additional costs to the service operator. The increase in the operating cost for the service operator depends on the two cases mentioned above. Both cases will be examined carefully.

3.4.1.1 Same Frequency (Same Headway)

In case the transit agency decides to maintain the same service frequency as before introducing the Flex-Route service, this may result in an increase in the number of transit vehicles needed to operate the service (fixed costs). This increase is equal to \((2S/H)\) as shown in equation 3-25. In this research, however, we are limiting the analysis to the operating costs of the service, the reason being that the transit agency might be able to avoid adding extra vehicles for several reasons. First, when determining the number of transit vehicles needed for the existing fixed-route service, the service provider usually rounds up the number of transit vehicles to the next integer, which will result in extra unused terminal time. For some low-demand routes, where headways are too long (e.g. 30 or 45 min) and the terminal time is exceedingly long, part of the terminal time could be reallocated as slack time for use in flex route service, thus reducing the need for extra transit vehicles. Another reason is that the service agency’s transit fleet might have extra vehicles that can be used to cover up the needed vehicles.

Additionally, the service operator will incur operating costs related to the extra mileage and extra operating hours due to the deviation of the service. The increase in mileage will result in extra costs due to the extra gasoline required to operate the service, while the increase in operating hours will result in extra wages paid to drivers. In all cases, the additional cost will be proportional to the added slack time built into the schedule \((S)\) as will be shown next. It should be noted that the analysis always starts with a single segment of the route, and then proceeds to the whole route.

Using the variables of Table 3-4, the extra operating cost incurred by the service provider due to the deviations in a single route segment is given by the following equation:
Operator cost (single route segment) = \( C_{dr} \times S_i + C_{km} \times D_i \) .................. (Equation 3-29)

Using equation 3-4 the expected extra distance traveled due to \((m_i)\) on-demand requests in one route segment for two-sided service areas (the rectilinear Hamilton path length) is given by:

\[
D_i = (m_i - 1) \left( \frac{2W_i}{3} \right) + 2 \left( \frac{W_i}{2} \right) \] ................................. (Equation 3-30)

Therefore, the operator’s additional operating cost due to deviations to serve on-demand requests for the whole route in one direction is given by:

\[
O_{cost} = \sum_{i=1}^{N-1} \left( C_{dr} \times S_i \right) + C_{km} \times \left( \frac{W_i \times (2m_i + 1)}{3} \right) \] ................................. (Equation 3-31)

Given that the total slack time added to one bus run in one direction is \(S\), then equation 3-31 can be re-written as follows:

\[
O_{cost} = (C_{dr} \times S) + \left[ \frac{C_{km}}{3} \times \sum_{i=1}^{N-1} W_i \times (2m_i + 1) \right] \] ................................. (Equation 3-32)

Equation 3-32 gives the additional operating costs incurred by the service provider due to the change of the service to Flex-Route in case the service frequency stays the same as the original fixed-route system. The equation does not include a representation of the additional fixed costs for the service provider for the reasons mentioned earlier. However, the fixed costs can be calibrated and added to the equation for a single bus run if required.

3.4.1.2 Lower Frequency (Increased Headway)

In case the service provider can not afford adding new transit vehicles or the existing transit fleet does not have extra vehicles to be used, the service provider will
have to lower the fixed-route service frequency (increase the headway) to afford adding extra slack time. In this case, the assumption is that there will not be any increase in the fixed costs or total operating hours since the headway will be increased to maintain the same total operating hours for the operating time period.

In terms of the increase in mileage, the additional cost will depend on the new number of bus runs, which will be fewer than the original fixed-route service, and thus reducing the total fixed-route vehicle mileage compared to the original service. Assuming that the original number of vehicle runs during a specific time period \( T \) is \( VR_o \), and the new number of vehicle runs in time period \( T \) is \( (VR_n) \), then the total vehicle mileage for the original and new services will be \( 2L(VR_o) \) and \( 2L(VR_n) \) respectively. Therefore, the average relative mileage for each vehicle run in each direction for the new service will be: \( \left( \frac{L \times VR_n}{VR_o} \right) \), which will be lower than \( L \). Using the same procedure used for the previous case (see equation 3-32), the total operating cost can be found as follows:

\[
O_{cost} = \left[ \frac{C_{km}}{3} \times \sum_{i=1}^{N} W_i \times (2m_i + 1) \right] - C_{km} \times \left( \frac{L \times VR_n}{VR_o} \right) \ldots \ldots \ldots \ldots \ldots \ldots \ldots (Equation 3-33)
\]

### 3.4.2 Operator Benefit

#### 3.4.2.1 Same Frequency (Same Headway)

The introduction of Flex-Route service will have some benefits to the service provider in this case. The amount and type of these benefits depend on the reason why Flex-Route was introduced and on what constitutes a benefit for the service provider. For example, in some agencies, the extra fare collected from the new passengers constitutes a benefit for the service provider. The objective of the service in other cases might be to encourage people to switch from using their cars to using transit when accessing a regional rail network because of the lack of parking spaces in the train station. In this case, the benefit to the service provider might include the savings in parking costs including the long-term cost of building new parking spaces. Therefore, estimating the benefits to the service provider depends on the situation and the goals of the service. In
In general, the operator’s benefit from a single bus run can be found using the following equation:

\[ O_{\text{benefit}} = B_p \times m_{\text{tot}} \]  

(Equation 3-34)  

In Chapter Six, an example of evaluating the benefit to the service provider from serving on-demand requests will be estimated for a real-world case scenario.

### 3.4.2.2 Lower Frequency (Increased Headway)

The same explanation for the first case applies also to this case.

### 3.4.3 Fixed-route user cost

Introducing Flex-Route service as a replacement of an existing fixed-route transit line will inflict some cost on the fixed-route passengers who use the service regularly and access the service at the established fixed stops. Each case might have a different amount of cost incurred by the users, but usually this cost is one or a combination of the following three types of cost:

1. **Increase in in-vehicle travel time due to the added slack time:**

   The additional slack time added to the original scheduled running time will increase the average in-vehicle travel time for fixed-route users. This increase in in-vehicle travel time for all fixed-route customers will vary depending on the ridership levels at each fixed stop. For example, if the ridership levels are relatively high near the starting point of a transit route where most customers are destined for a major transfer point at the end of the route, then the average increase in travel time for all customers will be higher than the case with more ridership volumes close to the end of the route given a relatively constant amount of slack time provided to each route segment. The reason for this difference is that if the majority of fixed-route users access the service early in the route, then they will have to suffer the extra slack time given to each subsequent route segment, thus increasing their average travel time more than the other case.
2. **Increase in wait time due to the change in service frequency:**

In suburban context, the service headway usually has a higher value compared to urban areas due to low levels of ridership. Therefore increasing the headway might not have a great effect on the behaviour of fixed-route customers since passengers usually time their arrival at the fixed stops in cases of low frequency (high service headway values). However, increasing the headway will increase the wait time for a portion of the passengers who may still arrive at random despite the low frequency. Moreover, increasing the headway will reduce the availability of transit services to the public since there will be fewer bus runs in this case. Therefore, in this research we will include the impact of changing the headway on the wait time of fixed-route customers to account for cases where the service frequency might play a role in the cost incurred on fixed-route users.

3. **Increase in access time if the fixed-stop spacing changes:**

When introducing Flex-Route service, there might be cases in which some fixed stops will be removed due to their low ridership numbers and to improve the performance of the service. In such cases, the access time (walking) to the fixed stops will increase since passengers will have to walk longer distances to reach the retained fixed stops assuming there is no loss in the original fixed-route ridership. This does not imply that the transit service agency will remove stops in all cases.

### 3.4.3.1 Same Frequency (Same Headway)

In this case, changing the fixed-route service to Flex-Route operations will cause some inconvenience to the regular transit passengers because of the increase in the average in-vehicle ride time, and in some cases, an increase in the average access time if the fixed-stop spacing is changed (increased). It should be noted that there will not be any increase in the average waiting time since the service frequency will not change. The larger the amount of slack time is, the higher the inconvenience for fixed-stop passengers will be. Such inconvenience could also lead to loss of regular transit riders. It is therefore necessary to consider this factor when designing a Flex-Route service and consider alleviating this inconvenience by adopting strategies such as increased frequency and
lower fares, which will be discussed later. The analysis is further divided here into two cases: (1) no fixed stop is removed (same number of fixed stops) and (2) some fixed stops are removed (reduced number of fixed stops).

1. **Same Number of Fixed Stops**

   In this scenario, the cost incurred by fixed-stop users will be comprised mainly of the additional in-vehicle travel time. Using the variables in Table 3-4, the cost incurred by fixed-stops users in a single route segment due to increase in in-vehicle travel time is given by the following equation:

   \[
   \text{Fixed-user cost} = A_i \times (C_{TT} \times \Delta TT) \]

   (Equation 3-35)

   In one route segment, \( \Delta TT \) will amount to \( S_i \) since the increase in in-vehicle ride time in any route segment will be equal to the slack time given to this segment. Therefore, the total fixed-users cost due to the increase in in-vehicle travel time is given by the following equation:

   \[
   FX_{cost} = \sum_{i=1}^{N-1} A_i \times (C_{TT} \times S_i) \]

   (Equation 3-36)

   Given that the total number of fixed-route users for a single bus run is \( Y \), then the average cost incurred on a single fixed-route user is given by:

   \[
   FXP_{cost} = \frac{C_{TT} \times \sum_{i=1}^{N-1} (A_i \times S_i)}{Y} \]

   (Equation 3-37)

2. **Reduced Number of Fixed Stops**

   In case that the number of fixed stops has been reduced, there will be an increase in average travel time as well as an increase in the access time for fixed-route’s users assuming that there will not be any loss in ridership (i.e. passengers who used to access a
removed fixed stop will access the service at the retained fixed stops). However, there is also a small benefit gained from the removal of fixed stops as the running time of the vehicle will be lower as a result of the elimination of dwell time, deceleration and acceleration times at the removed fixed stops. For the sake of this analysis, we will not get into the details of this amount of reduction, but we will just assume that the original running time of the vehicle will be reduced by $T_f$ for each fixed stop removed. This reduction can not be dealt with on a route segment basis since the only impact it has on the service is the running time saved. This saved running time can be incorporated with the slack time assigned to the route by eliminating the need for some of the needed slack time, and therefore reducing the total running time of the vehicle by an amount of $T_f$ times the number of removed fixed stops ($N-N_o$).

There is also a small benefit gained by the service provider based on equations 2, 3, and 4 because of the elimination of the fixed stop. When two route segments are combined together (i.e. one fixed stop removed), the new combined route segment will have two less ($W/2$) terms and one more ($2W/3$) term. Therefore the expected distance traveled by the vehicle in route segment $i$ will be reduced by an amount of ($W/3$). These benefits will be incorporated in the total cost function of this case (see Equation 3-55). In this case, the average increase in access time will depend on the number of fixed stops before and after the removal of some fixed stops.

Given the rectangular shape of the service area of the route, and assuming that the fixed stop passengers are scattered uniformly across the service area of the route, then the original average access distance ($AD_o$) for any fixed-stop user can be found by assuming the fixed-stop user will follow a rectilinear Hamiltonian path to reach the fixed stop. As shown in Figure 3, this distance ($AD_o$) is composed of two parts ($AD_1$ and $AD_2$). $AD_1$ can be found by assuming that the expected average horizontal access distance is equal to $\frac{1}{4}$ of the average fixed-stop spacing ($L_i$), while $AD_2$ can be found by assuming that the expected average lateral access distance is equal to $\frac{1}{2}$ of the average service area width on either side of the route (or maximum lateral walking distance for fixed-route customers). Assuming that the average fixed-stop spacing $L_i$ is equal to $\left(\frac{L}{N-1}\right)$ and the average service area width $W_i$ (on either side of the route) is equal to $W_{avg}$, $AD_o$ can be found using the following equation:
Equation 3-38 is built based on the assumption that the fixed-stop spacing is constant to limit the scope of the analysis. This is because if the individual route segment lengths were to be used, the analysis will go into the details of how to distribute the users, who used to access the removed stops, among the retained fixed stops. The equation also uses an average width of the service area for the whole route for the same reason. As mentioned earlier, it is important to reiterate that removing fixed stops is not recommended in all cases and careful attention should be given to this decision. Fixed stops can be considered for removal only if the stop demand and stop spacing are both very low that customers will still be within a reasonable walking distance of the remaining fixed stops.

Therefore, the original average access time \((AT_o)\) can then be found using the following formula:

\[
AT_o = \left(\frac{1}{4V_{walk}}\right) \times \left(\frac{L}{N-1} + 2W_{avg}\right) \quad \text{..................................................} \quad \text{Equation 3-39}
\]
Figure 3-5 Calculation of Average Access Distance for Fixed Route Users

- $AD_1 = \frac{1}{4} L_i$
- $AD_2 = \frac{1}{2} W_i$
If the number of fixed stops is reduced from $N$ to $N_n$ (i.e. the new number of route segments = $N_n - 1$), then the new average access time for the fixed-route users can be found as follows:

$$AT_n = \left( \frac{1}{4V_{walk}} \right) \times \left( \frac{L}{N_n - 1} + 2W_{avg} \right)$$

(Equation 3-40)

Therefore the increase in the average access time ($\Delta AT = AT_n - AT_o$) for fixed-route users will be given by:

$$\Delta AT = \left( \frac{1}{4V_{walk}} \right) \times \left( \frac{L}{N_n - 1} - \frac{L}{N - 1} \right)$$

(Equation 3-41)

It should be noted that equations 3-40 underestimate the new access distance for fixed stop users since it assumes that the remaining fixed stops will be equally spaced as the original setting, which is not what actually happens since some of the users will have the same access distance while others will suffer an increase in their access distance. Nevertheless, we will use equation 3-40 as an approximate estimation of the new access distance.

So in case that the number of fixed stops has been reduced to $N_n$, then the total fixed-route user additional cost due to the increase in in-vehicle travel time and access time, is given by the following equation:

$$FX_{cost} = \left[ \sum_{i=1}^{N_n-1} A_i \times (C_{TT} \times S_i) \right] + \left( Y \times C_{AT} \right) \left( \frac{1}{4V_w} \right) \times \left( \frac{L}{N_n - 1} - \frac{L}{N - 1} \right)$$

(Equation 3-42)
Rearranging the terms of equation 3-42, we get the following expression for the total cost incurred on fixed-route users due to changing the service from fixed-route to Flex-Route:

\[ FX_{\text{cost}} = C_{TT} \times \left[ \sum_{i=1}^{N-1} A_i \times S_i \right] + \left( \frac{C_{AT} \times Y}{4V_{\text{walk}}} \right) \times \left( \frac{L}{N_n - 1} - \frac{L}{N - 1} \right) \]  

………..… (Equation 3-43)

Given that the total number of fixed-route users for a single bus run is \( Y \), then the average cost incurred on a single fixed-route user in this case is given by:

\[ FXP_{\text{cost}} = \frac{C_{TT} \times \left[ \sum_{i=1}^{N-1} A_i \times S_i \right] + \left( \frac{C_{AT} \times Y}{4V_{\text{walk}}} \right) \times \left( \frac{L}{N_n - 1} - \frac{L}{N - 1} \right)}{Y} \]  

………..… (Equation 3-44)

Equation 3-44 can be used as a basis for estimating the impact of different Flex-Route design parameters on the cost incurred by fixed-route users, and the sensitivity of the cost to the change in these parameters. For example, the equation can be used to examine what effect removing a fixed stop has on the average total cost incurred by a fixed-route user. Another example is the case where the service agency does not want the fixed-route user cost to exceed a specific value, and want to see how many fixed stops it can remove without exceeding this cost.

3.4.3.2 Lower Frequency (Increased Headway)

When the headway of the service is increased, the inconvenience to regular transit passengers will be in terms of the increase in in-vehicle travel time, the increase in waiting time, and in some cases the increase in access time if the fixed-stop spacing is changed (increased) due to the removal of some fixed stops. As mentioned earlier, low frequency fixed routes are the typical candidates for conversion into flex route services. Such routes have two types of passengers, namely aware passengers (those timing their arrival at stops according to the schedule) and unaware passengers. Arguably, aware passengers will not see their waiting time increase since they usually time their arrival at
the fixed stops. On the other hand, *unaware* passengers are the ones whose wait times will be affected by the headway increase assuming they arrive randomly at the fixed stops. Moreover, both groups passengers will incur additional cost because they will have fewer bus runs in any given time period (e.g. AM peak period) which limits their opportunities to travel to their desired activities.

Therefore, the difference from the previous case is the increase in the average waiting time for the unaware passengers and the additional cost incurred by all passengers due to the lower frequency. It should be noted, however, that the percentage of unaware passengers might change given a change in the headway of the service as fixed-stop transit users might start being more aware of the schedule to avoid long waiting times. However, in this research we assume that this percentage will remain the same even after the change in headway.

1. **Same Number of Fixed Stops**

   First, let’s assume that the unaware passengers comprise a percentage of $\beta$ from the total fixed route passengers ($Y$), and that the cost incurred by all fixed-route passengers can be directly related to the change in headway (or reduction in frequency). Using, the variables in Table 3-4, the cost incurred by fixed-stop users in one route segment (not including access time) is given by the following equation:

   \[
   \text{Fixed-route users cost} = A_i \times (C_F \times \Delta TT) + \beta Y \times \left( C_{WT} \times \Delta WT \right) + Y \times \left( C_F \times \Delta H \right) . . . . . . \\
   \]

   Where:

   \[
   C_F = \text{cost coefficient representing fixed-stop customer disutility toward reduction in service frequency; and} \\
   \Delta H = \text{the increase in the headway after changing the service to Flex-Route transit service.}
   \]

   In route segment $i$, $\Delta TT$ will amount to $S_i$ as in the first case. The average increase in wait time will depend on the value of the headway before and after the change of the
service. Using equation 3-27 the increase in the headway after changing the service to Flex-Route transit is given by \( \Delta H = \frac{2 \times S \times H}{T_c} \). We can now use this equation to find the increase in the average wait time (i.e. half the headway) for a single fixed-route user as follows:

\[
\Delta WT = \frac{2 \times S \times H}{2 \times T_c} = \frac{S \times H}{T_c}
\]  

(Equation 3-46)

It is worth mentioning that the headway variance is not included in the Equation 3-46, which implicitly assumes that the operation is perfectly reliable. Therefore, the total fixed-user cost due to the increase in both in-vehicle travel time and wait time for a single bus run can be expressed as follows:

\[
FX_{cost} = \left[ \sum_{i=1}^{N-1} (A_i \times S_i) \right] + \left[ \beta Y \times C_{WT} \times \frac{S \times H}{T_c} \right] + \left[ Y \times C_F \times \frac{2 \times S \times H}{T_c} \right]
\]  

(Equation 3-47)

Rearranging the terms of equation 3-47, the total cost incurred by fixed-route users in this case will be given by the following equation:

\[
FX_{cost} = C_{TT} \times \left[ \sum_{i=1}^{N-1} (A_i \times S_i) \right] + \left[ \frac{Y \times S \times H}{T_c} \right] \left[ \beta \times C_{WT} + 2 \times C_F \right]
\]  

(Equation 3-48)

Given that the total number of fixed-route users for a single bus run is \( Y \), then the average cost incurred on a single fixed-route user in this case is given by:

\[
FX_{P\text{cost}} = \left[ \frac{C_{TT} \times \left[ \sum_{i=1}^{N-1} (A_i \times S_i) \right] + \left[ \frac{Y \times S \times H}{T_c} \right] \left[ \beta \times C_{WT} + 2 \times C_F \right]}{Y} \right]
\]  

(Equation 3-49)
As with the previous case, Equation 3-49 can be used to estimate the cost incurred by fixed-route users and examine the sensitivity of the cost to such factors as the slack time, the headway and the fixed-route ridership.

2. *Reduced Number of Fixed Stops*

In case that, in addition to the increased headway, the number of fixed stops has been reduced, there will be an increase in the access time for fixed-route passengers assuming that there will not be any loss in ridership. As mentioned earlier, there are also small time and distance savings gained from the removal of fixed stops. These benefits will be incorporated in the total cost function of this case (see Equation 3-57). To find the increase in the average access time for fixed-route passengers, we can use equation 3-41 as in the previous case. So in this case the total fixed-users cost due to the increase in in-vehicle ride time, wait time and access time for one bus run, is given by the following equation:

\[
FX_{\text{cost}} = \left[ \sum_{i=1}^{N-1} A_i \times (C_{RT} \times S_i) \right] + \left[ \frac{Y \times S \times H}{T_c} \right] \beta \times C_{WT} + 2 \times C_F + \left( Y \times C_{AT} \left( \frac{1}{4W_w} \right) \times \left( \frac{L}{N_n-1} - \frac{L}{N-1} \right) \right)
\]

.......................................................... (Equation 3-50)

Rearranging the terms of equation 3-50, the total cost incurred on fixed-route users due to the change of the service types is given by the following expression:

\[
FX_{\text{cost}} = C_{RT} \times \left[ \sum_{i=1}^{N-1} (A_i \times S_i) \right] + Y \times \left( \frac{S \times H}{T_c} \right) \left( \beta \times C_{WT} + 2 \times C_F \right) + \left( \frac{C_{AT}}{4V_w} \right) \times \left( \frac{L}{N_n-1} - \frac{L}{N-1} \right)
\]

.......................................................... (Equation 3-51)

Dividing equation 3-51 by the total number of fixed-route users (Y), we can find the average cost incurred on a single fixed-stops user as follows:
As can be seen in equation 3-52, the cost incurred on a single fixed-route user in this case depends on several factors. The service agency can manipulate the value of each factor and see the effect on the cost depending on the situation that each transit agency finds itself in.

### 3.4.4 Total Additional System Cost

After finding the operator and fixed-route user costs, we can now present the total additional system cost ($C_{\text{Total}}$) for a single bus run due to the change in the service as follows:

$$C_{\text{Total}} = FX_{\text{cost}} + O_{\text{cost}} \quad \text{.................................................. (Equation 3-53)}$$

Using equation 3-53, we can now estimate the total system cost for the different cases analyzed above in a single expression. Recall that the two main cases were based on whether to maintain the original service headway or change it after the introduction of the Flex-Route service. These two cases are further divided into whether the transit service agency decides to remove some fixed stops or not after the introduction of the new service. Therefore, we will have four cases for which the total system cost can be found as shown next.

#### 3.4.4.1 Same Frequency/ Same Number of Fixed Stops

This case assumes that the transit service agency decides to keep the same service headway of the original fixed-route service and do not remove any existing fixed stops. To find the total system cost in this case, we substitute equations 3-32 and 3-36 into equation 3-53 as follows:
\[ C_{\text{Total}} = C_{rr} \times \left[ \sum_{i=1}^{N-1} A_i \times S_i \right] + (C_{dr} \times S) + \left( \frac{C_{\text{km}}}{3} \times \sum_{i=1}^{N-1} \left[ W_i \times (2m_i + 1) \right] \right) \quad \text{(Equation 3-54)} \]

5.6.4.2 Same Frequency/ Reduced Number of Fixed Stops

This case is similar to the previous case except that some fixed stops are removed from the original fixed-route setting. To find the total system cost in this case, we substitute equations 3-32 and 3-42 into equation 3-54 as follows:

\[ C_{\text{Total}} = C_{rr} \times \left[ \sum_{i=1}^{N-1} A_i \times S_i \right] + \left( \frac{C_{\text{km}}}{3} \times \sum_{i=1}^{N-1} \left[ W_i \times (2m_i + 1) \right] \right) \quad \text{(Equation 3-55)} \]

3.4.4.2 Lower Frequency/ Same Number of Fixed Stops

This case assumes that the transit service agency decides to reduce the service frequency of the original fixed-route service and do not remove any existing fixed stops. To find the total system cost in this case, we substitute equations 3-33 and 3-48 into equation 3-54 as follows:

\[ C_{\text{Total}} = C_{rr} \times \left[ \sum_{i=1}^{N-1} A_i \times S_i \right] + \left( \frac{C_{\text{km}}}{3} \times \sum_{i=1}^{N-1} \left[ W_i \times (2m_i + 1) \right] \right) \quad \text{(Equation 3-56)} \]

3.4.4.3 Lower Frequency/ Reduced Number of Fixed Stops

In this case also there is no additional operating cost and the total cost is composed only of the cost incurred on fixed-route users given by equation 3-51. Therefore the total cost can be calculated using the following equation:
\[ C_{\text{Total}} = C_T \times \left( \sum_{j=1}^{N-1} (A_j \times S_j) \right) + Y \times \left( \left( \frac{S \times H}{T_C} \right) \beta \times C_{WT} + 2C_F \right) + \left( \frac{C_{AT}}{4V_w} \right) \times \left( \frac{L}{N_n - 1} - \frac{L}{N - 1} \right) \] ...

................................................................................................................................. (Equation 3-57)

3.4.5 Total Additional System Benefit

As mentioned earlier, the system benefit is composed mainly of attracting the on-demand passengers as given in equation 3-34. It is assumed that this equation applies to all cases discussed above. Therefore, the total benefit is also given by equation 3-34 as follows:

\[ B_{\text{Total}} = B_p \times m_{\text{tot}} \] .............................................................. (Equation 3-58)

The amount of this benefit varies from one situation to another as mentioned earlier. Therefore, equation 3-58 does not specify the money-value of the benefit and is left open to the decision-maker and future research efforts to decide on the amount of the benefit.

3.4.6 Strategies to Maintain the Level of Service for Fixed-Route Users

Under ideal conditions, the transit service agency would like to keep the existing fixed-route ridership at the same level after introducing the Flex-Route service. At the same time, the transit agency would not want the fixed route customers to become on-demand customers. This requires finding strategies to alleviate the extra cost incurred by fixed-route users due to the change of the service type to Flex-Route. For each scenario mentioned above, a discussion of what type of strategies, if any, can be implemented will be discussed next.

Depending on the different cases discussed in the previous section, the possible cost incurred by the fixed-route users due to the introduction of Flex-Route service can be one or a combination of the following types of cost:

- Increase in in-vehicle travel time due to the added slack time:
• Increase in wait time due to the change in service frequency:
• Increase in access time if the fixed-stops’ spacing changes:

Given that the cost incurred on fixed-route users might be a combination of the above-mentioned cost types, we propose two types of strategies can be used (solely or combined) to lessen the effect of the additional cost on fixed-route users. These strategies include:

1. Increasing the frequency of the service (decreasing the headway); and
2. Reducing the fare for fixed-route customers.

The above two strategies can be adopted to serve two goals for the transit service provider. First the two strategies can be used solely together to keep the level of service for fixed-route customers at the same level as before introducing the new service. Increasing the frequency can be a good measure to reduce the wait times of users so as to compensate for the longer in-vehicle and access times, while lowering the fare can be used as a measure to compensate them for the deteriorating service. Lowering the fare for fixed-route users could also serve the second objective, which is to keep the fixed-route customers from switching to the Flex-Route service. Lowering the fare for those users compared to the on-demand users, who will have to pay a higher fare because of the premium service, can be a reasonable measure to encourage the fixed-route users to keep accessing the service at the fixed stops. The following is a discussion of these strategies for the cases discussed earlier and how each strategy can be used to alleviate the cost incurred on fixed-route users.

3.4.6.1 Same Frequency/ Same Number of Fixed Stops

In this case, the cost incurred by a single fixed-route user is comprised mainly of the extra in-vehicle travel time due to the added slack time and is given by equation 3-48. The strategies to lessen this cost are discussed next.

1. Increasing the frequency of the service

Since the only cost incurred by the fixed-route users in this case is due to the increase in in-vehicle travel time, then increasing the service frequency in the new service could be a major factor in encouraging them to keep using the service and
alleviate any travel time increase. Accordingly, assuming the headway of the service is decreased from $H$ (in the original fixed-route setting) to $H_{n1}$ (for the new Flex-Route setting), then there will be a reduction in the expected wait time at the fixed stops for unaware customers, as well as a reduction in the service headway ($H - H_{n1}$) for all fixed-route customers. The reduction in wait time amounts to:

$$\Delta WT_1 = \frac{H - H_{n1}}{2}$$  

(Equation 3-59)

Where

$\Delta WT_1$: is the average reduction in wait time for an unaware fixed-route user;

$H_{n1}$: is the new headway of the service.

Therefore, for the service frequency increase to eliminate the effect of the increase in travel time for fixed-route users, the following inequality should hold:

$$\left[\frac{C_{WT} \times \beta \times (H - H_{n1})}{2} + C_F \times (H - H_{n1})\right] \geq \frac{C_{TT} \times \sum_{i=1}^{N-1} (A_i \times S_i)}{Y}$$

Or

$$\left[\frac{(H - H_{n1})}{2}\left(\beta C_{WT} + 2C_F\right)\right] \geq \frac{C_{TT} \times \sum_{i=1}^{N-1} (A_i \times S_i)}{Y}$$  

(Equation 3-60)

Solving the inequality for the reduction in the headway, we get the following formula:

$$(H - H_{n1}) \geq \frac{2 \times C_{TT}}{Y \times (\beta C_{WT} + 2C_F) \sum_{i=1}^{N-1} A_i \times S_i}$$  

(Equation 3-61)
Rearranging equation 3-61 and solving for the new value of the headway, we get the following formula:

\[
H_{n1} = H - \left( \frac{2 \times C_{TT}}{Y \times (\beta C_{WT} + 2 C_F)} \sum_{i=1}^{N-1} A_i \times S_i \right) \quad \text{...(Equation 3-62)}
\]

Equation 3-62 gives the new value of the headway, that if used will eliminate the effect of the increase in in-vehicle travel time for fixed-route users caused by the extra slack time added to the service. The amount of the reduction from the original headway depends on the slack time, the in-vehicle travel time and wait time cost coefficients and the fixed-route ridership. The equation shows that the more slack time added to the service the more the reduction in the headway should be to lessen the effect of the cost on fixed-route users.

2. **Reducing the fare**

If reducing the fare for fixed-route users was to be used as the only method to try to counter the effect of the increase in in-vehicle travel time for fixed-stop users, then one way to do it is through using the money-value estimate of the increase in in-vehicle travel time found in equation 3-37, and reducing the fare by an amount greater than that value as follows:

\[
\Delta F \geq \frac{C_{TT} \times \sum_{i=1}^{N-1} (A_i \times S_i)}{Y} \quad \text{.................................(Equation 3-63)}
\]

Where \(\Delta F\): is the reduction in fare for fixed-stop users.
3. **Increasing the frequency of the service and Reducing the fare**

If the two above strategies were to be used together to counter the cost effect of in-vehicle travel time in order to maintain the same level of service for fixed-route users, then the following inequality should hold:

\[
\Delta F + \left( \frac{(H - H_{n1})}{2} \right) (\beta C_{WT} + 2C_F) \geq \frac{C_{TT} \times \sum_{i=1}^{N-1} (A_i \times S_i)}{Y} \quad \text{... (Equation 3-64)}
\]

Equation 3-64 can be used to find a combination of fare reduction and increased frequency to counter the increase in travel time for fixed-route users. For example, if the transit agency is limited to decreasing the headway by a specific amount, it can eliminate the remaining cost inflicted on fixed-route users by reducing the fare to satisfy the equation.

3.4.6.2 **Same Frequency/ Reduced Number of Fixed Stops**

In this case, the cost incurred by a single fixed-route user is comprised of the extra in-vehicle travel time due to the added slack time plus the increase in average access time due to the reduced number of fixed stops. The total cost to a single user in this case is given by equation 3-43. The strategies to counter this cost effect are discussed next.

1. **Increasing the frequency of the service**

In this case, we also assume that the new headway of the service after introducing the Flex-Route service will be \( H_{n1} \) compared to \( H \) in the original setting. Thus, the reduction in the wait time for fixed-route users is given by equation 3-59 as shown earlier. For this reduction in wait time to eliminate the effect of both the increase in in-vehicle travel time and the increase in access time, the cost function of equation 3-59 should be greater than that of equation 3-53 as follows:
$$\left[ \frac{(H - H_{n1})}{2} \left( \beta C_{WT} + 2C_F \right) \right] \geq \frac{C_{TT} \left[ \sum_{i=1}^{N-1} A_i \times S_i \right] + \left( \frac{C_{AT} \times Y}{4V_w} \right) \left( \frac{L}{N_n - 1} - \frac{L}{N - 1} \right)}{Y}$$

................................. (Equation 3-65)

Rearranging the terms of equation 3-65 and solving for the new value of the headway, we get the following equation for \( (H_{n1}) \):

\[
H_{n1} = H - \frac{2C_{TT} \times \left[ \sum_{i=1}^{N-1} A_i \times S_i \right] + \left( \frac{2Y \times C_{AT}}{4V_w} \right) \left( \frac{L}{N_n - 1} - \frac{L}{N - 1} \right)}{Y \times \left( \beta C_{WT} + 2C_F \right)}
\]

................................. (Equation 3-66)

Equation 3-66 can be used to find the new value of the headway given the values of the slack time, fixed-route ridership and route length among other factors. As mentioned in similar cases, the equation can be used to study the effect of each factor on the amount of headway reduction needed to counter the effect of this factor.

2. Reducing the fare

Using the same procedure of the previous case, the reduction in fare should be greater than the cost incurred by a single fixed-stop user. The cost incurred by a single fixed-route user in this case is obtained from equation 3-43. Therefore, to find the minimum amount of reduction from the original fare for fixed-route users, we can use the following inequality:

\[
\Delta F \geq \frac{C_{TT} \times \left[ \sum_{i=1}^{N-1} A_i \times S_i \right] + \left( \frac{C_{AT} \times Y}{4V_w} \right) \left( \frac{L}{N_n - 1} - \frac{L}{N - 1} \right)}{Y}
\]

................................. (Equation 3-67)
3. *Increasing the frequency of the service and Reducing the fare*

In this strategy we combine the previous two strategies into a single strategy to offset the cost incurred on fixed-route users. Therefore, we can combine the equations obtained for the previous two strategies into one equation to find combinations of the values of the new headway and fare that will alleviate the cost incurred on fixed-route users as follows:

\[
\Delta F + \left( \frac{H-H_{nl}}{2} (C_{WT} + 2C_F) \right) C_{TT} \sum_{i=1}^{N-1} A_i \times S_i + \left( \frac{C_{AT} \times Y}{4V_w} \right) \frac{L}{N_n} \left( \frac{L}{N-1} \right) \geq \frac{Y}{Y} \]

………………………………………………………………………………………………………………… (Equation 3-68)

3.4.6.3 *Reduced Frequency/ Same Number of Fixed Stops*

In the case where the transit agency has decided to lower the frequency (increase the headway) in order to minimize the additional operating costs, then the only strategy that the transit agency will consider to mitigate the effects of the change of the service on the fixed-route users will be the fare reduction strategy.

Using the same procedure of the previous cases, the reduction in fare should be greater than the cost incurred by a single fixed-stop user. The cost incurred by a single fixed-route user in this case is obtained from equation 3-43. Therefore, to find the minimum amount of reduction from the original fare for fixed-route users, we can use the following inequality:

\[
\Delta F \geq \frac{C_{TT} \sum_{i=1}^{N-1} (A_i \times S_i) + \left( \frac{Y \times S \times H}{T_c} \right) \beta \times C_{WT} + 2 \times C_F}{Y} \]

……………… (Equation 3-69)

3.4.6.4 *Reduced Frequency/ Reduced Number of Fixed Stops*

In this case, the cost incurred by a single fixed-route user is comprised of the extra in-vehicle travel time due to the added slack time, the cost incurred by the change in service frequency and the increase in average access time due to the reduced number
of fixed stops. The total cost to a single user in this case is given by equation 3-52. The
only strategy that the transit agency will consider to mitigate the effects of the change of
the service on the fixed-route users will be the fare reduction strategy.

Using the same procedure of the previous cases, the reduction in fare should be
greater than the cost incurred by a single fixed-stop user. Therefore, to find the minimum
amount of reduction from the original fare for fixed-route users, we can use the following
inequality:

\[
\Delta F \geq \frac{C_{TT} \times \left[ \sum_{i=1}^{N_i} (A_i \times S_i) \right] + Y \times \left( \frac{S \times H}{T_c} (\beta \times C_{wT} + 2C_p) + \frac{C_{AT}}{4V_w} \times \left( \frac{L}{N_n - 1} - \frac{L}{N-1} \right) \right]}{Y}
\]

\[\text{……………………………………………………………………………………………………………….. (Equation 3-70)}\]

\[\text{3.5 FLEX-ROUTE PERFORMANCE}\]

When designing and operating Flex-Route systems, planners usually aim at
improving the performance of the Flex-Route service compared to the original fixed-
route service. The decision on what types of performance measures should be used
depends on many factors such as the transit agency goals, the original level of service for
users, and the original ridership. The most common measures in use are operating cost
per revenue vehicle hour, operating cost per passenger boarding, cost recovery ratio (the
proportion of the operating cost recovered by the fare-box revenue), passenger boardings
per revenue vehicle hour, and passenger boardings per revenue vehicle mile.

With the ultimate goal of improving the efficiency and performance of transit
services, any of the aforementioned measures can be used. In this work, however, we use
two of these measures that are primary related to the performance of the transit service in
terms of vehicle hours and vehicle kilometres, namely passenger boardings per revenue
vehicle hour (PVRH), and passenger boardings per revenue vehicle Kilometre (PVRKm).
These measures were chosen since the cost and revenue of the original fixed-route
structure are not analyzed in this research. Also, these two methods can be used in
addition to the cost analysis provided in the previous section.
The analysis in this section can help decision-makers in their assessment of how the service performance of the flex-route service compares to that of the original fixed-route service. However, the analysis does not include any measures of service quality to account for the customer perspective. It is important to note that this research is meant to be a first step toward a more comprehensive understanding of flex-route service and that it has some limitations, such as service quality measures, that can be addressed in future research which should focus on the demand (customer) side of the service.

3.5.1 Passenger Boardings per Vehicle Revenue Hour (PVRH)

For the first part of the analysis, the assumption is that none of the existing ridership of the fixed-route service is lost. Based on this assumption, consider the following variables representing the average data for a single bus run in one direction:

- $R_o$: average existing fixed-route ridership;
- $R_{add}$: additional ridership from on-demand requests;
- $R_n$: total ridership from both fixed-route users and on-demand users;
- $T_o$: existing scheduled bus running time of the fixed-route service;
- $S$: slack time added to serve the on-demand requests; and
- $T_n$: new scheduled bus running time of the Flex-Route service.

Using these variables, the new ridership of the Flex-Route service ($R_n$) is defined by the following equation:

$$R_n = R_o + R_{add}$$ (Equation 3-71)

Also, the new scheduled bus running time ($T_n$), if Flex-Route service replaces the fixed-route service, is given by:

$$T_n = T_o + S$$ (Equation 3-72)

Therefore, the PVRH value of the original fixed-route service ($PVRH_o$) and the new Flex-Route service ($PVRH_n$) can be found using the following equations:
\[
PVRH_o = \frac{R_o}{T_o} \tag{Equation 3-73}
\]
\[
PVRH_n = \frac{R_n}{T_n} \tag{Equation 3-74}
\]

For the Flex-Route service to achieve a better performance than the original fixed route service in terms of PVRH then the following inequality should be satisfied:

\[
\frac{R_n}{T_n} \geq \frac{R_o}{T_o} \tag{Equation 3-75}
\]

Substituting 3-71 and 3-72 into equation 3-75 and rearranging the terms of the equation, then the PVRH of the Flex-Route service will be greater than that of the original fixed-route if the following inequality holds:

\[
\frac{R_n + R_{add}}{T_o + S} \geq \frac{R_o}{T_o} \tag{Equation 3-76}
\]

It can be easily shown that solving the inequality will yield the following conditions:

\[
\frac{R_{add}}{R_o} \geq \frac{S}{T_o} \tag{Equation 3-77}
\]

Or in a different format:

\[
\frac{R_{add}}{S} \geq \frac{R_o}{T_o} \tag{Equation 3-78}
\]

Equation 3-77 states that the percent increase in ridership if Flex-Route service is implemented should be more than the percent increase in the scheduled running time, if
the PVRH of the Flex-Route service is to exceed that of the original fixed-route service. In other words, the slack time allocated for the on-demand requests should bring enough on-demand passengers for the Flex-Route to have a better performance compared to the fixed-route service. Equation 3-78 states that the rate of accepted requests relative to the added slack time should be more than the rate of the existing ridership relative to the existing bus scheduled running time in order for the Flex-Route service to achieve a better performance. Both equations can be used in Flex-Route applications to examine the performance of the Flex-Route service and have a better understanding of what levels of additional ridership are needed to justify the added slack time.

### 3.5.2 Passenger Boardings per Vehicle Revenue Km (PVRKm)

The process for analyzing the performance of the transit service in terms of PVRKm is similar to that performed for PVRH in the previous section. Let us use the same definitions for ridership from the previous section, and consider the following definitions for a single bus run:

- $M_o$: existing distance traveled in a single bus run in one direction (in vehicle-km);
- $M_{add}$: additional average distance traveled due to deviations to serve on-demand requests (in vehicle-km).

As in the case of PVRH, to achieve a higher PVRM for the Flex-Route service compared to that of the existing fixed route service, the following inequality should be satisfied:

\[
\frac{R_o + R_{add}}{M_o + M_{add}} \geq \frac{R_o}{M_o} \quad \text{................................................................. (Equation 3-79)}
\]

The same approach used for PVRH can be used in this case also. Therefore, solving the inequality will result in the following two conditions:
\[ \frac{R_{\text{add}}}{R_o} \geq \frac{M_{\text{add}}}{M_o} \] .......................... (Equation 3-80)

Or in another format:

\[ \frac{R_{\text{add}}}{M_{\text{add}}} \geq \frac{R_o}{M_o} \] .......................... (Equation 3-81)

Equation 3-81 can be interpreted in the same manner as equation 3-77 in terms of how the percent increase in ridership should be more than the percent increase in vehicle-kilometres in order to get a better performance from the Flex-Route service in terms of PVRKm.

Recalling that we are analyzing the performance for a single bus run, and considering a two-sided service area with length \( L \) and width \( W \) on each side of the route, the existing distance traveled by the transit vehicle in a single bus run \( (M_o) \) will be equal to \( L \). Also, the additional distance traveled to serve the on-demand requests can be estimated using equation 3-4:

\[
D_i = (m_i - 1) \left( \frac{2W_i}{3} \right) + 2 \left( \frac{W_i}{2} \right) \] .......................... (Equation 3-4)

Where

\[ D_i: \text{ is the extra distance traveled in route segment } i; \]
\[ M_i: \text{ is the number of on-demand requests served in route segment } i; \text{ and} \]
\[ W_i: \text{ is the width of the service area for route segment } i. \]

Therefore, the total extra distance traveled for a single bus run \( (M_{\text{add}}) \) can be found using the following equation:

\[
M_{\text{add}} = \sum_{i=1}^{N-1} D_i \] .......................... (Equation 3-82)
Substituting equation 3-4 into equation 3-82 and assuming that the number of route segments is \( N-1 \), we get the following expression for the extra distance traveled to serve the on-demand requests for the whole route:

\[
M_{\text{add}} = \sum_{i=1}^{N-1} \left( \frac{(2m_i + 1) \times W_i}{3} \right) \]  
(Equation 3-83)

Replacing \( M_o \) with \( L \) and substituting equation 3-83 into equations 3-80 and 3-81, we can re-write these two inequalities as follows:

\[
\frac{R_{\text{add}}}{R_o} \geq \frac{\sum_{i=1}^{N-1} \left( \frac{(2m_i + 1) \times W_i}{3} \right)}{L} \]  
(Equation 3-84)

\[
\frac{R_{\text{add}}}{\sum_{i=1}^{N-1} \left( \frac{(2m_i + 1) \times W_i}{3} \right)} \geq \frac{R_o}{L} \]  
(Equation 3-85)

Equations 3-84 and 3-85 can be used to estimate the performance of the Flex-Route service compared to the original route service given the ridership numbers for both services and the characteristics of the route such as the route length and service area width.

It is worth mentioning that estimating the additional on-demand ridership is beyond the scope of this thesis, and that a dedicated effort is needed to develop mode choice models appropriate for predicting on-demand customers as a function of the service characteristics.

### 3.5.3 Strategies to Improve the Performance of Flex-Route Service

In real-world case scenarios, the number of on-demand requests served in each route segment may change from one day to another. Furthermore, the time needed to serve these requests may also change depending on the distribution of these requests
within the service area. The uncertainty found in such situations may lead to some problems to the service provider in terms of the unused slack time stemming from situations where the transit vehicle arrives early at the fixed stops due to a low number of served on-demand requests, or a short time needed to serve these requests. In such situations the transit vehicle will have to spend some additional dwell time at the fixed stops until the published departure time.

Moreover, although the additional dwell time does not affect the estimated time of arrival at the customers’ destinations, it may add to the perceived inconvenience of transit riders in such events of early arrival at the fixed stops. Early arrivals at fixed stops are always discouraged in fixed-route services, and are usually deterred in transit level of service and transit network design (Gray and Hoel 1992). In fact, it could be argued that relatively late arrival at the fixed stops is more favourable to customers. Therefore the transit service provider should try to minimize the situations of early arrival for each fixed stop.

This leads to an important strategy that can be used to achieve several goals, namely fixed-stop constraint relaxation (allowing late arrival at the fixed stops). In this strategy, the transit vehicle is allowed to reach the fixed-stop later than its assigned departure time if that means the system will perform better. Some of the advantages of late arrival include:

1. Minimize the amount of unused slack time due to the uncertainty in the amount of time needed to serve requests in a route segment;
2. Minimize the perceived inconvenience to the on-board transit riders by minimizing the unnecessary dwell time at the fixed stops; and
3. Maximize the benefit of Flex-Route service by consuming all the slack time added, which will result in maximizing the number of accepted on-demand requests.

Reducing the unused slack time is therefore desirable, even at the cost of arriving a few minutes late at the fixed stops. In today’s transit operations, late bus arrivals at fixed stops are expected occurrences by passengers who tolerate them to some extent, particularly if real time information of expected arrival is provided. Thus relaxing the constraint of arrival time at the fixed stops could be very useful in scheduling more
requests especially in dynamic settings, where an extra arrival time of less than a minute or two at the fixed stop could result in answering more requests. It should be also noted that the amount of late arrival should be controlled and not exceed a certain value. Putting a higher limit on the amount of late arrival at the fixed stops should be studied carefully.

That being said, it should be also noted that late arrival might not be a favorable strategy in some cases since it might lead to higher inconvenience to the fixed-route customers. This might occur in situations where the ridership at some fixed stops is high enough that late arrival at the fixed stops will cause more inconvenience to the fixed-route customers overall. In such situations it would be preferred to keep the fixed-stop arrival constraint. Other cases for which late arrival should not be implemented are fixed stops that are located at important locations such as schools, work places and hospitals.

The most important case for which late arrival should not be considered at all is major transfer fixed stops that connect to other transit lines, and in some cases connections to rail lines. Late arrival in these cases might lead to missed connections for the passengers, which will severely affect the reliability of the service and might lead to passengers abandoning the service. The validity of the role that late arrival can play in improving the performance of the service will be examined in the sensitivity analysis provided in the Chapter 5.
4 REAL-TIME DECISION-SUPPORT AND SCHEDULING SYSTEM FOR FLEX-ROUTE TRANSIT SERVICES

4.1 CHAPTER OVERVIEW

Chapter three dealt with the planning, design and feasibility issues of Flex-Route transit, which is required to make a decision whether or not Flex-Route transit is a valid option for any specific situation. In this chapter, we deal with the day-to-day scheduling problem (i.e. trying to produce daily schedules based on the daily demand). At this stage, we assume that the service elements (such as service area, slack time, service frequency, etc.) are all fixed (i.e. do not change from day to day), which is required to develop the route plans and schedules that are required on a daily and real-time basis to cater to on-demand requests. Section 4.2 provides the motivation for developing a new scheduling algorithm for Flex-Route service. Section 4.3 provides a comprehensive review of Constraint Programming and the role it plays in the scheduling system. Following that, section 4.4 presents a blueprint for a decision-support system architecture that can be used to assess and enhance the operations of Flex-Route transit services. The final two sections present the proposed scheduling methodology for the Flex-Route problem for both its static and dynamic versions. This includes system models for each case with appropriate objective functions.

4.2 FLEX-ROUTE ROUTING AND SCHEDULING

Vehicle routing and scheduling is a critical part of the design and operations of any transport system. For traditional fixed-route transit systems where all transit vehicles stop at every station, schedules are easily developed for operational purposes. Other types of transit systems such as demand-responsive transit systems (DRT), however, are more complicated than traditional fixed-route transit systems, and if proper care is not given to the routing and scheduling of the service, very expensive and unreliable schedules may result with a high risk of failing to meet the required level of service expected by the passengers. For Flex-Route transit systems, the routing and scheduling task becomes
even more complex due to the existence of fixed-route and demand-responsive components in the operation of the service.

There are numerous vehicle routing and scheduling algorithms that are built to produce solutions (schedules) for DRT systems. The problem of finding optimal solutions for a DRT system, also known as the Dial-A-Ride Problem (DARP), can be considered an expansion of the traveling salesman problem, which involves the calculation of an optimum journey for visiting a number of predetermined nodes on a network.

Algorithms for scheduling the Flex-Route problem are very rare in the literature. Most of the procedures adopted to solve the Flex-Route scheduling problem use the same algorithms built for solving the DARP, with few variations (see Chapter 2 for more in-depth review). Therefore, there is a need for a scheduling methodology specific to the Flex-Route problem that takes into consideration the uniqueness of the service. This is why one of the two major objectives of this research is to develop such a methodology that can exploit this uniqueness to find optimal schedules for the Flex-Route problem both in static and dynamic settings. Constraint Programming, which is used in the scheduling methodology proposed in this research, is discussed next.

4.3 NEW APPROACH: CONSTRAINT PROGRAMMING

Constraint Programming is often called constraint logic programming, and it originates in the Artificial Intelligence literature in the Computer Science community. Unlike Mathematical Programming, the term *programming* in Constraint Programming refers to its roots in the field of programming languages. Knuth (1968) defines a computer program as “*an expression of a computational method in a computer language*.” A computer program can be viewed as a plan of action for the operations of a computer, and hence the common concept of a plan is shared with the planning problems studied in the development of the simplex method.

Constraint Programming gained its name from the spirit of other programming techniques, such as object-oriented programming, functional programming, and structured programming. Logic programming is a declarative, relational style of programming based on first-order logic, where simple resolution algorithms are used to resolve the logical statements of a problem. Constraint logic programming extends this
concept by using more powerful algorithms to resolve these statements. Van Hentenryck (1999, p.4) writes: “The essence of constraint programming is a two-level architecture integrating a constraint and a programming component. The constraint component provides the basic operations of the architecture and consists of a system reasoning about fundamental properties of constraint systems such as satisfiability and entailment. The constraint component is often called the constraint store, by analogy to the memory store of traditional programming languages. . . . Operating around the constraint store is a programming-language component that specifies how to combine the basic operations, often in non-deterministic ways.”

Hence, a constraint program is not a statement of a problem as in mathematical programming, but is rather a computer program that indicates a method for solving a particular problem. It is important to emphasize the two-level architecture of a constraint programming system. Because it is first and foremost a computer programming system, the system includes representations of programming variables, which are representations of memory cells in a computer that can be manipulated within the system. The first level of the constraint programming architecture allows users to state constraints over these programming variables. The second level of this architecture allows users to write a computer program that indicates how the variables should be modified so as to find values of the variables that satisfy the constraints.

4.3.1 Origins of Constraint Programming

The field of Linear Programming (LP) has been in the literature since the 1940’s when Dantzig (1963) invented the Simplex method for solving a linear program in 1947. Dantzig first described the Simplex method in a paper entitled “Programming in a linear structure” (Dantzig 1948, 1949). Throughout the years, LP has been a strategic technique used by thousands of businesses, education institutes and researchers around the world trying to optimize their problems. The problems that Dantzig studied while developing the Simplex algorithm were “programming problems,” because the United States Defence Department in the post-World War II era was supporting research to devise programs of activities for future conflicts. Therefore, the term program became

In the mid-1980s, researchers developed Constraint Programming (CP) as a Computer Science technique by combining developments in the Artificial Intelligence community with the development of new computer programming languages. Constraint Programming can be considered as the confluence of three major sciences: Computer Science, Artificial Intelligence and Operations Research. This makes it a powerful technology that makes use of software engineering, logic, heuristics and mathematical algorithms. Constraint Programming is now being seen as an important technique that complements traditional mathematical programming technologies as researchers continue to look for methods to tackle new types of optimization problems.

4.3.2 Formulation

In Linear Program models (LP’s) all the constraints are linear and collectively they define a polyhedral set. There are powerful Simplex algorithms for determining the consistency of such a collection and for finding solutions that are optimal for a linear objective function. The key mathematical tool is duality theory which is based on the fact that the constraints and the objective function are all linear. With Integer Program models (IP’s) for combinatorial problems, the set of feasible solutions is represented as the set of all integer points in a polyhedral set and an optimal solution is one among these with best possible value for the objective function.

The mathematical basis for CP, however, is the Constraint Satisfaction Problem, which is defined as follows:

1. Suppose a finite set of variables \((X_1,\ldots,X_n)\) is given. With each variable associated a non-empty finite domain \((D_1,\ldots,D_n)\).
2. A constraint on \(k\) variables \((X_1,\ldots,X_k)\) is a relation: as follows
   \[R(X_1,\ldots,X_k) \in (D_1, \ldots, D_k)\]
3. A constraint satisfaction problem (CSP) is given by a finite set of constraints on the variables of the problem.
4. A *solution* to a CSP is an assignment to all the variables with values from their respective domains which satisfy all the constraints. The extension to the case where there is an objective function is straightforward.

In CP, each constraint \( R \) of a CSP is considered as a sub-problem, and techniques are developed for handling frequently encountered constraints. With each constraint is associated a *domain reduction algorithm* which reduces the domains of the variables that occur in the constraint. The other key issue is communication among the constraints or sub-problems. The basic method used is called *constraint propagation* which links the constraints through their shared variables. The important thing about this setup is that it is very modular and independent of the particular structure of the individual constraints. The next section discusses these algorithms in further detail.

### 4.3.3 Connections to Integer Programming

It has been discussed that constraint programming can be applied to combinatorial optimization problems. The search strategies used in constraint programming are related to those used when solving mixed-integer-programming problems *via* branch-and-bound procedures. In fact, branch and bound, which is an enumerative search strategy, has been used to solve integer programs since the mid 1960s. Lawler and Wood (1966) gave an early survey, while Garfinkel and Nemhauser (1972) described branch and bound in the context of an enumerative procedure. Nemhauser and Wolsey (1988) provided a more recent discussion. In systems developed for integer programming, users are often given the option of choosing a variable selection strategy and a node selection strategy. These are clearly equivalent to the search selectors and node evaluators described earlier.

A constraint programming framework extends the basic branch-and-bound procedures implemented in typical mixed integer programming solvers in two fundamental ways. First, in most implementations of branch-and-bound procedures for mixed-integer programming, the implementation creates two branches at each node after a variable \( x \) has been chosen to branch on. In the constraint programming framework, the choices that are created can be any set of constraints that divides the search space. For
example, given two integer variables $x_1$ and $x_2$, one could create a choice point consisting of the three choices $(x_1 < x_2)$, $(x_1 > x_2)$, $(x_1 = x_2)$.

The second way that a constraint programming framework extends the basic branch-and-bound procedures is with respect to the variable selection strategy. In most branch-and-bound implementations, the variable selection strategy uses no knowledge about the model of the problem to make the choice of variable to branch on. The integer program is treated in its matrix form, and different heuristics are used to choose the variable to branch on based on the solution of the linear programming relaxation that is solved at each node. In a constraint programming approach, the user specifies the branching strategy in terms of the formulation of the problem. Because a constraint program is a computer program, the decision variables of the problem can be treated as computer programming variables, and a strategy can be programmed using the language of the problem formulation.

Hence, to effectively apply constraint programming techniques, problem-specific knowledge can be used to help guide the search strategy so as to efficiently find a solution. In this way, a constraint programming system, when combined with a linear programming optimizer, can be viewed as a framework that allows users to program problem-specific branch-and-bound search strategies for solving mixed-integer programming problems by using the same programming objects for declaring the decision variables and for programming the search strategies (for more detail, see Lustig and Puget, 2001).

### 4.3.4 Applications

Scheduling applications such as job shop, flow shop and variants have long been a subject of special interest in the OR community and both IP techniques and CP techniques have been developed for these problems. In the classical job scheduling problem, which is embedded in some form or another in many current applications, the decision variables are typically the start times of the tasks; the domains of these variables are the times when it is permissible to schedule them. The constraints usually include precedence constraints: linear constraints that assert that one task must follow another. Another important type of constraint in scheduling problems is the resource constraint
which asserts that a task requires a certain amount of a resource during its execution. For example, performing a task might require 2 workers with certain skills for 1 hour. This is a complex constraint. Another example that comes up in scheduling is the requirement that a task must be completed within one work shift or another time frame. Since IP is NP-Complete, these complex constraints can, of course, be coded in an IP model; however, in many situations the resulting model is not tight and the linear relaxation does not guide the search in the right direction.

As with IP, the solution of a CP model will require a searching mechanism. For this, a wide range of strategies are used which make use of the information on the state of the decision variables, information that is made available by the domain reduction process. For example, in job-shop scheduling applications, a strategy can make use of updates on earliest start and finish times of the tasks that remain to be scheduled. In general, CP is the method of choice for applications with complex constraints where heuristics can be enhanced by domain reduction and constraint propagation. For a recent overview of CP with historical perspective, see Saraswat and vanHentenryck (1996).

There are many scheduling problems which are close in spirit to the job shop problem such as:

- The flow shop problem is the special case of the job shop in which all jobs require the resources in the same order and the order of the jobs on the first resource needed determines the order on all other resources.
- The hoist scheduling problem is one where a hoist or robot shuffles back and forth moving materials onto the line, from workstation to workstation and off the line. The challenge is to find a cyclic schedule which optimizes throughput.

### 4.3.5 Constraint Programming Algorithms

Constraint Programming uses multiple algorithms to find solutions to constraint satisfaction and optimization problems. In traditional constraint programming systems, the user is required to program a search strategy that indicates how the values of the variables should change so as to find values that satisfy the constraints. This section describes the fundamental algorithms underlying a constraint programming system and
then presents the methodologies used to program search strategies. Figure 4-1 shows the solving procedure used in Constraint Programming to search for a solution.

Figure 4-1: Constraint Programming solving procedure

4.3.5.1 Domain Reduction and Arc Consistency

As explained earlier, a constraint is a mathematical function $f(x_1, x_2, \ldots, x_n)$ of the variables. Within this environment, an assumption is made that there is an underlying mechanism that allows the domains of the variables to be maintained and updated. To improve the search process, Constraint Programming uses a technique known as domain reduction. Basically, domain reduction means that at every node in the search tree, the algorithm will remove from the domain of a variable any value which can be confirmed not to be part of any feasible solution to the constraints. For each constraint, a domain
reduction algorithm modifies the domains of all the variables in that constraint, given the
modification of one of the variables in that constraint.

The domain reduction algorithm for a particular kind of constraint discovers
inconsistencies among the domains of the variables in that constraint by removing values
from the domains of the variables. If the algorithm discovers that a particular variable’s
domain becomes empty, then it can be determined that the constraint cannot be satisfied,
and an earlier choice can be undone. Discarding values this way can greatly reduce the
number of choices to branch on for each variable.

A similar methodology is found in the bound-strengthening algorithms used in
modern mathematical programming solvers as discussed by Brearley, Mitra, and
Williams (1975). A crucial difference between the procedures used in mathematical
programming pre-solve implementations and domain reduction algorithms is that in
constraint programming, the domains can have holes, while in mathematical
programming, domains are intervals.

There are several techniques that are used for domain reduction in CP, and one of
the most efficient algorithms is arc-consistency. As mentioned, a constraint on \(k\)
variables \((X_1,\ldots,X_k)\) is a relation as follows:

\[
R(X_1,\ldots,X_k) \in (D_1, \ldots, D_k)
\]

The constraint \(R\) is arc-consistent if for every \(X_i\) and every \(d_i\) in \(D_i\), there are
values \(d_j\) in \(D_j\) for \(j \neq i\) such that \(R(d_1,\ldots,d_k)\) holds. A constraint is then arc consistent
if all of the values in the domains of all the variables involved in the constraint are
consistent. A constraint system is arc consistent if all of the corresponding constraints are
arc consistent. The term arc is used because the first CSPs were problems with
constraints stated on pairs of variables, and hence this system can be viewed as a graph,
with nodes corresponding to the variables and arcs corresponding to the constraints. Arc
consistency enables the domains of the variables to be reduced while not removing
potential solutions to the CSP. For a good exposition on arc-consistency, see (Mackworth
By way of example, let us consider a binary constraint \( r(X, Y) \) on the two variables \( X \) and \( Y \). The arc consistency of the constraint is maintained as follows:

For each element \( a \) in the domain of \( X \), \( a \) is deleted from the domain unless there is an element \( b \) in the domain of \( Y \) such that \( r(a, b) \) holds; and conversely, \( b \) is removed from the domain of \( Y \) unless there is \( a \) in the domain of \( X \) such that \( r(a, b) \) holds.

To see how this works in practice, consider the variables \( X \) and \( Y \) with domain \([1......100]\) and the binary constraint:

\[
7 \times X + 5 \times Y = 27
\]

Arc-consistency reduces the domains of \( X \) and \( Y \) respectively to \([1……..1]\) and \([4……..4]\) in one simple step.

Researchers have developed a number of algorithms to efficiently propagate constraints and reduce domains so as to create systems that are \textit{arc-consistent}. One algorithm, called AC-5, was developed by Van Hentenryck, Deville, and Teng (1992). Their article was important for constraint programming because it unified the research directions of the constraint satisfaction community and the logic programming community by introducing the concept of developing different domain reduction algorithms for different constraints as implementations of the basic constraint propagation and domain reduction principle.

One of the most valuable constraints in Constraint Programming is the \textit{all different constraint (alldiff constraint)}. This constraint asserts that the set of variables in that constraint must take distinct values. The \textit{alldiff} constraint is especially interesting from the point of view of arc-consistency. From an operation research point of view, it can be easily seen that the satisfiability of the \textit{alldiff} \((X_1, \ldots, X_k)\) constraint taken in isolation reduces to the feasibility of an assignment problem. Comparing the procedure to an assignment problem, the variable \( X_i \) can be thought of as a supply node and the values of the \( X_i \) as demand nodes and to have an arc from \( X_i \) to each of the values in its domain. The supply nodes produce 1 unit and the demand nodes consume at most 1 unit. If the
assignment is feasible, then the \textit{alldiff} constraint itself is feasible and \textit{vice versa}. The domain reduction needed to achieve arc-consistency can be described as a sequence of these problems: to test \(a\) in the domain of \(X_i\), reduce the capacity of all arcs from \(X_j\) to \(a\) where \(j \neq i\) to 0, and test for feasibility of the resulting assignment problem.

For the \textit{alldiff} constraint, arc-consistency will detect whenever a set of \(k\) values must be reserved for a set of \(k\) variables. As an example, suppose that the \textit{alldiff} constraint has been posted on the 10 variables \((X_1, \ldots, X_{10})\) all with domain \([1, \ldots, 10]\). Then if the domains of \(X_1\) and \(X_2\) both become \([1, \ldots, 2]\), arc-consistency of the \textit{alldiff} constraint will remove 1 and 2 from the domains of the other \(X_i\). This reflects the fact that the \textit{alldiff} constraint implies that the values 1 and 2 must be reserved for the variables \(X_1\) and \(X_2\).

4.3.5.2 Constraint Propagation

The previous section discussed how individual constraints perform domain reduction. The next thing is to consider how domain reduction information can be propagated among the constraints to enable more domain reduction.

Suppose two constraints \(R_1(X, Y)\) and \(R_2(X, Z)\) have the variable \(X\) in common. Let the domain of \(X\) be \(D_X = \{a, b, c, d\}\) and let \(D_Y = \{u, v, w\}\). Suppose that after \(R_1\) performs domain reduction, we have \(D_X = \{a, b, c\}\) and \(D_Y = \{u, v, w\}\). Then, \(R_2\) can perform domain reduction with this new domain for \(X\); suppose now that this reduces the domains to \(D_X = \{a, b\}\) and \(D_Z = \{p, q, r\}\). The elimination of \(c\) from the domain of \(X\) can have implications for the domain reduction machinery of \(R_1\); re-applying the domain reduction mechanism of \(R_1\) might reduce \(D_Y\) to, say, \(\{u, v\}\). If there is a constraint \(R_3(Y, Z)\), this reduction might in turn reduce the domain of \(Z\) which sends us back to \(R_2\). Next, \(R_2\) might reduce the domain of \(X\) which sends us back to \(R_1\); and so on. Since the domains of the variables are finite, this back-and-forth will stabilize reaching a point where no further domain reduction is possible.

This process where domain reduction is performed and constraints communicate iteratively through the changes in the domains of shared variables is known as \textit{constraint propagation}. When the process stabilizes, it means a \textit{fixed point} has been reached. The process of domain reduction is often called \textit{filtering}, while the combined process of
domain reduction and constraint propagation is often simply called constraint propagation.

Constraint propagation can help solve a CSP in three ways. It can serve to detect infeasibilities high in the search tree by reducing a domain to the empty set. Secondly, it can reduce the branching factor at nodes in the search tree. Thirdly, it can help guide the search down the tree. For this last point, let us consider a classic heuristic. The first-fail heuristic in a search chooses for the next branching variable the one with the smallest current domain (Haralick and Eliot, 1980). Domain reduction in a CP system is dynamic and at each node the domain reduction process will update information on the domains of the variables and thus on the size of these domains. The first-fail heuristic will reduce the branching factor and also will tend to work on a variable which is interacting significantly with other variables of the problem. Also, the intuition is that branching on this most restricted variable is the most likely way to discern a contradiction since it has the fewest degrees of freedom.

The constraint propagation methodology can be demonstrated with a simple example (Figure 4-2). Consider two variables $x$ and $y$, where the domains of each variable are given as follows:

$$D_x = \{1,2,3,4,\ldots,10\} \text{ and } D_y = \{1,2,3,4,\ldots,10\}$$

Consider the single constraint:

$$Y = 2X$$

If we first consider the variable $Y$ and this constraint, we know that $Y$ must be even, and hence the domain of $Y$ can be changed to:

$$D_y = \{2, 4, 6, 8, \text{ and } 10\}$$
Now, considering the variable \( X \), we see that since \( y \leq 10 \), it follows that \( X \leq 5 \), and hence the domain of \( X \) can be changed to:

\[
D_x = \{1, 2, 3, 4, 5\}
\]

Suppose that we add a constraint of the form \((x \mod 2) = 1\). This is equivalent to the statement that \( X \) is odd. We can then reduce the domain of \( X \) to be:

\[
D_x = \{1, 3, 5\}
\]

Now, reconsidering the original constraint \( Y = 2X \), we can remove the values of 4 and 8 from the domain of \( Y \) and obtain:

\[
D_y = \{2, 6, 10\}
\]

The above process that shows how domain reduction and constraint propagation reduced the domains of the two variables in few simple steps is shown in Figure 4-2. This approach will be fully utilized in the scheduling algorithm as it will greatly reduce the search space of the problem, especially with the existence of a huge number of constraints.

It is worth mentioning that some constraint programming systems (for example, ILOG Solver) allow the programmer to take advantage of existing propagators for built-in constraints that cause domain reductions and allow the programmer to build his or her own propagation and domain reduction schemes for user-defined constraints. However, many constraint programming systems (for example, OPL and ILOG Solver) are now powerful enough that they provide large libraries of predefined constraints, with associated propagation and domain reduction algorithms, and it is often not necessary to create new constraints with specialized propagation and domain reduction algorithms.

There are significant advantages to the constraint propagation model of communication among constraints and the way it supports problem decomposition. Firstly, it is completely modular. New constraints can be added to the mix in an elegant
way. For example, ILOG Solver supports user defined constraints which are automatically linked to the built-in constraint propagation machinery provided by the system. Another advantage is that it protects the sub-problem structure of the individual constraints. For example, removing a value from the domain of a variable in the \textit{alldiff constraint} means reducing the flow along an arc to 0. In summary then, CP will tend to perform well on applications where domain reduction and constraint propagation are effective and where this up-to-date domain information will assist a search strategy. As one would expect, this is the case for the classic scheduling applications where these conditions also apply.
Figure 4-2: Constraint propagation and domain reduction are used to reduce the domains of the variables X and Y (source: Lusting and Puget, 2001)
4.3.5.3 Constraint Programming Algorithms for Optimization

As compared to linear and mixed-integer programming, a weakness of a constraint programming approach when applied to a problem with an objective function to minimize is that a lower bound may not exist. A lower bound may be available if the expression representing the objective function has a lower bound that can be derived from constraint propagation and domain reduction. This is unlike integer programming, in which a lower bound always exists because of the linear programming relaxation of the problem. Constraint programming systems offer two methods for optimizing problems, called standard and dichotomic search.

The standard search procedure is to first find a feasible solution to the CSP, while ignoring the objective function, which is a function of the problem variables as follows:

\[ g(x_1, x_2, \ldots, x_n). \]

Let \( y_1, y_2, \ldots, y_n \) represent such a feasible point. The search space can then be pruned by adding the following constraint to the system and continuing the search:

\[ g(y_1, y_2, \ldots, y_n) > g(x_1, x_2, \ldots, x_n) \]

The added constraint specifies that any new feasible point must have a better objective value than the current point. Propagation of this constraint may cause the domains of the decision variables to be reduced, thus reducing the size of the search space. As the search progresses, new points will have progressively better objective values. The procedure concludes when no feasible point is found. When this happens, the last feasible point can be taken as the optimal solution.

Dichotomic search depends on having a good lower bound \( L \) on the objective function \( g(x_1, x_2, \ldots, x_n) \). Before optimizing the objective function, a procedure must find an initial feasible point, which determines an upper bound \( U \) on the objective function. A dichotomic search procedure is essentially a binary search on the objective function. The procedure computes the midpoint \( M = (U + L) / 2 \) of the two bounds and then solves a CSP by taking the original constraints and adding the constraint:
\[ g(x_1, x_2, \ldots, x_n) < M \]

If the search finds a new feasible point, then it updates the upper bound and continues the search in the same way with a new midpoint \( M \). If it finds the system to be infeasible, then it updates the lower bound, and the search again continues with a new midpoint \( M \).

Dichotomic search is effective when the lower bound is strong, because the computation time to prove that a CSP is infeasible can often be large. The use of dichotomic search in cooperation with a linear programming solver may be effective if the linear programming representation can provide a good lower bound. The difference between this procedure and a branch-and-bound procedure for mixed-integer programming is that the dichotomic search stresses the search for feasible solutions, whereas branch-and-bound procedures usually emphasize improving the lower bound.

4.3.5.4 Programming a Search Strategy

Given a CSP, constraint propagation and domain reduction algorithms to reduce the domains of the variables can be applied so as to arrive at an arc-consistent system. However, while doing this may determine whether the CSP is infeasible, it does not necessarily find solutions to a CSP. To do this, a search strategy must be used. Traditionally, the search facilities that constraint programming systems provide have been based on depth-first search. The root node of the search tree (see Figure 4-3) contains the initial values of the variables. At each node, the user programs a goal, which is a strategy that breaks the problem into two (or more) parts and decides which part should be evaluated first.

A simple strategy might be to pick a variable and to try to set that variable to the different values in the variable’s domain. This strategy creates a set of branches in the search tree and creates what is called a choice point, with each branch corresponding to a specific choice. The goal also orders the branches amongst themselves within the choice point. In the next level of the tree, the results of the choice made at the branch are propagated, and the domains are reduced locally in that part of the tree. This will either produce a smaller arc-consistent system or a proof that the choice made for this leaf is not
possible. In this case, the system automatically backtracks to the parent and tries other leaves of that parent. The search thus proceeds in a depth-first manner, until it finds a solution at a node low in the tree or until it explores the entire tree, in which case it finds the CSP to be infeasible. The search strategy is enumerative, with constraint propagation and domain reduction employed at each node to help prune the search space (for further information, see Lustig and Puget, 2001).

![Search Tree Diagram]

Figure 4-3: A search tree

4.4 PROPOSED DECISION-SUPPORT SYSTEM ARCHITECTURE

As mentioned in Chapter 1, this research focuses on two complementary parts. The first is concerned with the planning and design of Flex-Route transit service in terms of defining the key design factors of the service and the modifications required to allow a fixed-route structure to operate in a Flex-Route mode, as well as analyzing the impacts on the different stakeholders affected by the Flex-Route transit service. This part will be
addressed thoroughly in Chapter 5. The second part of the research is concerned with developing a blueprint for a decision-support system (DSS) responsible for trip booking, scheduling and dispatching of Flex-Route transit service in both static and dynamic settings. The main component of the decision-support system is the scheduling system that can be used to produce optimal static and dynamic schedules in minimal computation time. In this research, we develop a new scheduling methodology for scheduling the Flex-Route problem using advanced algorithms from Artificial Intelligence, namely Constraint Programming. This scheduling methodology will be presented and discussed thoroughly later in this chapter.

The DSS framework could also be an excellent tool for experimenting with different types of Flex-Route service and observing the changes in terms of benefits and costs to the system. The dynamic component is especially of great importance, since it allows for real time control of the system without the need for individual decisions by the drivers.

The input to the static system consists of: the fixed-route daily schedule (after determining the appropriate slack time); the expected number of passengers on the fixed stops (with their origin and destination stops); and the number of static requests for deviated stops (advance requests with sufficiently long lead times). Based on that, there exist two categories of data that need to be treated differently. The first category of data, called static data, consists of those that are relatively stable and need not be updated frequently. Examples include road network topology, customer addresses, and fleet and driver information. The second category includes data such as vehicle location, traffic conditions, new requests and cancellation, which often change during the time of day and need to be updated on a continuous basis.

The architecture for the proposed decision-support system (called REFLEX) with its various sub-systems is shown in Figure 4-4. The components of the system include:

1. Trip reservation mechanism.
2. Routing and scheduling algorithm.
4. Mobile Data Terminals (MDTs).
5. Dispatch center.
The following is a brief description of each component of the system.

4.4.1 Trip Reservation

In REFLEX, the reservation system provides the connection between the operation centre and the on-demand customers. It is responsible for recording information on each customer’s request, including pickup location, desired pick-up time, number of people to be picked up, and in the case of request cancellation, the needed information to update the system. Reservation methods could include: automated telephone systems, text-messaging and web-based interactive reservation systems. All of these methods could also be used together to reach to a wide variety of the population.

4.4.2 Routing and Scheduling Algorithm

The routing and scheduling algorithm in REFLEX, which will be presented later in this chapter, will be able to produce reliable, cost-effective schedules both in static and dynamic settings. The scheduling mechanism consists of two major components: a static component and a dynamic component (see Figure 4-4). Both components have virtually the same architecture and function (i.e. producing a schedule that the transit vehicle has to follow). The exception is that in the dynamic or real-time setting, the schedule of the vehicle might change several times during the day based on real-time events such as new real-time requests, traffic conditions, trip cancellations and so on. The interaction between the static model and the dynamic model can be seen in Figure 4-4. If a real-time event occurs, the schedule and route will be updated in response to this event.

4.4.3 Geographic Information System (GIS) Platform

The GIS platform generates all information regarding the street links (including travel time on each link), and how they relate to the map nodes (i.e. intersections), and customers’ pick-up and drop-off locations. This information from the GIS platform will be fed into the scheduling and routing mechanism, where it can be used to find the static or dynamic schedules. The scheduling algorithm is built in ILOG Dispatcher™ to produce the schedules. The Constraint Programming algorithms used to develop schedules for the Flex-Route transit service receive data from the GIS platform and information regarding the transit users to produce schedules and routes that optimize the
overall objective function, taking into consideration all variables and constraints representing the different aspects of the service.

Geographic Information Systems allow users to store, manage, display, manipulate and analyze spatial and attribute data. The GIS software package selected for this research is ArcGIS 9.2, developed by Environmental Systems Research Institute (ESRI). The necessary spatial and attribute data can be stored in a database built within ILOG Dispatcher™. The spatial data identify locations of features of interest (such as bus stops and routes) while the attribute data include ridership volumes, vehicle names, stop names, etc.

4.4.4 Mobile Data Terminals (MDTs)

Each service vehicle would be equipped with an in-vehicle computer or a Mobile Data Terminal (MDT), to which vehicle routes and schedules can be uploaded from the Dispatch centre through a wireless communication channel. The MDT is integrated with an Automatic Vehicle Locations (AVL) system that provides the Dispatch centre with the real-time location of the vehicle, which is used for real-time monitoring and vehicle dispatching.

4.4.5 Dispatch Centre

The dispatch centre will continuously monitor any operational changes in the system such as request cancellations and new requests. These changes may justify modification of existing vehicle schedules such as diverting en-route an on-road vehicle to service a new request in the vicinity of the vehicle. Once a change is verified, the modified schedules are sent to the drivers and displayed on their in-vehicle mobile data terminals (MDT).
Figure 4-4: REFLEX structure
4.5 SCHEDULING METHODOLOGY FOR THE STATIC FLEX-ROUTE PROBLEM

The concept of Flex-Route scheduling is yet to be investigated in a rigorous way. To the authors’ knowledge, the research in this area is very scarce. In fact, most of the currently used scheduling algorithms for solving the Flex-Route problem are the same algorithms used for solving the DARP with some variations. In this work, a *Flex-Route-specific* scheduling and routing algorithm is developed using Constraint Programming techniques for both the static and dynamic cases. The scheduling algorithm is built in ILOG Dispatcher™, a vehicle-routing C++ library that uses the concepts and algorithms of Constraint Programming to find solutions to optimization problems especially in areas of routing and scheduling. ILOG Dispatcher™ works simultaneously with ILOG Solver, a Constraint Programming library, and as such it exploits all the facilities of object-orientation and Constraint Programming.

A two-stage method is used to find a solution to a specific problem, namely *model* and *solve*. The first stage is to model the problem using decision variables, constraints, and an objective function. ILOG Dispatcher™ offers features especially adapted to solving vehicle routing problems. The decision variables in a Dispatcher™ model are the variables representing if a visit (request) is performed (performed variables) and variables representing the next visit (next variables). An ILOG Dispatcher™ model also includes constraints, such as capacity constraints, time windows, and precedence constraints. A solution to a scheduling problem is defined by the values assigned to each of the decision variables.

The second stage is to solve the problem using ILOG Solver™. Solving the problem consists of finding a value for each decision variable while simultaneously satisfying the constraints and maximizing or minimizing an objective function. ILOG Solver™ uses two techniques of Constraint Programming to help solve optimization problems; they are search strategies and constraint propagation. Additionally, Constraint Programming performs two types of constraint propagation: initial constraint propagation and constraint propagation during search. First, Solver performs initial constraint propagation. The initial constraint propagation removes all values from domains that will
not take part in any solution. After initial constraint propagation, the search space is greatly reduced. For the remaining part of the search space, ILOG Solver™ uses a search strategy to find a solution, which is called the search tree.

In the remaining part of this section, we present the static Flex-Route scheduling problem, the various components of the problem and the proposed scheduling methodology of the static version of the Flex-Route problem.

### 4.5.1 System Characteristics and Assumptions

The static Flex-Route scheduling problem consists of two components: a fixed-route component and a demand-responsive component. As mentioned earlier, this research focuses on the case where Flex-Route transit is replacing an existing fixed-route service as opposed to the scheduling of completely new routes. In our model, the fixed-route portion of the model consists of a specific transit route with the following characteristics:

- The time period considered is $T$, which could be any time period during the day, or the total operating period of the day.
- The route runs from a starting fixed stop ($f = I$) to a final fixed stop, or a terminal ($f = F$).
- **One direction** of travel is considered in the model. Specifically, we are interested in the operation of the route in the direction leading to a train station during time period $T$. The other direction is not considered in this case to limit the scope of the problem. However, the problem can be easily extended to include both directions.
- Several transit vehicles are used to provide the service in the given time period. The specific number of transit vehicles used in this time period is not important in the scheduling process. However, the number of **vehicle runs ($R$)** from the starting point of the route to the end point of the route is what is important at this point. In transit scheduling, the transit vehicles performing the runs can be found later after identifying all vehicle runs.
- A vehicle run \((r)\) is defined as a portion of the schedule beginning at \(f = 1\) and ending at \(f = F\) after visiting all the intermediate fixed stops. Therefore, the total number of fixed stops to be visited during time period \(T\) is \((TF = F \times R)\).
- The initial fixed-route schedule for each vehicle run is represented by an ordered sequence of stops \((i = 1, 2, \ldots, F)\) with their corresponding scheduled departure times \((DT_1, DT_2, \ldots, DT_F)\).
- The departure times at the fixed stops are considered as constraints of the system which can not be violated. We treat the departure times at the fixed stops as hard constraints since the fixed stops typically represent major transfer points and late arrivals at these stops may result in passengers missing their connections particularly at the transfer station. However, in Chapter 5 we will investigate whether relaxing the departure time constraints at some fixed stops will improve the performance of the service or not.
- The service vehicles start operation at a specified departure time from the first stop \((DT_1)\) and travel along the route, with a predetermined headway \((h)\) between the consecutive vehicles, arriving at the scheduled fixed stops at a specific arrival time \(AT_i\) until the end of the operation time period.
- The predetermined fixed-stop schedule is built taking into consideration the amount of slack time required for the route to serve on-demand requests.

The demand-responsive component of the model can be summarized by the following characteristics:

- The model consists of a set of on-demand requests \((P)\) in time period \((T)\), identified by \(O = O_1, O_2, \ldots, O_p\).
- The on-demand requests originate in a defined service area of the route and need to be served door-to-door. As explained earlier in Chapter one, door-to-door in this research does not mean that customers will be dropped off at locations other than the fixed stops; rather it means that the on-demand customers will be picked up from home and then dropped off at a fixed stop (usually the terminal).
- Each request \((j)\) has a specific pick-up time requested by the customer denoted by \(RT_j\). If the request is accepted, the customer will be picked up at a scheduled pick-
up time denoted by $PT_j$. This pick-up time will be constrained within a time window $(E_j, L_j)$, where $E_j$ is the earliest service time and $L_j$ is the latest service time. Usually, $RT_j$ is at the mid point of the time window (i.e. $RT_j - E_j$ equals $L_j - RT_j$). However, depending on the customer request, other variations of the time window can be set. For example, a customer can request that $E_j$ be equal to $RT_j$, which can be easily adjusted in the scheduling system.

- The benefit from serving the on-demand requests is given by $(B_i, \ldots, B_p)$.

### 4.5.2 The Static Flex-Route Model

In the static version of the Flex-Route problem, the transit service provider usually wants to minimize the total system cost in the form of a comprehensive cost function. This cost function can take many forms depending on the transit agency’s goals. For example, cost functions for the static Flex-Route problem could aim at maximizing the number of accepted requests. The benefits and costs for the different stakeholders considered in the static Flex-Route problem in our research are presented next.

#### System Benefit

In this research, the benefit the transit service provider gains from implementing the Flex-Route service in time period $T$ is derived mainly from serving the on-demand requests. Other types of benefits might be considered under different circumstances; however, in this work we are interested only in the benefit gained from serving the on-demand requests. Given that the number of on-demand requests in time period $T$ is $P$, and the benefit from serving request $j$ is $B_j$, then the total operator benefit obtained from serving the on-demand requests can be expressed as follows:

$$B_{\text{Total}} = \sum_{j=1}^{P} O_j \times B_j$$

**(Equation 4-1)**

Where

\[
O_j = \begin{cases} 
1 & \text{If request (j) is accepted} \\
0 & \text{If request (j) is rejected} 
\end{cases} \tag{Equation 4-2}
\]
**System Cost**

There are three types of cost considered in this model representing the three stakeholders involved in the Flex-Route problem: the on-demand customers, the fixed-route customers and the transit service operator. Each stakeholder has a different cost function as discussed next:

1. **The on-demand customers:**

   First it is assumed here that if any on-demand request may be rejected without any cost implications assuming any customer who requests the service will have other travel options if his request is rejected. Moreover, the scheduling system will always try to maximize the number of accepted requests given the benefits gained from accepting the on-demand requests as shown in Equation 4-1.

   If an on-demand customer request is accepted, then the cost to the customer is the difference between the requested pick-up time and the scheduled pick-up time. This statement implies that the every minute in the time window has the same weight (i.e. it does not matter whether the scheduled pick up time is before or after the requested pick up time). Also, it is assumed that the customers will be given an advance notice of their exact scheduled pick up time. Given the requested pick-up time for customer \( j \) is \( RT_j \) and the scheduled pick-up time is \( PT_j \), then the cost function in this case can be expressed as follows:

\[
Cost (1) = \sum_{j=1}^{n} O_j \times |RT_j - PT_j| \quad \text{................................................. (Equation 4-3)}
\]

\( O_j \) has the same definition as in equation 4-2.

2. **The fixed-route passengers:**

   The cost to those passengers is given in terms of the extra idle time at each fixed stop due to the unused slack time after serving all requests. The basic assumption here is that this idle (unused) time is considered as inconvenience to fixed-route customers (as well as on-demand customers) and therefore it should be added to the cost function. It is
worth mentioning that other assumptions regarding the cost function of fixed stop customers could be made. However, in our research we used the following cost function:

\[
\text{Cost (2)} = A_i \times \sum_{i=1}^{TE} (DT_i - AT_i) \quad \text{.......................................................... (Equation 4-4)}
\]

Where:

\(A_i\) = the number of passengers who arrive onboard the bus (both fixed stop and on-demand users) at stop \((i)\) and whose their destination isn’t stop \((i)\).

3. **The service operator:**

The cost incurred by the transit operator is considered in terms of how much extra mileage is needed to serve the on-demand requests. It should be noted that the drivers extra hours are not included in the cost since the assumption here is that the decision to provide Flex-Route service has already been made, and extra driver operating hours has been included in the feasibility study of the service as discussed in Chapter 3. Given that the extra distance traveled to serve the accepted requests is \(D_{km}\), the cost incurred by the operator will be:

\[
\text{Cost (3)} = D_{km} \quad \text{.......................................................... (Equation 4-5)}
\]

Based on these individual cost functions found above, the net cost function can be expressed as follows:

\[
C_{\text{Total}} = C_{o-wt} \times C_1 + C_{\text{idle}} \times C_2 + C_{s-km} \times C_3 - C_{\text{on}} \times B_{\text{Total}} \quad \text{................. (Equation 4-6)}
\]

Where:

\(c_{o-wt}\): is the cost coefficient indicating the inconvenience to on-demand customers for the difference between their requested service time and the scheduled service time.
\( C_{idle} \): is the cost coefficient indicating the inconvenience to fixed-route customers for idle time of the vehicle at the fixed stops due to unused slack time.

\( c_{s-km} \): is the cost coefficient indicating the cost incurred by the service provider for the extra distance traveled due to the deviation of the service.

\( c_{on} \): is the cost coefficient indicating the benefit of the service from serving a single on-demand request.

Substituting equations 4-1, and 4-3 to 4-5 into equation 4-6, we get the following formula for the overall cost function:

\[
C_{Total} = \left( c_{o-wt} \times \sum_{j=1}^{P} O_j \times |RT_j - PT_j| \right) + \left( c_{idle} \times \sum_{i=1}^{TF} A_i \times (DT_i - AT_i) \right) + \left( c_{s-km} \times D_{km} \right) - \left( c_{on} \times \sum_{j=1}^{P} (O_j \times B_j) \right) \text{................................................. (Equation 4-7)}
\]

These cost coefficients can be modified as needed to emphasize one factor over the others. It should be noted that the above cost functions give a general indication on what factors should be considered in the cost and benefit estimation. Therefore, these functions can be modified to reflect the service providers’ view of the cost and benefits of providing the service and thus changing the terms of Equation 4-7, which might include relaxing the fixed stops arrival constraints in case late arrival at the fixed stops is allowed. It is worth mentioning that the relative value of these cost coefficients is not addressed in this research. Such evaluation requires an independent and thorough travel demand study to estimate the disutility of each stakeholder towards these changes in service frequency, waiting time among other changes.

**System Constraints**

There are three types of constraints that will be considered in our model based on the aforementioned assumptions:
• For each fixed stop \((i)\), the arrival time of the vehicle at that fixed stop \((AT_i)\) must be earlier than the published departure time \((DT_i)\), which can be expressed as follows:

\[
AT_i \leq DT_i \quad \forall i \in (1, TF) \quad \text{................................. (Equation 4-8)}
\]

• For each on-demand request \((j)\), the arrival time of the vehicle at that request location must be later than the lower bound of the time window \((E_j)\) and earlier than the higher bound of the time window \((L_j)\).

\[
E_j \leq AT_j \leq L_j \quad \forall j \in (1, P) \quad \text{................................. (Equation 4-9)}
\]

• There is also the implicit constraint that at each on-demand or fixed stop, the total number of passengers on the bus should be less than or equal to the transit vehicle capacity.

### Overall System Model

Given all the individual cost and benefit functions defined above, and given all the constraints of the model, we can now represent the model of static Flex-Route problem as follows:

\[
\begin{align*}
\text{Min} \quad C_{\text{Total}} = & \left( c_{v-wt} \times \sum_{j=1}^{p} O_j \times |RT_j - PT_j| \right) + \left( c_{idle} \times A_j \times \sum_{i=1}^{TF} (DT_i - AT_i) \right) + \\
& \left( c_{l-km} \times D_{km} \right) - \left( c_{on} \times \sum_{j=1}^{p} (O_j \times B_j) \right) \quad \text{................................. (Equation 4-10)}
\end{align*}
\]

Subject to:

\[
\begin{align*}
AT_i & \leq DT_i \quad \forall i \in (1, TF) \quad \text{................................. (Equation 4-11)} \\
E_j & \leq AT_j \leq L_j \quad \forall j \in (1, P) \quad \text{................................. (Equation 4-12)}
\end{align*}
\]
Equation 4-10 gives the objective function of the static version of the Flex-Route problem considering all three stakeholders affected by the introduction of the service. As mentioned earlier, other formulations of the objective function can be made depending on the objectives of the service provider. We think, however, that our model captures adequately the various aspects of the service and includes a representation of the costs incurred by all stakeholders affected by the service. The objective function of equation 4-10 can now be formulated within ILOG Dispatcher™ to be used in finding the optimal static schedules for any Flex-Route problem.

4.5.3 Static Flex-Route Routing and Scheduling Methodology

The Flex-Route scheduling problem could be considered as a variation of the vehicle routing problem. It is well known that the vehicle routing problem is an NP-hard problem, which means that exact algorithms for finding optimal solutions for a large scale problem cannot be done in reasonable time. Thus, only heuristic approaches can be used to find near-optimal solutions for the problem. This implies that heuristics should be used to solve the Flex-Route problem. So, in our approach to solving the static Flex-Route scheduling problem, Constraint Programming is used in the algorithm solving process because of its powerful problem-reduction techniques as discussed in this chapter. Constraint Programming will be incorporated in the algorithm as a tool of accelerating and guiding the search process.

Before we proceed further it is important to state some of the advantages of Constraint Programming (mentioned earlier) that led to the decision of its use in this research for scheduling the flex-route service. Some of these advantages include:

1. Constraint Programming is capable of using any type of constraint to further limit the search space of the problem, whether it is a small or large problem. As such, if the problem grows in size, the ability of the constraints to reduce the search space will be of tremendous importance. Other algorithms do not have this capability;

2. The order in which the constraints are added to the problem is not important, and once a constraint is added, it will start communicating with all existing constraints to reduce the search space; and
3. The model and the solution process are completely separate, so any changes to the model or the solution process can be made without worrying about the interaction with the other part of the problem.

Solving the Flex-Route problem in our approach consists of two stages. In the first stage, a solution to the problem is found using an initial solution algorithm. In this stage, we propose a new scheduling heuristic that uses elements of Constraint Programming. Assuming that a first solution with a specific cost can be found, the second stage is to apply a local search procedure to improve this solution. In its basic form, the local search procedure is carried out by making small changes (neighborhoods) to produce a new solution.

The process used in this work for modeling and solving the Flex-Route problem consists of the following steps:

1. Build the problem model in ILOG Dispatcher™
2. Generate an initial solution using the Constrained-Assignment Algorithm.
   a. Find a solution using the Constrained-Assignment Algorithm that satisfies all the constraints while exploiting the Constraint Programming algorithms.
   b. Set the decision variables to the values that satisfy the solution.
   c. Store the first solution.
   a. Find a better solution that satisfies all the constraints exploiting the Constraint Programming algorithms.
   b. Set the decision variables affected by local search to their new values.
   c. Set the remaining decision variables to their saved values.
   d. Repeat steps a through c until no further improvements can be made.
   e. Store the final solution and save it as the optimal solution.

Figure 4-5 illustrates the modelling and solving process described above. The output of this process is a set of schedules and routes for every vehicle run in time period T. Each vehicle route has an ordered set of visits to fixed stops and on-demand requests.
with the expected arrival and departure times at these visits. This includes also the exact routes that must be followed to serve all these visits (i.e. the links from the starting point to the end point of each route). Using the decision-support system described earlier in this chapter, each route can be displayed on a GIS map and sent to each transit vehicle’s Mobile Data Terminal through advanced communication technologies.

The following section includes a detailed presentation of the above-mentioned stages used to model and solve the Flex-Route problem.

4.5.4 Build the Problem Model

As mentioned earlier, ILOG Dispatcher™ is a C++ vehicle-routing software that exploits all the powerful techniques of object-orientation and Constraint Programming. ILOG Dispatcher™ offers features especially adapted to solving problems in vehicle routing and maintenance-technician dispatching. There are, for example, classes of objects particularly designed to represent such aspects as vehicles, visits and constraints such as capacity or time-window constraints. The decision variables in a Dispatcher model are the variables representing if a visit is performed (performed variables) and the variables representing the visit immediately after a given visit (next variables). A solution to a routing problem, a routing plan, is defined by the values assigned to each of these decision variables. A Dispatcher model also includes side constraints, such as capacity constraints, time windows, and precedence constraints. The objective is to lower the cost of a routing plan, which depends on the particular problem.
To find a solution to a problem using ILOG Dispatcher™, two stages are used: modeling and solving. The first stage is to *model* the problem. In modeling the problem, the basic objects in ILOG Dispatcher™ such as nodes, vehicles and visits are used to model the problem. For example, the locations of the stops and customers will be added as nodes in the model. The model is composed of the decision variables (such as variables representing if a visit is performed or not, or to which vehicle a visit is
assigned), constraints (such as time-window and capacity constraints) and the objective function.

4.5.4.1 Modeling Objects

Dispatcher models include four basic objects: nodes, visits, vehicles and dimensions. These objects help model the problem in a Constraint Programming environment.

**Nodes**

Flex-Route problems have a geometric component: the stops must be performed at specific physical locations. ILOG Dispatcher™ represents these physical locations as nodes. These nodes are then used to compute distances and times (and subsequently cost) between stops.

**Visits**

A visit represents an activity that the vehicle has to perform. A visit occurs at a single node and is performed by only one vehicle. Many different visits can be created at the same node. For example, a specific fixed stop along the route will be visited more than once given its schedule. Visits have quantities, which can be weights, volumes, numbers of objects, and so on. These quantities in the Flex-Route problem are the number of people boarding and alighting the vehicles at the stops along the route.

**Vehicles**

Vehicles are resources that perform the visits. A vehicle has a start and an end visit and can have variable start and end times associated with those visits. In the Flex-Route problem, those visits correspond to the first and last fixed stops of the route for any given vehicle run. Vehicles can also be given capacities. These capacities represent the total number of people the vehicle can carry at any point along the route.

**Dimensions**
Dimensions are objects closely associated with visits and vehicles. The most common dimensions are volume, time, and distance. Dimensions are used to model side constraints such as capacity, time windows, deadlines, service delays, and so on. For example, dimensions could be used to model number of passengers, distance between nodes, travel time between nodes, among other things. Dimensions are also used to model costs and the objective function.

4.5.5 Initial Solution: The Constrained-Assignment Algorithm

In our model, each vehicle run was assigned a specific number \((r = 1, 2, \ldots, R)\). To simplify the scheduling process, it is assumed that each run is performed by a different vehicle \((\text{veh} = 1, 2, \ldots, R)\). This of course does not imply that in real-world applications there will be different vehicles performing each run. This assumption is just to indicate that each run is different from the other runs. In real-world applications, for example, any specific vehicle will perform several runs during the time period under investigation. Each vehicle has a start and end times corresponding to the departure time from the first fixed stop and the arrival time at the last fixed stop of the routes for a specific vehicle run. This constraint makes sure that each vehicle will operate in this specific time period only. Each vehicle will visit all the fixed stops along the route. Of course, each vehicle will have a different departure time at a specific fixed stop along the route. The difference between the departure times of consecutive vehicles at a specific fixed stop is the headway \((h)\).

Therefore, based on these assumptions, the algorithm for finding the first solution is composed of 5 steps as follows:

1. Let \(\text{Veh} = (1, 2, \ldots, R)\) be the list of all vehicles.
2. Let all vehicles have empty routes.
3. Let \(N = (1, 2, \ldots, N)\) be the list of all unassigned fixed stop visits along the route, where \(N = (F \times R)\). The departure times at these fixed stops are \((DT_1, DT_2, \ldots, DT_N)\) respectively;
4. Prepare the fixed-route scheduling problem by assigning every run to a specific vehicle.
5. Let \( P = (1, 2, \ldots, P) \) be the list of all on-demand requests for the time period \( T \), and let the time windows for these requests be \((E_1, L_1), \ldots, (E_P, L_P)\). For the on-demand requests 1 to \( P \), do the following:
   a. For on-demand request \( (j) \), if a feasible insertion is found, then insert \( (j) \) in a position where there will be the least increase in cost, then remove \( (j) \) from \( P \) and go to step 5c.
   b. If no insertion of \( (j) \) is feasible, then remove request \( (j) \) from \( P \) and go back to step 5c.
   c. Repeat step 5a until \( P \) becomes empty.

The Constrained-Assignment algorithm generates a first solution to the Flex-Route problem by finding an initial “good” feasible solution. This solution guarantees that all the constraints of the model are satisfied. These constraints include the fixed-stop constraint of the transit vehicle arriving at these stops before the published departure time of each run. The other constraint is that any accepted on-demand request must be visited during the time window specified earlier in the model.

This initial solution can be further improved by using local search. Local search uses neighbourhods to reduce the costs of the routes they find. The next section discusses the local search procedures used to improve the initial solution found by the Constrained-Assignment algorithm.

### 4.5.6 Improve the Solution Using Local Search

After a first solution is found using the insertion algorithm, the local search procedure is performed using the neighborhoods discussed in the previous section to improve the solution. The local search procedure is performed by building neighborhoods that are composed of a combination of the neighborhoods Two-Opt, Or-Opt, Relocate, and Exchange, which are defined later in this section. The search is iterative in that it tries a series of moves in order to decrease the cost of the solution found. In this study, we used the first accept search heuristic. First accept search takes the first cost decreasing move encountered. The search continues to take such moves until the neighborhood contains no cost-reducing moves. This point is usually termed a local minimum. The
word *local* is used to signify that this point is not guaranteed to be, and, in fact, is not usually, a global minimum. This method accepts any improving move and so is not too expensive in terms of computational cost. The method will first see if it can make a cost-decreasing move using the neighborhood Two-Opt. If it cannot, it tries Or-Opt, and so on. The search heuristic implements a greedy search heuristic. It accepts only new routing plans that strictly decrease the cost and, thus, allows only improvements in the objective.

Throughout the local search procedure to find a better solution, constraint propagation is performed to reduce the search space by removing all values from the *current domains* that violate the constraints. *Current domains* are the domains of the variables at any point during the search process. When constraint propagation removes values from the *current domains* during search, values are only removed from these “test” domains and not from the original domain. Each solution is tested against the problem constraints for feasibility in every step of the search process to ensure that the solution will be feasible. If the new solution is feasible and has reduced cost, it is accepted as the current one; otherwise, the current solution remains unchanged. In this way, only moves to improved solutions are accepted. Solutions that do not improve the cost or that violate problem constraints are rejected. This is known as a *greedy improvement algorithm*, as it only makes changes to the solutions that improve the cost.

This process is repeated (using different solution changes on subsequent attempts) until a stopping condition is met. The stopping condition in our case is that no changes to the current solution can be found and that no better solutions can be found without violating the problem constraints.

As mentioned earlier, the product of this process is a number of vehicle runs (*Veh = 1, 2, \ldots, R*) with a set of ordered visits to fixed stops and on-demand requests for each vehicle run.

**Neighborhoods**

The central idea of a neighborhood is to define a set of solution changes, or deltas, that represent alternative moves that can be taken. In our research, a variety of
neighborhoods are used to improve the solution found in the first step. The neighborhoods used here are classified into two groups:

1. **Intra-route neighborhoods:**

   They are neighborhoods that modify only one route (one vehicle run) and include the Two-Opt neighborhood and the Or-Opt neighborhood, such as modifying the order in which on-demand requests are served.

2. **Inter-route neighborhoods:**

   These are the neighborhoods that make changes between different routes (different vehicle runs) and include the Relocate neighborhood and the Exchange neighborhood, such as relocating an on-demand request from one vehicle run to another.

   In the initial solution, every pair of stops/requests is connected by an arc representing the distance traveled between these two stops. The neighborhoods will try to improve this solution by making a number of changes to these vehicle runs that could include removing on-demand requests, adding on-demand requests, changing the location of the on-demand request in the vehicle schedule and other changes as discussed next.

*Two-Opt Neighbourhood*

In a Two-Opt neighborhood two arcs in the route of a vehicle run are cut and reconnected to improve the total cost of the vehicle run as follows:

Given the route of each vehicle run (r)

1. Remove two arcs from the route r, and try other possible reconnections of the remaining stops of the vehicle run.
2. If the total system cost of the schedule has been reduced and if all constraints are satisfied, go back to step 1.
3. If the total system cost is increased, then reconnect the arcs at their original positions.
4. If all possible arcs are exhausted, then end the process.

   With this neighbourhood, directional flows between stops may be reversed. Figure 4-6 illustrates this process. In this figure, the move destroys arcs 3 and 5 and
creates two new arcs 7 and 8. The move also reverses the direction of arc 4. Therefore the new routes of the vehicle will be shorter, and thus less costly.

**Or-Opt Neighbourhood**

In an Or-Opt neighborhood, segments of stops in the same vehicle route are relocated as follows:

Given the route of each vehicle run (r)

1. Move the position of one stop elsewhere in the route.
2. If the cost has been reduced and if all constraints are satisfied, go back to step 1.
3. If the total system cost is increased, then move the stop back to its original position.
4. When all such moves have been tested, try moving parts of the route composed of two consecutive stops.
5. If the cost has been reduced and if all constraints are satisfied, go back to step 4.
6. If the total system cost is increased, then move the two stops back to their original positions.

Figure 4-7 illustrates the Or-Opt neighborhood. In this case, the positions of requests D and E are changed from between requests C and F to between A and B, and therefore reducing the cost by reducing the distance traveled to serve all requests.

**Relocate neighbourhood**

In a relocate neighborhood a request is removed from a route of a specific vehicle run and inserted in the route of another vehicle run if the total cost is reduced. This relocation process should satisfy all the constraints of the problem, such as time constraints. This method can be generalized if more than one request of a route is moved at the same time. Figure 4-8 illustrates the relocate neighborhood. In this example, request number 3 is moved from run 1 to run 2 to reduce the total cost of the service.

**Exchange neighbourhood**

In an exchange neighborhood, two requests from two different runs swap places if all constraints are still satisfied and the total cost is reduced. This method can also be generalized if more than one request of a run is exchanged at the same time. Figure 4-9
illustrates the exchange neighborhood. In the figure, requests number 3 and 8 exchange places between runs 1 and 2 respectively.

Figure 4-6: The Two-Opt neighbourhood
Figure 4-7: The Or-Opt neighbourhood
Figure 4-8: The Relocate neighbourhood

Figure 4-9: The Exchange neighbourhood
4.6 SCHEDULING METHODOLOGY FOR THE DYNAMIC FLEX-ROUTE PROBLEM

Flex-Route routing problems may be classified as static or dynamic. In the static case, all data are known before the routes are constructed and do not change afterward (e.g., location of customer requests, demand, etc.). In the dynamic case, however, all or a fraction of all requests are revealed as the service is in progress and the service dispatcher must be able to deal with these new requests in a timely manner. One critical use of real-time information is to divert a vehicle away from its current destination to serve a request that just occurred in the vicinity of its current position or ahead in the route. Not only that, but dispatchers may also need to react to other events that occur in real time such as unexpected delays, vehicle breakdowns, accidents, etc.

In the past, technology has been a major impediment in providing Flex-Route transit service in suburban areas. However, with the recent improvements in automatic vehicle location (AVL) technology and geographic information systems (GIS), the tools now exist to effectively support such a transit service. These recent advances provide opportunities for using real-time information to enhance the performance of decision systems in the area of Flex-Route transit routing and scheduling. However, there still is a lack of methodologies that can efficiently solve Flex-Route routing problems through a judicious integration of real-time information. In this research, a new strategy for the dynamic assignment of new requests in the Flex-Route problem is proposed and examined. An empirical evaluation is performed to test the efficiency of the proposed strategy. The goal is to schedule a set of new real-time on-demand requests in the already-built daily schedule of the Flex-Route service, while minimizing the cost inflicted on all customers.

4.6.1 Dynamic Flex-Route Problem Features

In the dynamic version of the Flex-Route problem, a number of service requests are not known completely ahead of time, but are rather dynamically revealed as time progresses. In a dynamic setting as illustrated in Figure 4-20, the transit vehicle route at any time instant $t$, can be divided into three parts:
- Completed route: this part include all the fixed stops and on-demand requests that already have been served at this point in time. Thereby, this part of the route cannot be modified anymore.

- Current movement to reach the current destination: this part includes the current location of the vehicle between two consecutive visits (fixed or on-demand stops) and its planned route to the next visit.

- Remaining route: this part constitutes the portion of the route that is yet to be executed by the transit vehicle following the next visit. In other words, this part includes the remaining route and schedule to visit all remaining stops according to the planned static route.

Figure 4-10 Bus route in dynamic environment
Given a new request at time instant $t$, the problem is to assign this request to the particular transit vehicle in service and include it in its planned route at a minimum cost. Apart from the studies of Regan et al. (1994, 1995) and Ichoua et al. (2000), most approaches to the dynamic vehicle routing problem fix the current destination of each vehicle and does not try to modify it even if a new dynamic request occurred in the vicinity of the current position of the vehicle while the driver is on his way to his current destination. Diverting a vehicle away from its current destination to serve a nearby dynamic request may be beneficial to the service as it may result in increasing the number of accepted requests and/or decreasing the travel time and distance to reach a new request.

### 4.6.2 Dynamic Flex-Route Problem Model

The cost function for the dynamic Flex-Route problem can take various forms. Usually, the service agency has an objective function that it wants to achieve based on some evaluation criteria. The stakeholders affected by a dynamic request insertion in this case are the same as in the static case, and their corresponding cost and benefit quantities are discussed next.

**System Benefit**

Similar to the static case, the benefit the transit service provider gains from implementing the Flex-Route service in time period consists mainly from serving the on-demand requests. Therefore, given a new request ($k$) in real time, the total benefit to the system from serving this request $j$ is:

$$ B_{Total} = O_k \times B_k $$

(Equation 4-13)

Where

$$ \begin{cases} 
    O_k = 1 & \text{If request (k) is accepted} \\
    O_k = 0 & \text{If request (k) is rejected} 
\end{cases} $$

(Equation 4-14)
**System Cost**

Three types of cost are considered in this model representing the three stakeholders involved in the Flex-Route problem as shown next.

1. **The on-demand customers:**

   The cost to the on-demand customers is caused by changing the scheduled pick-up time \((PT_j)\) at the on-demand requests, if needed, to allow for the insertion of the dynamic request. It is also assumed here that any request can be rejected without any cost implications. Given the scheduled pick-up time for customer \(j\) is \(PT_j\) and the new scheduled pick-up time is \(NPT_j\), then the cost function in this case can be expressed as follows:

   \[
   \text{Cost (1) = } \sum_{j=1}^{p} O_j \times |NPT_j - PT_j| \quad \forall j \in (1, P) \quad \text{......................... (Equation 4-15)}
   \]

   \(O_j\) has the same definition as in equation 4-14.

2. **The fixed-route passengers:**

   The cost to the fixed-route passengers (as well as on-demand customers) is given in terms of the extra idle time at each fixed stop due to the unused slack time after serving all the requests. The passengers in this case actually benefit from serving the on-demand request since serving the new request will most probably reduce the total unused slack time at the fixed stops. Given the scheduled arrival time at fixed stop \(i\) from the static solution is \(AT_i\), and given the new scheduled arrival time of the transit vehicle at \(i\) is \(NAT_i\), then the cost function in this case can be expressed as follows:

   \[
   \text{Cost (2) = } \sum_{i=1}^{TF} A_i \times (AT_i - NAT_i) \quad \text{................................. (Equation 4-16)}
   \]
3. **The service operator:**

The cost incurred by the transit operator is considered in terms of how much extra mileage is needed to serve the on-demand requests. Given that the extra distance traveled to serve the new dynamic requests is $D_R$, the cost incurred by the operator will be:

$$Cost (3) = D_R$$  \hspace{1cm} (Equation 4-17)

Based on these cost functions found above, the total cost function can be expressed as follows:

$$C_{Total} = C_{o-wt} \times C_1 + C_{idle} \times C_2 + C_{s-km} \times C_3$$  \hspace{1cm} (Equation 4-18)

Where:

- $c_{o-wt}$: is the cost coefficient indicating the inconvenience to an on-demand customer for the change of the scheduled pick-up time.
- $c_{f-wt}$: is the cost coefficient indicating the inconvenience to fixed-route customers for idle time of the vehicle at the fixed stops due to unused slack time.
- $c_{s-km}$: is the cost coefficient indicating the cost incurred on the service provider for the extra distance traveled due to the deviation of the service.
- $c_{on}$: is the cost coefficient indicating the benefit of the service from serving a single on-demand request.

Substituting equations 4-15 to 4-17 into equation 4-18, we get the following formula for the total system cost of the dynamic problem:

$$C_{Total} = \left( c_{o-wt} \times \sum_{j=1}^{P} O_j \times |NPT_j - PT_j| \right) + \left( c_{idle} \times \sum_{i=1}^{TE} A_i \times (NAT_i - AT_i) \right) + \left( c_{s-km} \times D_R \right)$$  \hspace{1cm} (Equation 4-19)
And the total system benefit is given by:

\[ B_{\text{Total}} = c_{\text{on}} \times O_k \times B_k \]  \hspace{1cm} \text{(Equation 4-20)}

Therefore, request \( k \) should be accepted, given all the constraints are satisfied, if the total benefit from solving the dynamic on-demand request is greater than the minimum insertion cost obtained from serving this request. Therefore, the following condition should hold:

\[ B_{\text{Total}} \geq C_{\text{Total}} (\text{Min}) \]  \hspace{1cm} \text{(Equation 4-21)}

Substituting equations 4-19 and 4-20 into equation 4-21, the following formula can be used to determine if it is optimal to accept a dynamic request:

\[
\left( c_{\text{on}} \times O_k \times B_k \right) \geq \text{Min} \left( c_{\text{on-wt}} \times \sum_{j=1}^{P} O_j \times |NPT_j - PT_j| \right) + \left( c_{\text{idle}} \times A \times \sum_{i=1}^{TF} (NAT_i - AT_i) \right) + \left( c_{\text{km}} \times D_k \right)
\]

\hspace{1cm} \text{.................................................................(Equation 4-22)}

One important point that should be mentioned here is that the value of each cost coefficient may not be the same as in the static problem. For example, the weight for the cost incurred by on-demand customers for changing the scheduled pick-up time in the dynamic setting should be more than its static counterpart. The reason behind that is that in the static setting, when customers are given a different pick-up time than what they requested, they can accept that since they now know their exact pick-up time the next day. In the dynamic setting, however, customers usually expect the transit vehicle to arrive at its scheduled arrival time, and any change in this arrival time might cause
inconvenience to them. Therefore, future research should study the values of these cost coefficients carefully in order to maintain an acceptable level of service for all customers.

**System Constraints**

The system constraints are the same constraints as in the static model; i.e. vehicle capacity constraint, fixed-stops constraints and on-demand time window constraints as follows:

\[ AT_i \leq DT_i \quad \forall i \in (1, TF) \]  
\[ E_j \leq AT_j \leq L_j \quad \forall j \in (1, P) \]

(Equation 4-23)  
(Equation 4-24)

In addition to that, there is the time window constraint for the dynamic request, which is given by:

\[ E_k \leq AT_k \leq L_k \]

(Equation 4-25)

Equation 4-25 gives the condition for accepting a dynamic on-demand request. This equation and the constraints of equations 4-23 and 4-24 are formulated in ILOG Dispatcher™ to be used in finding optimal dynamic solutions in real time.

**4.6.3 Dynamic Flex-Route Model for Late Arrival**

A significant improvement in the Flex-Route service could be gained by relaxing the fixed stop constraints (i.e. allowing transit vehicles to arrive late at the fixed stops to maximize the number of accepted on-demand requests). In real time, this situation could arise in the case where accepting a dynamic request and inserting it in the schedule would result in late arrival at the next fixed stop. When searching for the best solution in this case, the algorithm would need to compute a cost function for the stakeholders different from that of the previous case.
Assume that an insertion of dynamic request \( k \) into the schedule of a transit vehicle will result in the vehicle arriving late at fixed stop \( i \) by \( (LT_i) \) time units. In this case, the stakeholders affected by the dynamic request insertion with their corresponding cost quantities are as shown next.

**System Benefit**

This is the same as the previous case. Given a new dynamic request \( (k) \), the total benefit to the system from serving this request \( j \) is:

\[
B_{Total} = O_k \times B_k
\]

\[\text{..................}.......................... \text{(Equation 4-26)}\]

Where

\[
\begin{align*}
O_k &= 1 & \text{If request } (k) \text{ is accepted} \\
O_k &= 0 & \text{If request } (k) \text{ is rejected}
\end{align*}
\]

\[\text{..................}.......................... \text{(Equation 4-27)}\]

**System Cost**

Three types of cost considered in this model representing the three stakeholders involved in the Flex-Route problem as shown next.

1. *The on-demand customers*

   The cost to the on-demand customers is also the same as the previous case. Given the scheduled pick-up time for customer \( j \) is \( PT_j \) and the new scheduled pick-up time is \( NPT_j \), then the cost function in this case can be expressed as follows:

\[
\text{Cost (1) } = \sum_{j=1}^{n} O_j \times \left| NPT_j - PT_j \right| 
\]

\[\text{..................}.......................... \text{(Equation 4-28)}\]

\( O_j \) has the same definition as in equation 4-27.
2. *The fixed-route passengers*

The cost to fixed stop passengers (as well as on-demand customers) in this case is different from the previous case. The cost here is composed of the extra wait time encountered by the fixed-route passengers (as well as on-demand customers) waiting to board at the next fixed stop downstream. Assuming that the number of passengers waiting at fixed stop $i$ is $FP_i$, then the cost function for this group can be expressed as follows:

$$Cost (2) = \sum_{i=1}^{TF} FP_i \times LT_i \quad \text{.................................} \quad \text{(Equation 4-29)}$$

3. *The service operator:*

The cost incurred by the transit operator is the same as the previous case. Given that the extra distance traveled to serve the new dynamic requests is $D_R$, the cost incurred by the operator will be:

$$Cost (3) = D_R \quad \text{.................................} \quad \text{(Equation 4-30)}$$

4. *The passengers already on board*

This group of passengers (fixed stop and on-demand users) will incur some extra cost because of the extra travel time they suffer due to the late arrival. Assuming that the number of passengers getting off at fixed stop $i$ is $Nb_i$, then the cost function for this group can be expressed as follows:

$$Cost (4) = \sum_{i=1}^{TF} Nb_i \times LT_i \quad \text{.................................} \quad \text{(Equation 4-31)}$$

Based on these cost functions found above, the total system cost can be expressed as follows:
\[ C_{\text{Total}} = C_{o-wt} \times C_1 + C_{f-wt} \times C_2 + C_{s-km} \times C_3 + C_r \times C_4 \] (Equation 4-32)

Where

- \( c_{o-wt} \) is the cost coefficient indicating the inconvenience to an on-demand customer for the change of the scheduled pick-up time.
- \( c_{f-wt} \) is the cost coefficient indicating the inconvenience to fixed-route customers (as well as on-demand customers) for extra waiting time at the fixed stops waiting for a late transit vehicle.
- \( c_{s-km} \) is the cost coefficient indicating the cost incurred on the service provider for the extra distance traveled due to the deviation of the service.
- \( c_{tt} \) is the cost coefficient indicating the extra travel time for the passengers on a transit vehicle.
- \( c_{on} \) is the cost coefficient indicating the benefit of the service from serving a single on-demand request.

Substituting equations 4-28 to 4-31 into equation 4-32, we get the following formula for the total system cost for this type of Flex-Route dynamic problem:

\[
C_{\text{Total}} = \left( c_{o-wt} \times \sum_{j=1}^{P} O_j \times \left| NPT_j - PT_j \right| \right) + \left( c_{f-wt} \times \sum_{i=1}^{TF} FP_i \times LT_i \right) + \\
\left( c_{s-km} \times D_R \right) + \left( c_{tt} \times \sum_{i=1}^{TF} Nb_i \times LT_i \right) \] (Equation 4-33)

And the total system benefit is given by:

\[
B_{\text{Total}} = c_{on} \times O_k \times B_k \] (Equation 4-34)

Therefore, request \( k \) should be accepted, given all the constraints are satisfied, if the total benefit from solving the dynamic on-demand request is greater than the
minimum insertion cost obtained from serving this request. Therefore, the following condition should hold:

\[ B_{Total} \geq C_{Total} (Min) \] (Equation 4-35)

Substituting equations 4-33 and 4-34 into equation 4-35, we get the following decision formula for whether to accept a dynamic request or not:

\[
\left( c_{on} \times O_k \times B_k \right) \geq Min \left\{ c_{on} \times \sum_{j=1}^{p} O_j \times \left| NPT_j - PT_j \right| + c_{f-wt} \times FP \times LT + c_{s-km} \times D_k + c_{fit} \times N_b \times LT \right\} \]

................................................................. (Equation 4-36)

It should be mentioned here that the cost coefficients can be modified as needed to emphasize one factor over the others. For example, during heavy demand periods at the fixed stops, higher values of \( c_{f-wt} \) and \( c_{fit} \) can be used compared to \( c_{on} \). In contrast, during low fixed-route demand periods, the opposite is true and the cost function should emphasize the weight of accepting a new request, rising \( c_{on} \) over \( c_{f-wt} \) over \( c_{fit} \).

**System Constraints**

The constraints in this case are the same as the static problem except that the fixed-route departure time constraint is different since the arrival time of the transit vehicle at a fixed stop is allowed up to \( LT \) time units after the scheduled departure time. Therefore, the constraints in this case are as follows:

- For each fixed stop \((i)\), the arrival time of the vehicle at that fixed stop \((AT_i)\) must be earlier than the summation of the published departure time \((DT_i)\) and the late arrival allowable time period \((LT)\) and is expressed as follows:
\[ AT_i \leq (DT_i + LT) \quad \forall i \in (1, TF) \] ................................. (Equation 4-37)

- For each static on-demand request \((j)\), the arrival time of the vehicle at that request location must be later than the lower bound of the time window \((E_j)\) and earlier than the higher bound of the time window \((L_j)\).

\[ E_j \leq AT_j \leq L_j \quad \forall j \in (1, P) \] ................................. (Equation 4-38)

- In addition to the above two constraints, there is the time window constraint for the dynamic request, which is given by:

\[ E_k \leq AT_k \leq L_k \] ................................. (Equation 4-39)

4.6.4 Dynamic Flex-Route Scheduling Methodology

In Regan et al. (1994, 1995), the authors proposed different diversion strategies in the context of a truck-load carrier. Their problem is a combined pick up and delivery problem with no consolidation, which means that at any time, a vehicle is either empty or carrying a single load. Also, in the context of a truck-load carrier, requests are more distant from each other and the activities take place over a longer time horizon (i.e. few days). In the Flex-Route problem, however, a transit vehicle may have a number of passengers on board while en-route to the next stop. Also, on-demand real-time requests for the service take place in a very short time period, usually within minutes or even seconds. These discrepancies reveal that there is a significant difference in the application of the two services and a different and fast algorithm should be used for the real-time Flex-Route transit service problem.

The ability of the scheduling and routing algorithm to divert vehicles in real time will be advantageous to the service as it enhances its reliability in terms of its ability to accept and schedule more requests in real time, which may encourage people to use the service in the future. So to avoid a trade-off between computation time and solution quality, and since vehicles are moving fast and diversion opportunities may be quickly
lost if the evaluation process takes too long, computation time is very critical in this case. This is where Constraint Programming will be very helpful because of its fast problem reduction and constraint propagation techniques as discussed earlier. An illustration of the process of dynamic assignment is shown in Figure 4-21.

In the dynamic scheduling of the Flex-Route transit service, the dynamic scheduling algorithm will respond to three types of events:

- **Event 1: A vehicle has finished serving its current customer or fixed stop**
  
  In this case, the decision on the vehicle's next destination (i.e., the next customer location or fixed stop) will be made according to the saved optimal solution (static schedule) built in the scheduling system since there are no new requests. The schedule is then updated by removing the on-demand request or fixed stop that was just served from its current position in the remaining route and inserting it in first position in the remaining planned route of the vehicle.

- **Event 2: A new customer request has just occurred**
  
  In this case, the new request location is first determined. The algorithm then examines if the request can be inserted before the next destination in case it is in the vicinity of the last served stop or the vicinity of the planned destination (see Figure 4-22). If the insertion does not succeed, then the algorithm tries to insert the request in other places in the route. If the algorithm finds a solution that inserts the request while satisfying all the constraints, it is inserted in the last solution saved in the memory of the scheduling system. If there is no feasible insertion position in the solution, the request is rejected.

- **Event 3: A service delay event just occurred**
  
  Consideration of additional stochastic elements or unexpected events such as changes in service times, change in travel time and street closures can also be handled in the dynamic problem. In this case, the current location of the vehicle is determined and the schedule is modified based on these events. For example, if a road is closed for any reason, this event will cause the scheduling algorithm to re-
optimize the remaining part of the route by finding a new route to be followed and adjusting the arrival times at the remaining stops.

Figure 4-11 Dynamic-request assignment procedure
Figure 4-12 Diversion of a transit vehicle in real time
5 MODEL IMPLEMENTATION AND VALIDATION

5.1 INTRODUCTION

This chapter presents the various techniques that were used to evaluate both the analytical model and the developed scheduling system. First the performance of the scheduling system is tested on a hypothetical static dial-a-ride problem (DARP) to evaluate the scheduling system’s ability to produce better results than some of the existing DARP algorithms. Following that the validity, applicability and performance of both the analytical model and the scheduling system, developed in Chapters 3 and 4 are evaluated using a Flex-Route hypothetical case.

The first part of the analysis focuses on the ability of the developed scheduling algorithm to produce better solutions compared to the Insertion algorithm, while the second part of the analysis focuses on the effect of different input and design factors on the scheduling results and the ability of the scheduling system to reflect these effects. The chapter starts by examining the analytical model’s capability to estimate the optimal slack time for a hypothetical route. Following that, section 5.3 analyzes the results of the sensitivity analysis conducted to examine the sensitivity of the output to several input and design factors. The analysis shows the validity of the proposed model as well as the ability of the scheduling system to produce the expected results.

5.2 EVALUATION OF THE SCHEDULING MODEL

To the authors’ knowledge, no test instances are available in the literature for the static version of the flex-route or DARP problems (the scheduling problem for DRT services). That means that the results obtained using the developed scheduling system can not be compared to results obtained from other algorithms used to solve these two problems. Furthermore, algorithms that can specifically solve the flex-route problem do not exist currently in the literature, which presents a serious challenge in evaluating our scheduling system against competing approaches. As such, we decided to evaluate the performance of the scheduling system by testing it on the DARP and compare it to one of the most powerful and well-known algorithms used to solve the DARP, namely the Insertion Algorithm. Therefore, it is important, when analyzing and evaluating the
results, to acknowledge that the results of the comparison are valid only for the DARP. However, it is safe to assume that, although the results of a comparison using a flex-route problem might vary, the performance of the scheduling system will be at least comparable to the results of the DARP in terms of efficiency. The insertion algorithm can be summarized as follows:

1. Let all vehicles have empty routes.
2. Let L be the list of unassigned visits.
3. Take a visit v in L.
4. Insert v in a route at a feasible position where there will be the least increase in cost. If there is no feasible position, then the goal fails.
5. Remove v from L.
6. If L is not empty, go to 3.

Accordingly, based on some realistic assumptions, 24 DARP instances were generated to analyze the behavior and effectiveness of the scheduling methodology developed in Chapter 4.

The DARP is a generalization of the TSP in that the DARP consists of determining $m$ vehicle routes, subject to operational and scheduling constraints, where a route is a tour that begins at the depot, visits a subset of the customers in a given order and returns to the depot. The total customer demand of a route must not exceed the vehicle capacity at any point during the route. A number of side constraints related to customers’ pick-up/drop-off time windows, and maximum ride time also exist in the model. Time window is a period of time in which the customer will be picked-up, and it is usually set by the service provider. The maximum excess ride time is defined as the difference between the scheduled ride time of a specific customer and the direct ride time without diversion, if the customer were to use his own vehicle.

The DARP is formulated to minimize an objective function (or cost function) with a set of service constraints. The cost function sometimes is formulated as a weighted sum of the total customer inconvenience, as measured in terms of excess ride time and service time deviation and the cost to the service providers, as often measured in terms of total vehicle traveled distance and the number of vehicles used. In this analysis, however, we
only consider the system cost, in terms of distance traveled and number of vehicles used, as our primary cost.

5.2.1 Case Study Assumptions / Settings

The instances were generated by varying the time window duration, the maximum allowable ride time, and the average vehicle velocity. These values are based on earlier studies done in this field (Karlaftis et al 2005; Fu 2002). The comparative analysis focused on the difference in vehicle productivity between individual scenarios. All instances contain 600 randomly-generated trips over a three-hour period, with unlimited number of vehicles, each with a seating capacity of 8. The vehicles start their service time at 6:00 A.M. The pickup time for all trips start at 8:00 A.M. and ends at 11:00 A.M. For each trip, origin and destination locations were generated randomly in a 20*20 km square area. To limit the scope of our analysis, the service area is assumed to be covered by a uniform grid network with a constant speed on all links, ignoring any stochastic variations in network conditions (travel times).

Each location of an origin or a destination is identified by an (X, Y) coordinate. Each node (location) has a quantity of either 1 or -1 depending on whether the node is a pick-up node or a drop-off node (1 for pickup and -1 for drop-off). The location of the depot is assumed to be at the central point of the service area (i.e. at X =10000 and Y =10000). For each pair of nodes in the network, the cost is equal to the Manhattan distance between these points, which is used to find the travel time between these nodes. The travel time is found by dividing the Manhattan distance between the pair of nodes by the constant speed assumed in the model.

A time window \([E_i, L_i]\) is also associated with each pick-up node. These nodes have time windows of \([P, P + T]\), where \(P\) is the desired pick-up time, and \(T\) is the time window used in the model. The desired pick-up time was generated uniformly in the period \([120, 300]\) (i.e. 8:00A.M. to 11:00 A.M.), which resulted in 200 trips per hour (600 trips in three-hour period). The objective function used in the scheduling procedure is to minimize the total traveled distance by all vehicles. A maximum allowable ride time ratio of 0.5, 1.0, 1.5, and 2.0, and time windows of 20, 30, and 40 minutes were used in scheduling the trips. The maximum ride ratio is defined by the following equation:
5.2.2 Comparative Analysis

The scheduling results obtained by the developed scheduling system and the Insertion Algorithm for the different case scenarios are summarized in Tables 5-1 (for 30 km/hr vehicle velocity) and Table 5-2 (for 20 km/hr vehicle velocity). In general, it can be observed that scheduling system performs extremely well in terms of minimizing the total cost of all vehicles. The distance traveled by all vehicles, as well as the number of vehicles used to perform all trips, is significantly lower than the results obtained by the Insertion Algorithm. For example, for 20 min time window, 0.5 excess ride time, and 30 km/hr average vehicle velocity (case 1), the distance traveled found by the Insertion algorithm was (10385.3 km) while after improving the solution using the scheduling system, the total distance traveled was reduced to (7214.83 km). This reduction in cost is 30.5% from the total cost (or 3170.47 km), which is a very significant reduction in operational cost considering that this reduction is only for a case of 600 trips in a period of 3 hours. The same conclusion could be drawn on all the 24 cases, where the reduction in cost ranges between 26.5 % for case 13 (20 min time window, 0.5 excess ride ratio, and 20 km/hr vehicle velocity), and 36.9 % for case 12 (40 min time window, 2.0 excess ride ratio, and 30 km/hr vehicle velocity). This leads to the obvious conclusion that the scheduling methodology developed in this research significantly improves the solution obtained from the Insertion algorithm by a significant percentage, regardless of the different values of the model parameters.

Also, in terms of the number of vehicles used to schedule all trips, the number of vehicles found using the Insertion Algorithm for case (1) was 176 vehicles, while it is reduced to (88) vehicles using our scheduling methodology. This means a reduction of 50% (or 88 vehicles). Considering the fixed cost associated with each vehicle, these savings are even more significant than the savings in the total distance traveled. This is because that in our model, the objective function is minimizing the total distance traveled, not the number of vehicles used. This reduction in the number of vehicles occurs as a side effect
of trying to minimize the distance traveled. This conclusion could be generalized on all 24 cases, where all cases resulted in considerable reduction in the number of vehicles used.

It should be noted that the amount of reduction in both the general cost and number of vehicles used, in the cases of 20km/hr vehicle-velocity, are lower than their counterparts in the 30km/hr vehicle-velocity. This is due to the fact that when the velocity is lower, trips between pair of nodes become longer, and the margin for improving the solution due to the constraints become tighter.
Table 5-1: Scheduling Results Obtained for the Cases of 30km/hr Vehicle-Average-Velocity

<table>
<thead>
<tr>
<th>Case #</th>
<th># Trips/hr</th>
<th>Excess Ride Time</th>
<th>Time Window</th>
<th>Insertion Algorithm Cost (km)</th>
<th># Vehicles Used</th>
<th>Scheduling Methodology Cost (km)</th>
<th># Vehicles Used</th>
<th>% Reduction</th>
<th>Cost Used</th>
<th>Vehicles Used</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>200</td>
<td>0.5</td>
<td>20</td>
<td>10385.3</td>
<td>176</td>
<td>7214.83</td>
<td>88</td>
<td>30.5</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>200</td>
<td>0.5</td>
<td>30</td>
<td>10176.8</td>
<td>155</td>
<td>6780.05</td>
<td>77</td>
<td>33.4</td>
<td>50.3</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>200</td>
<td>0.5</td>
<td>40</td>
<td>9555.89</td>
<td>135</td>
<td>6494.72</td>
<td>76</td>
<td>32</td>
<td>43.7</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>200</td>
<td>1</td>
<td>20</td>
<td>9494.86</td>
<td>151</td>
<td>6549.21</td>
<td>83</td>
<td>31</td>
<td>45</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>200</td>
<td>1</td>
<td>30</td>
<td>9126.7</td>
<td>127</td>
<td>6111.73</td>
<td>73</td>
<td>33</td>
<td>42.5</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>200</td>
<td>1</td>
<td>40</td>
<td>9091.9</td>
<td>121</td>
<td>5924.96</td>
<td>69</td>
<td>34.8</td>
<td>43</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>200</td>
<td>1.5</td>
<td>20</td>
<td>9315.8</td>
<td>137</td>
<td>6164.06</td>
<td>76</td>
<td>33.8</td>
<td>44.5</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>200</td>
<td>1.5</td>
<td>30</td>
<td>8972.19</td>
<td>116</td>
<td>5852.83</td>
<td>75</td>
<td>34.8</td>
<td>35.3</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>200</td>
<td>1.5</td>
<td>40</td>
<td>8580.69</td>
<td>105</td>
<td>5461.01</td>
<td>68</td>
<td>36.4</td>
<td>35.2</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>200</td>
<td>2</td>
<td>50</td>
<td>9286.87</td>
<td>128</td>
<td>6053.37</td>
<td>77</td>
<td>34.8</td>
<td>39.8</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>200</td>
<td>2</td>
<td>60</td>
<td>8681.35</td>
<td>110</td>
<td>5842.93</td>
<td>74</td>
<td>32.7</td>
<td>32.7</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>200</td>
<td>2</td>
<td>70</td>
<td>8691.98</td>
<td>101</td>
<td>5487.39</td>
<td>69</td>
<td>36.9</td>
<td>31.7</td>
<td></td>
</tr>
</tbody>
</table>
Table 5-2: Scheduling Results Obtained for the Cases of 20km/hr Vehicle-Average-Velocity

<table>
<thead>
<tr>
<th>Case #</th>
<th># Trips / hr</th>
<th>Excess Ride Time</th>
<th>Time Window</th>
<th>Insertion Algorithm</th>
<th>Scheduling Methodology</th>
<th>% Reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Cost (km)</td>
<td># Vehicles Used</td>
<td>Cost (km)</td>
</tr>
<tr>
<td>13</td>
<td>200</td>
<td>0.5</td>
<td>20</td>
<td>10344.9</td>
<td>196</td>
<td>7606.54</td>
</tr>
<tr>
<td>14</td>
<td>200</td>
<td>0.5</td>
<td>30</td>
<td>10146.5</td>
<td>181</td>
<td>7038.72</td>
</tr>
<tr>
<td>15</td>
<td>200</td>
<td>0.5</td>
<td>40</td>
<td>9712.34</td>
<td>165</td>
<td>7094.41</td>
</tr>
<tr>
<td>16</td>
<td>200</td>
<td>1</td>
<td>20</td>
<td>9617.64</td>
<td>169</td>
<td>6979.85</td>
</tr>
<tr>
<td>17</td>
<td>200</td>
<td>1</td>
<td>30</td>
<td>9126.7</td>
<td>157</td>
<td>6479.9</td>
</tr>
<tr>
<td>18</td>
<td>200</td>
<td>1</td>
<td>40</td>
<td>9096.97</td>
<td>141</td>
<td>6338.29</td>
</tr>
<tr>
<td>19</td>
<td>200</td>
<td>1.5</td>
<td>20</td>
<td>9503.79</td>
<td>157</td>
<td>6664.37</td>
</tr>
<tr>
<td>20</td>
<td>200</td>
<td>1.5</td>
<td>30</td>
<td>8926.81</td>
<td>133</td>
<td>6246.92</td>
</tr>
<tr>
<td>21</td>
<td>200</td>
<td>1.5</td>
<td>40</td>
<td>8945.48</td>
<td>128</td>
<td>5790.38</td>
</tr>
<tr>
<td>22</td>
<td>200</td>
<td>2</td>
<td>50</td>
<td>9070.6</td>
<td>138</td>
<td>6244.76</td>
</tr>
<tr>
<td>23</td>
<td>200</td>
<td>2</td>
<td>60</td>
<td>8694.51</td>
<td>124</td>
<td>6117.18</td>
</tr>
<tr>
<td>24</td>
<td>200</td>
<td>2</td>
<td>70</td>
<td>8876.66</td>
<td>119</td>
<td>5699.76</td>
</tr>
</tbody>
</table>
5.2.3 Sensitivity Analysis

The objective of this section is to analyze the scheduling methodology’s sensitivity to some of the problem parameters. Two major factors are identified and discussed, which are: time window duration and excess ride time. The time window and excess ride time values used in this analysis were proposed as they were the most widely used values in other studies.

5.2.3.1 Time Window Duration

This section examines the possible impact of the duration of the time window on the efficiency of the developed scheduling methodology in reducing the cost found by the Insertion Algorithm. Figure 5-1 shows the effect of increasing time window duration on the percentage reduction in total cost obtained by the scheduling methodology compared to the results obtained from the Insertion Algorithm.

The observation that can be made from the figures is that there appears to be no critical impact of time window duration on the percentage of reduction in total cost and number of vehicles used when the excess ride time is fixed. For example, for a vehicle velocity of 30km/hr, if we fix the value of excess ride time to 0.5, and have different time window durations of 20, 30, and 40 minutes, we can observe that the percentage reduction in total cost is almost the same in the three cases (30.5%, 33.4%, and 32% respectively), which means that the effect of different time window durations on the scheduling methodology is not obvious. This can be generalized on all cases where the difference ranges between 1 to 5 %. In terms of the effect of time window on the reduction in the number of vehicles used, Figure 5-2 shows that effect. However, unlike cost, it is clear that the percentage reduction in number of vehicles used decreases as the time window duration increases. This trend is the same for both the 20 and 30km/hr vehicle velocity.

5.2.3.2 Excess Ride Time

Four different values of the excess ride ratio were investigated: 0.5, 1.0, 1.5, and 2.0. As can be seen in Figure 5-1, the effect in terms of reduction in total cost is not quite
apparent. There appears to be a trend of more percentage reduction in total distance traveled when increasing the maximum allowable ride ratio. This result was expected since the more slack time the vehicle has of dropping-off a passenger at his destination, the more it can pick up other passengers on the way, and a result, less distance is traveled.

On the other hand, the percentage reduction in terms of the number of vehicles used is completely different. As shown in Figure 5-2, when increasing the maximum allowable ride ratio and controlling the time window, the percentage reduction in number of vehicles used decreases noticeably. For example, for 20 minutes time window and 30km/hr vehicle velocity, the percentage reduction in number of vehicles used fall from 50% for an 0.5 excess ride ratio to 39.8% for an 2.0 excess ride ratio. While this might look like as a bad result, it is in fact an advantage of the scheduling methodology. The reason for this might be two-fold. First, in our model we are trying to minimize the total distance traveled and not the number of vehicles used, as explained earlier. Second, the fall in reduction in number of vehicles shows that the efficiency of the algorithm in tight constraints is much better than with wide constraints.

In summary, the results shows that the scheduling methodology developed in Chapter 4 significantly improve the solution obtained by the Insertion Algorithm, which validates the scheduling methodology’s ability to produce reliable and improved results compared to existing algorithms.
Figure 5-1 Effect of time window duration and maximum allowable ride time on percentage reduction in cost: (a) based on 30km/hr vehicle-average-velocity, and (b) based on 20km/hr vehicle-average-velocity.
Figure 5-2 Effect of time window duration and maximum allowable ride time on percentage reduction in vehicle used: (a) based on 30km/hr vehicle-average-velocity, and (b) based on 20km/hr vehicle-average-velocity
5.3 VALIDATION OF THE ANALYTICAL MODEL AND SCHEDULING SYSTEM

In Chapter 3, an analytical model was developed to analyze the effect of several design and operational factors that are key to the design and operations of Flex-Route transit service. Such factors include optimal slack time, allocation of slack time, service frequency and service feasibility and cost.

Due to the fact that Flex-Route transit service differs from one place to another, and due to the lack of specific guidelines on the service design in the literature, the only available option to analyze the sensitivity of the results to each design factor is to perform a simulation analysis using the developed scheduling system. Therefore, in this section we try to examine the validity of the model in estimating optimal slack times and the ability of the scheduling system to produce the expected results. We use the case of a two-sided service area to demonstrate that the analytical model proposed in this research is a valid one and that the scheduling system correctly produces results that confirm with the analytical model estimates. The model for the case of a two-sided service area (equation 3-22 gives the optimal slack time in terms of the service area width and the on-demand rate (number of requests) in a typical route segment.

Accordingly, we test the model for several cases of service area width and demand rate to show the validity of the proposed model. This is done by using the scheduling system developed in chapter 4 to perform a simulation on a hypothetical route. The simulation is performed by running the scheduling system for different case scenarios, where the results of each run are recorded automatically in a Comma Separated File (CVS). The following is a list of the specifications assumed for this hypothetical route:

1. The route length is 10 km, with a two-sided service area. The width of the service area on either side of the route ranges from 250m to 1000m for different scenarios (see Figure 5-3).

2. To limit the scope of our analysis, the service area is assumed to be covered by a uniform grid network with a constant speed of 20 km/hr on all links ignoring stochastic variations in network conditions (travel times are constant).
3. Vehicles run from the first stop to the end of the route with a fixed headway of 1 hr for 8 consecutive hours.

4. All service vehicles are identical and each vehicle is assumed to have an unlimited capacity so that no request is rejected due to a vehicle capacity constraint. It should be noted, however, that the vehicle capacity constraints can be added, if required, without much effort as discussed earlier in Chapter 4.

5. The on-demand request rates tested range from 2 to 5 requests per route length per one bus run.

6. Each location of an origin or a destination is identified by an (X, Y) coordinate at any link in the street network. The requests have been generated at random locations within the specified service area.

7. For each pair of nodes in the network, the travel distance is equal to the rectilinear distance between these points, which is used to find the travel time between these nodes. The rectilinear distance is the distance between two points measured along axes at right angles. In a plane with \( p_1 \) at \((x_1, y_1)\) and \( p_2 \) at \((x_2, y_2)\), it is \(|x_2 - x_1| + |y_2 - y_1|\).

8. The travel time is found by dividing the rectilinear distance between the pair of nodes by the constant speed assumed in the model.

9. For each simulation experiment setting, the service system was simulated continuously for 100 hours, which should provide statistically reliable estimates of various performance measures.

As mentioned earlier, the optimal slack time for a two-sided service area is given by equation 3-22 as follows:

\[
S_i = \frac{(2m_i + 1)W_i}{3V} \quad \text{……………………………………………………. (Equation 3-22)}
\]

Where

- \( m \): is the number of on-demand requests served;
- \( W \): is the width of the service area on one side of the route (in km); and
V: is the operating speed of the bus (in km/hr).

This equation is used to find the optimal slack time for each combination of service area width and demand rate examined in this analysis. Table 5-3 provides the optimal slack time for these cases using equation 3-22.
Figure 5-3 Map of the hypothetical route for a service area of 500m
The approach taken in this simulation analysis is to find the number of accepted requests given a specific service area width, demand rate and slack time, and then compare these results with the corresponding values for the optimal slack times in Table 5-3. The results of the simulation are shown in Tables 5-4 and 5-5 for service area widths of 250m (0.25 km) and 500m (0.5 km) respectively. The results clearly show that the model correctly estimates the optimal slack time given the service area width and the demand rate and the ability of the scheduling system to produce the expected results based on equation 3-22. For example, for a service area width of 250m and a demand rate of 2, the optimal slack time for one route segment according to equation 4-22 is 1.25 minutes. Performing the simulation using this value of slack time resulted in an average of 1.88 requests being accepted for each route segment compared to the demand rate of 2. The little variance of the result from the one obtained from the analytical model can be attributed to the variation in the demand distribution, which may result in cases where not all the requests can be accepted.

Table 5-4 also shows that for the same demand rate, increasing the slack time will result in increasing the number of accepted requests up to a specific amount of slack time, which will result in accepting all the on-demand requests (2 minutes in the case of 250m and demand rate of 2). This amount guarantees that every request in the service area will be accepted because there is enough slack time to reach all requests regardless of the distribution of the demand. Beyond this value, increasing the slack time will be worthless since it will not add anything to the service.

The analysis provided above is true for all the cases in Tables 5-4 and 5-5 as can be seen in both tables. Therefore, it can be concluded that the analytical model correctly predicts the optimal amount of slack time given the service area width and the demand rate, and that the scheduling system was able to produce the expected scheduling results.
Table 5-3: Optimal slack time values for each route segment (in min) for different combinations of service area width and on-demand request rate, using equation 3-22

<table>
<thead>
<tr>
<th>Service Area Width</th>
<th>Demand Rate 2</th>
<th>Demand Rate 3</th>
<th>Demand Rate 4</th>
<th>Demand Rate 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25</td>
<td>1.25</td>
<td>1.75</td>
<td>2.25</td>
<td>2.75</td>
</tr>
<tr>
<td>0.5</td>
<td>2.5</td>
<td>3.5</td>
<td>4.5</td>
<td>5.5</td>
</tr>
<tr>
<td>0.75</td>
<td>3.75</td>
<td>5.25</td>
<td>6.75</td>
<td>8.25</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>7</td>
<td>9</td>
<td>11</td>
</tr>
</tbody>
</table>

Table 5-4: Number of accepted requests for combinations of slack time and on-demand request rate for a service area width of 250m (0.25 km) for each route segment, simulation results

<table>
<thead>
<tr>
<th>Demand Rate</th>
<th>Slack Time (min)</th>
<th>Value of S*</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>At S*</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1.25</td>
<td>1.56</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1.85</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1.75</td>
<td>1.94</td>
<td>2.66</td>
<td>3</td>
<td>3</td>
<td>2.47</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>2.25</td>
<td>2.37</td>
<td>3.14</td>
<td>3.95</td>
<td>4</td>
<td>3.75</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>2.75</td>
<td>3.74</td>
<td>4.23</td>
<td>4.78</td>
<td>5</td>
<td>4.55</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5-5: Number of accepted requests for combinations of slack time and on-demand request rate for a service area width of 500m (0.5 km) for each route segment, simulation results

<table>
<thead>
<tr>
<th>Demand Rate</th>
<th>Slack Time (min)</th>
<th>Value of S*</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>At S*</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>2.5</td>
<td>1.37</td>
<td>1.62</td>
<td>1.77</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>3.5</td>
<td>1.64</td>
<td>2.09</td>
<td>2.33</td>
<td>2.54</td>
<td>2.91</td>
<td>3</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>4.5</td>
<td>1.92</td>
<td>2.24</td>
<td>2.67</td>
<td>3.95</td>
<td>3.45</td>
<td>3.81</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>5.5</td>
<td>2.33</td>
<td>2.77</td>
<td>3.16</td>
<td>3.56</td>
<td>4.22</td>
<td>4.8</td>
<td>4.96</td>
<td></td>
</tr>
</tbody>
</table>
5.4 SENSITIVITY ANALYSIS

The sensitivity analysis is performed for the same hypothetical route (see Figure 5-3) used in the previous section with the same assumptions. In addition, the following two additional assumptions are made:

- The on-demand request rates tested are different from the previous section. The rates tested here are 10, 15, and 20 passengers per route length per one bus run (or 1, 1.5 and 2 requests per route segment respectively); and
- The fixed-stop spacing is tested for two cases: a constant spacing of 1 km and a constant spacing of 2 km.

The computational performance of the algorithm was very encouraging for all cases. The running time of the model takes less than 3 seconds in the worst case scenario for one schedule to be completed. This could be a very important factor in real time applications, where computational performance is a deciding factor. All runs were performed on an Intel Centrino Duo, 1.73 GHz with RAM of 1024.

The scheduling results obtained by the scheduling system for some case scenarios are summarized in Table 5-6 (for stop spacing of 1 Km) and 5-5 (for stop spacing of 2000m) in terms of the percentage of accepted on-demand requests. The scheduling algorithm guarantees that all vehicles will be at the fixed stops at the published departure times at the respective stops. In general, it can be observed that the scheduling algorithm performs extremely well in terms of the number of on-demand requests that can be scheduled during the operation period. It should be noted that the low percentages of accepted requests in some cases are not related to the performance of the scheduling algorithm, but instead to the amount of slack time allocated for serving the on-demand requests, as will be discussed later. The efficiency of the algorithm could be seen clearly in the smaller service areas of 250m and 500m since there is enough slack time to use for serving the demand-responsive requests. As it can be seen, in almost all cases, the percentage of accepted requests is above 90%, which is a very good result. The other 10% of unscheduled requests could be attributed to the variation in demand during the day. Regardless of that, the algorithm still produces very encouraging results as it allows for scheduling a high percentage of the demand-responsive requests.
Table 5-6: Number of feasible deviations for 1 Km fixed-stop spacing (8-hour service duration)

<table>
<thead>
<tr>
<th>On-Demand Request Rate</th>
<th>Service Area (m)</th>
<th>Slack Time</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>2 Minutes</td>
<td>3 Minutes</td>
<td>6 Minutes</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>% Accepted Requests</td>
<td>% Accepted Requests</td>
<td>% Accepted Requests</td>
<td>% Accepted Requests</td>
</tr>
<tr>
<td>10 Req/run</td>
<td>250</td>
<td>74.30</td>
<td>92.88</td>
<td>74.70</td>
<td>93.38</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>48.20</td>
<td>60.25</td>
<td>74.00</td>
<td>92.50</td>
</tr>
<tr>
<td></td>
<td>750</td>
<td>32.60</td>
<td>40.75</td>
<td>50.85</td>
<td>63.56</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>24.80</td>
<td>31.00</td>
<td>36.85</td>
<td>46.06</td>
</tr>
<tr>
<td>15 Req/run</td>
<td>250</td>
<td>110.10</td>
<td>91.75</td>
<td>112.70</td>
<td>93.92</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>76.60</td>
<td>63.83</td>
<td>107.90</td>
<td>89.92</td>
</tr>
<tr>
<td></td>
<td>750</td>
<td>47.80</td>
<td>39.83</td>
<td>73.30</td>
<td>61.08</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>37.70</td>
<td>31.42</td>
<td>55.70</td>
<td>46.42</td>
</tr>
<tr>
<td>20 Req/run</td>
<td>250</td>
<td>143.20</td>
<td>90.67</td>
<td>148.80</td>
<td>93.78</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>95.50</td>
<td>64.17</td>
<td>139.50</td>
<td>88.61</td>
</tr>
<tr>
<td></td>
<td>750</td>
<td>66.60</td>
<td>48.11</td>
<td>97.20</td>
<td>65.11</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>48.10</td>
<td>37.83</td>
<td>71.90</td>
<td>51.06</td>
</tr>
</tbody>
</table>
Table 5-7: Number of feasible deviations for 2 Km fixed-stop spacing (8-hour service duration)

<table>
<thead>
<tr>
<th>On-Demand Request Rate</th>
<th>Service Area (m)</th>
<th>Slack Time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>2 Minutes</td>
</tr>
<tr>
<td></td>
<td></td>
<td># Accepted Requests</td>
</tr>
<tr>
<td>10 Req/run</td>
<td>250</td>
<td>74.30</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>68.60</td>
</tr>
<tr>
<td></td>
<td>750</td>
<td>46.30</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>36.90</td>
</tr>
<tr>
<td>15 Req/run</td>
<td>250</td>
<td>111.60</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>99.90</td>
</tr>
<tr>
<td></td>
<td>750</td>
<td>69.40</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>52.70</td>
</tr>
<tr>
<td>20 Req/run</td>
<td>250</td>
<td>147.50</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>132.10</td>
</tr>
<tr>
<td></td>
<td>750</td>
<td>90.10</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>68.10</td>
</tr>
</tbody>
</table>

5.4.1 Effect of Design Parameters on the Number of Feasible Deviations

The objective of this section is to analyze the impacts of the different parameter values on the percentage of on-demand requests that are accommodated by the Flex-Route service. The factors included in this discussion are: service area width, slack time and stop spacing.

5.4.1.1 Effect of Service Area Width on Feasible Deviations

This section examines the possible effect of service area width on the percentage of feasible deviations given a specific rate of on-demand requests while fixing all other factors. The service area width ranges from 250m to 2000 m. Figures 5-4 and 5-5 show the experimental results for this part of the analysis for different slack time values and
different demand rates, while fixing the fixed stop spacing at 1000m. The figures are drawn for 10 and 15 requests/run demand rates respectively. The effect of demand rate will be discussed later in this section. The figure clearly shows that as the width of service area increases, the percentage of feasible deviations decreases in a systematic way. For example, Figure 5-4 shows that for a slack time of 3 minutes, the percentage of accepted requests decreases dramatically from 93% for a service area width of 250m, to 22% for a service area width of 2000m. The same pattern is clear for the other values of slack time. This is explained by the fact that when the demand spreads out on a wider area (for the same slack time), fewer trips will be answered since the amount of slack time allocated to serve these trips is fixed regardless of the width of service area.

5.4.1.2 Effect of Slack Time on Feasible Deviations

Figures 5-4 and 5-5 show another important result. For the same service area width, increasing the slack time will increase the percentage of feasible deviations for the same level of demand. This result can be seen for any width of service area as shown in the figures. However, the wider the service area, the more this pattern is apparent. This is because regardless of the amount of slack time allocated to small service areas, the vehicle can accommodate a specific number of requests since most the requests can be reached within the given slack time, even if it is low (i.e. 2 and 3 min). So increasing the slack time will not result in more answered requests, and it will only result in more idle time at the fixed stops. For example, for a service area width of 250m in Figure 5-4, the percentage of accepted requests are 92%, 93%, and 94% for slack times of 2, 3 and 6 minutes. It should be noted that the percentage of accepted requests reaches 100% in some simulation runs, but this do not show in the results reported here because these results are the average results of multiple simulation runs not a single run.

For the wider service areas, increasing the slack time will increase the possibility for the vehicle to reach trips that can not be reached if the slack time was lower. For example, in Figure 5-4, for service area of 750m, the percentages of answered trips are 41%, 64% and 92% for slack times of 2, 3 and 6min, respectively.

These results show that slack time should be carefully allocated depending on the width of the service area. Increasing the slack time will not necessarily increase the
number of answered requests. As the results show, slack time is related to the service area width, and they should be integrated in a proper way.
Figure 5-4: Effect of slack time and service area width on the percentage of accepted on-demand requests for a demand rate of 10 requests /run.
Figure 5-5: Effect of slack time and service area width on the percentage of accepted on-demand requests for a demand rate of 15 requests /run.
5.4.1.3 Effect of On-Demand Request Rate on Feasible Deviations

Figures 5-6 and 5-7 show the relationship between the on-demand request rate and percentage of accepted requests. The figures show that the percentage of accepted requests remains approximately the same for demand rates of 10 and 15 requests per hour. However, the number of answered requests obviously increases with the higher demand rate. For example, as shown in Figure 5-6, for a 250m service area, the percentage of accepted requests is 93% for both demand rates; however, 93% of 10 requests/run demand rate results in 75 accepted requests over 8 hours, while 93% of 15 requests/run demand rate results in 112 accepted requests. The constant percentage of answered requests could be explained by the fact that the lower request demand rate (i.e. 10 requests per hour) was not enough to consume all the slack time allocated for the on-demand requests, and that there was enough slack time to cover more requests. The same can be said about this pattern for the demand rate of 20 requests/run, where the percentage of answered requests remains approximately similar to that of the other demand rates at the low service area widths. However, the percentage of accommodated requests becomes higher than those of the 10 and 15 requests/run demand rates for wider service area widths. This is likely due to the fact that for higher demand rates and wider service areas, the number of requested trips that could be reached given the allocated slack time becomes higher (more trips could be reached within the specified slack time), and so the percentage of accepted requests becomes higher.

These results could be very instrumental in deciding how much slack time to allocate to a given route based on the expected on-demand request rate as discussed earlier in this chapter. It is important to allocate enough slack time for requests that might be requested at the last moment, or requests in real time. Providing enough slack time will allow for more requests to be answered and thus more satisfaction to the customers. On the other hand, providing excessive slack time with very low demand could result in dissatisfaction and discomfort for fixed stop passengers as the vehicle will arrive earlier at the stop, but it has to stay at the stop until its departure time. So it is a trade-off between the two groups of customers, and a careful study should be made to determine the expected demand rate.
Figure 5-6: Effect of on-demand request rate on the percentage of accepted requests for a slack time of 3 minutes
Figure 5-7: Effect of on-demand request rate on the percentage of accepted requests for a slack time of 6 minutes
5.4.1.4 **Effect of Fixed-Stop Spacing on Feasible Deviations**

Figure 5-8 shows the effect of fixed-stop spacing on the percentage of accepted on-demand requests. The figure is plotted for a slack time of 6 minutes. The figure shows that there is no apparent effect of fixed-stop spacing on the amount of accepted requests. However, an inherent side effect should be noted, that could be very important in scheduling Flex-Route transit. The 6-minute slack time used in all cases could be related to the direct running time between the fixed stops. For example, the 6-minute slack time in the case of 1000-m spacing is twice the direct running time between the fixed-stops (i.e. slack time = 150% direct running time), while for the 2000-m and 3000-m spacing, the values are 100% and 67% respectively. So it is very important to notice this result since it plays an important part when it comes to fixed-stop customer convenience. This is because less slack time allocated with respect to direct running time will be more convenient for fixed-stop customers. However, on the other hand, this means that increasing slack time for the cases of higher stop spacing (2000 and 3000m) could result in more on-demand requests to be accepted. Therefore, it is a trade-off between the two groups, which highly depends on the amount of demand by both groups of customers.
5.4.2 Dynamic Requests Effect and Late Arrival

The previous section analyzed the sensitivity of the design parameters and their effect on the number of accepted requests in static settings. In other words, all the requests are known in advance and no dynamic aspect is included in the analysis. In this section, we analyze the effect of the presence of real-time requests on the number of accepted requests, and how that might improve the performance of Flex-Route service.

The analysis in this section is based on a number of on-demand requests distributed uniformly along the route. These requests are divided into two types: static requests with a rate of 20 requests per route length per one bus run, while the dynamic request rate is set at 5 requests per route length per one bus run. However, every simulation run has its own uniformly random requests that could be located anywhere along the route. The number of customers at each fixed stop is assumed to be 3 to limit the analysis. This assumption is just to study the effect of unused slack time on fixed-stop customers.
The setting of our main case scenario is as follows: $L=10\text{km}$, $W = 500\text{m}$, static demand $= 20\text{ requests/run}$, dynamic demand $= 5\text{ requests/run}$, headway $= 60\text{ min}$, and fixed-stops spacing $= 1\text{ Km}$). One of the most important decisions in Flex-Route design is the amount of slack time allocated to the route in general and to the individual route segments separately. The service provider should have an idea about the number of total expected on-demand requests (static and dynamic) and their location along the route to be able to make a decision regarding the length of the total slack time and where to allocate it. However, spatial and temporal variations of these requests could occur, but the slack time amount will not change from day-to-day. A slack time of $30\text{min/route}$ (3 minutes per route segment) was considered in this case.

The results obtained for the main case scenario are shown in Table 5-8, including some performance measures used to check the validity of the assigned slack time and the effectiveness of the scheduling system. The results show that the system was able to schedule an average of 17.2 static requests (86%) and 2.3 dynamic requests (46%) in this scenario. These results are very encouraging considering the spatial variation of the demand. These results mean that the presence of dynamic requests allowed the Flex-Route service to schedule an average 2.3 more requests per bus run. This will result in an improvement of the service as more requests are accepted with the same slack time. This increase could also be attributed to the fact that the presence of dynamic requests add to the total on-demand request rate, and thus increasing the possibility of accepting more requests. The amount of unused slack time for the whole route is $8.83\text{ min}$ representing $29.4\%$ of the slack time, which is a fairly high percentage. The effect of this on fixed-stop customers is an average of 26.5 passenger-minutes lost due to the unused slack time.

This main case scenario provides an insight of the validity of the $30\text{min}$ ($3\text{min/stop}$) assumption and the ability of the scheduling system to schedule requests given the hard constraint that the vehicle must be at the fixed stop on time. That led to the second and third case scenarios, which assumed that the vehicle can reach the fixed-stop later than its assigned departure time if that means the system will be able to schedule more requests. The results for the second and third case scenarios are shown in Table 5-8. The only difference from the first case is that in the second case, the vehicle is allowed to be at the fixed stop after its published departure time up to 1 min, while in the third case
the vehicle is allowed to arrive at the fixed stop any time after its published departure
time up to 3min. This is the case for every fixed stop except the final stop, which is
assumed to be a major transfer point that the vehicle must be there on time.

Table 5-8: Results obtained for cases 1 to 3 (spacing =1 km).

<table>
<thead>
<tr>
<th></th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Static Requests</td>
<td>20 req/run</td>
<td>20 req/run</td>
<td>20 req/run</td>
</tr>
<tr>
<td>Slack Time (per stop)</td>
<td>3min/stop</td>
<td>3min/stop</td>
<td>3min/stop</td>
</tr>
<tr>
<td>Fixed-Stop Spacing (m)</td>
<td>1000</td>
<td>1000</td>
<td>1000</td>
</tr>
<tr>
<td>Headway (min)</td>
<td>60</td>
<td>60</td>
<td>60</td>
</tr>
<tr>
<td>Fixed Stop Arrival Relaxed?</td>
<td>No</td>
<td>Yes (up to 1 min)</td>
<td>Yes (up to 3min)</td>
</tr>
<tr>
<td>Cycle Time (min)</td>
<td>120min</td>
<td>120min</td>
<td>120min</td>
</tr>
<tr>
<td>Accepted Requests</td>
<td>17.2</td>
<td>18.3</td>
<td>19.7</td>
</tr>
<tr>
<td>% Static Requests Made</td>
<td>86%</td>
<td>91.50%</td>
<td>98.50%</td>
</tr>
<tr>
<td>Unperformed Requests</td>
<td>2.8</td>
<td>1.7</td>
<td>0.3</td>
</tr>
<tr>
<td>Total Unused Slack Time (min)</td>
<td>8.826</td>
<td>7.52</td>
<td>6.7</td>
</tr>
<tr>
<td>Total Passenger-min Lost (Pass-min)</td>
<td>26.478</td>
<td>22.57</td>
<td>20.1</td>
</tr>
<tr>
<td>Total late Arrival Time (min)</td>
<td>0</td>
<td>1.4</td>
<td>6.08</td>
</tr>
<tr>
<td>Maximum Late Arrival Time (min)</td>
<td>0</td>
<td>0.98</td>
<td>2.06</td>
</tr>
<tr>
<td>Average Travel Time (min)</td>
<td>30.11</td>
<td>30.04</td>
<td>29.72</td>
</tr>
<tr>
<td>Distance Traveled (km)</td>
<td>17058</td>
<td>17492</td>
<td>17768</td>
</tr>
</tbody>
</table>

**After Dynamic Requests**

<table>
<thead>
<tr>
<th></th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accepted Dynamic Requests</td>
<td>2.3</td>
<td>2.3</td>
<td>4.2</td>
</tr>
<tr>
<td>Unperformed Dynamic Requests</td>
<td>2.7</td>
<td>2.7</td>
<td>0.8</td>
</tr>
<tr>
<td>Total Unused Slack Time (min)</td>
<td>8.43</td>
<td>7.35</td>
<td>5.69</td>
</tr>
<tr>
<td>Total Passenger-min Lost (Pass-min)</td>
<td>25.29</td>
<td>22.05</td>
<td>17.06</td>
</tr>
<tr>
<td>Total Late Arrival Time (min)</td>
<td>0</td>
<td>1.43</td>
<td>6.168</td>
</tr>
<tr>
<td>Maximum Late Arrival Time (min)</td>
<td>0</td>
<td>0.98</td>
<td>2.06</td>
</tr>
<tr>
<td>Average Travel Time (min)</td>
<td>30.43</td>
<td>29.57</td>
<td>29.64</td>
</tr>
<tr>
<td>Distance Traveled (km)</td>
<td>17190</td>
<td>17550</td>
<td>18104</td>
</tr>
</tbody>
</table>
The performance of these 2 cases is noticeably better as can be seen in Table 5-8. For case 2 (up to 1min), the relaxation of the arrival time at the fixed stops resulted in accepting 18.3 static requests and 2.3 dynamic requests, while decreasing the amount of unused slack time (7.52min), and at the same time arriving late at the fixed stops with a total of 1.4 min and a maximum arrival of 0.98 min. However, for the third case (up to 3min), the system was able to schedule 19.7 static requests and 4.2 dynamic requests, which means almost all the requests were answered in static setting and more than 80% of the dynamic requests. This case also resulted in an unused slack time of 6.7 min (22% of the assigned slack time), but also resulted in a total of extra 6.08 min of late arrival at the fixed stop with a maximum of 2.04min.

These scenarios suggests that relaxing the constraint of arrival time at the fixed stops could be very useful in scheduling more requests especially in dynamic settings, where an extra arrival time of less than a minute or two at the fixed stop could result in accepting more requests. One advantage of the proposed scheduling system is that it is very easy to relax any constraint or impose new constrains in the Constraint Programming environment.

To further test the effect of the assigned slack time, relaxation of fixed-stop arrival time, and the ability of the scheduling system to deal with real time requests, we used the same setting for cases 1-3 but with different slack time. The total slack time assigned was 20 minutes (2 minutes per route segment). Table 5-9 shows the results for these cases. One important thing to notice is that the cycle time of the route is now (50 * 2 =100 minutes), which results in a 20 minute decrease in cycle time for the transit vehicle. In all the cases, the number of scheduled requests is lower than cases 1-3. This is expected because of the lower slack time (20 minutes compared to 30 minutes). However, the advantage of relaxing the fixed-stop arrival time by accepting more requests and reducing unused slack time is more apparent. In cases 5 and 6, the number of accepted static requests increases from 11.1 in case 4 to 14.2 and 18.3 in cases 5 and 6 respectively, while the amount of unused slack time dropped from 9.52 minutes in case 4 to 4.45 minutes and 1.65 minutes in cases 5 and 6 respectively. The only disadvantage is that the amount of late arrival at the fixed-stops increases in cases 5 and 6. In case 6, the total amount of late arrival times at the fixed stops is 10.44 minutes with a maximum of
2.49 minutes at one stop. Although this amount could be considered very large, it is important to consider that in the case of a major transfer point at the end of the route which most customers are destined to (like a regional train service with a long headway), and in the presence of real-time information at the fixed stops, the main purpose of the customers is to reach the final stop on time, which is guaranteed in all cases. Also, reducing the assigned slack time has resulted in a lower average travel time for all passengers. In cases 4-6, the average travel time is around 25 minutes, while in cases 1-3, the average travel time is around 30 minutes.

As can be concluded from comparing cases 1-3 with cases 4-6, the amount of assigned slack time effect the cycle time of vehicles, the number of accepted static and dynamic requests, the amount of unused slack time, the effect of lost passenger minutes due to unused slack time, the amount of late arrival time at fixed stops in case of constraint relaxation, and the average travel time of all passengers.
Table 5-9: Results obtained for cases 4 to 6 (spacing =1 km)

<table>
<thead>
<tr>
<th></th>
<th>Case 4</th>
<th>Case 5</th>
<th>Case 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Static Requests</td>
<td>20 req/h</td>
<td>20 req/h</td>
<td>20 req/h</td>
</tr>
<tr>
<td>Slack Time (per stop)</td>
<td>2min/stop</td>
<td>2min/stop</td>
<td>2min/stop</td>
</tr>
<tr>
<td>Fixed-Stop Spacing (m)</td>
<td>1000</td>
<td>1000</td>
<td>1000</td>
</tr>
<tr>
<td>Headway (min)</td>
<td>60</td>
<td>60</td>
<td>60</td>
</tr>
<tr>
<td>Fixed Stop Arrival Relaxed?</td>
<td>No</td>
<td>Yes (up to 1 min)</td>
<td>Yes (up to 3min)</td>
</tr>
<tr>
<td>Cycle Time (min)</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Accepted Requests</td>
<td>11.1</td>
<td>14.2</td>
<td>18.3</td>
</tr>
<tr>
<td>% Static Requests Made</td>
<td>55.50%</td>
<td>71%</td>
<td>91.50%</td>
</tr>
<tr>
<td>Unperformed Requests</td>
<td>8.9</td>
<td>5.8</td>
<td>1.7</td>
</tr>
<tr>
<td>Total Unused Slack Time (min)</td>
<td>9.52</td>
<td>4.45</td>
<td>1.65</td>
</tr>
<tr>
<td>Total Passenger-min Lost (Pass-min)</td>
<td>28.57</td>
<td>13.36</td>
<td>4.94</td>
</tr>
<tr>
<td>Total late Arrival Time (min)</td>
<td>0</td>
<td>2.24</td>
<td>10.44</td>
</tr>
<tr>
<td>Maximum Late Arrival Time (min)</td>
<td>0</td>
<td>0.86</td>
<td>2.49</td>
</tr>
<tr>
<td>Average Travel Time (min)</td>
<td>25.31</td>
<td>27.37</td>
<td>25.5</td>
</tr>
<tr>
<td>Distance Traveled (km)</td>
<td>13492</td>
<td>15182</td>
<td>16118</td>
</tr>
</tbody>
</table>

After Dynamic Requests

<table>
<thead>
<tr>
<th></th>
<th>Case 4</th>
<th>Case 5</th>
<th>Case 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accepted Dynamic Requests</td>
<td>1.6</td>
<td>2.2</td>
<td>2.6</td>
</tr>
<tr>
<td>Unperformed Dynamic Requests</td>
<td>3.4</td>
<td>2.8</td>
<td>2.4</td>
</tr>
<tr>
<td>Total Unused Slack Time (min)</td>
<td>9.52</td>
<td>4.45</td>
<td>0.53</td>
</tr>
<tr>
<td>Total Passenger-min Lost (Pass-min)</td>
<td>28.57</td>
<td>13.36</td>
<td>1.59</td>
</tr>
<tr>
<td>Total Late Arrival Time (min)</td>
<td>0</td>
<td>2.24</td>
<td>14.26</td>
</tr>
<tr>
<td>Maximum Late Arrival Time (min)</td>
<td>0</td>
<td>0.86</td>
<td>3.49</td>
</tr>
<tr>
<td>Average Travel Time (min)</td>
<td>25.1</td>
<td>27.37</td>
<td>25.56</td>
</tr>
<tr>
<td>Distance Traveled (km)</td>
<td>13492</td>
<td>15182</td>
<td>16490</td>
</tr>
</tbody>
</table>
5.4.2.1 Effects of Fixed-Stop Spacing on Dynamic Requests Acceptance

In order to study the effect of fixed-stop spacing on the number of accepted requests, both static and dynamic, we used the same setting in cases 1-3 except that the fixed-stop spacing is now 2 km instead of 1 km, and as such each new route segment has a slack time of 6 min. The results are shown in Table 5-10 for cases 7-9. The results show that the number of accepted requests in case 7 has increased to a level where almost all the static requests (18.9 out of 20) and dynamic requests (3.8 out of 5) are accepted. This is done without the need to relax the arrival time constraint at the fixed stops. However, the unused slack time is still almost the same as in case 1. When relaxing the arrival time at the fixed stops as shown in cases 8 and 9, the number of accepted static requests is not apparent as with the dynamic requests. Comparing cases 2 and 3 with cases 8 and 9, the major difference is that the number of accepted dynamic requests is much higher in cases 8 and 9 (4.2 and 4.9 in cases 8 and 9 compared to 2.3 in cases 2 and 3). However, this of course came at the expense of removing 5 fixed stops. These results suggest that if the number of expected dynamic requests is very high, it will be better to have less fixed stops. This could be explained by the fact that having less fixed stops in real time will help the vehicle accepting more dynamic requests as it has less fixed stops constraints to comply with, and therefore more time to accept nearby requests that otherwise would have been rejected if the number of fixed stops was higher.

In order to further test the effect of fixed-stops' spacing, we used the same settings in cases 7-9 but changed the slack time from 30 minutes to 15 minutes for the whole route, which means 3 minute slack time for each route segment instead of 6 minutes. The results for these cases (10-12) are shown in Table 5-11. The results show that the number of accepted requests, both static and dynamic, drops dramatically since the amount of available slack time is lower. However, the cycle time for a two-way trip is now 90 minutes instead of 120 minutes. This could be crucial if the supply of transit vehicles is scarce. Also, this setting reduces both the unused slack time and the average travel time for all passengers.
Table 5-10: Results obtained for cases 7 to 9 (spacing = 2 km).

<table>
<thead>
<tr>
<th></th>
<th>Case 7</th>
<th>Case 8</th>
<th>Case 9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Static Requests</td>
<td>20 req/h</td>
<td>20 req/h</td>
<td>20 req/h</td>
</tr>
<tr>
<td>Slack Time (per stop)</td>
<td>6min/stop</td>
<td>6min/stop</td>
<td>6min/stop</td>
</tr>
<tr>
<td>Fixed-Stop Spacing (m)</td>
<td>2000</td>
<td>2000</td>
<td>2000</td>
</tr>
<tr>
<td>Headway (min)</td>
<td>60</td>
<td>60</td>
<td>60</td>
</tr>
<tr>
<td>Fixed Stop Arrival Relaxed?</td>
<td>No</td>
<td>Yes (up to 1 min)</td>
<td>Yes (up to 3 min)</td>
</tr>
<tr>
<td>Cycle Time (min)</td>
<td>120</td>
<td>120</td>
<td>120</td>
</tr>
<tr>
<td>Accepted Requests</td>
<td>18.9</td>
<td>19.3</td>
<td>19.9</td>
</tr>
<tr>
<td>% Static Requests Made</td>
<td>94.5%</td>
<td>96.5%</td>
<td>99.5%</td>
</tr>
<tr>
<td>Unperformed Requests</td>
<td>1.1</td>
<td>0.7</td>
<td>0.1</td>
</tr>
<tr>
<td>Total Unused Slack Time (min)</td>
<td>9.82</td>
<td>9.82</td>
<td>8.06</td>
</tr>
<tr>
<td>Total Passenger-min Lost (Pass-min)</td>
<td>29.45</td>
<td>29.46</td>
<td>24.17</td>
</tr>
<tr>
<td>Total late Arrival Time (min)</td>
<td>0</td>
<td>0.76</td>
<td>1.18</td>
</tr>
<tr>
<td>Maximum Late Arrival Time (min)</td>
<td>0</td>
<td>0.45</td>
<td>1.18</td>
</tr>
<tr>
<td>Average Travel Time (min)</td>
<td>30.64</td>
<td>30.04</td>
<td>29.5</td>
</tr>
<tr>
<td>Distance Traveled (km)</td>
<td>16728</td>
<td>16728</td>
<td>17314</td>
</tr>
</tbody>
</table>

After Dynamic Requests

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Accepted Dynamic Requests</td>
<td>3.8</td>
<td>4.2</td>
<td>4.9</td>
</tr>
<tr>
<td>Unperformed Dynamic Requests</td>
<td>1.2</td>
<td>0.8</td>
<td>0.1</td>
</tr>
<tr>
<td>Total Unused Slack Time (min)</td>
<td>9.37</td>
<td>9.37</td>
<td>5.76</td>
</tr>
<tr>
<td>Total Passenger-min Lost (Pass-min)</td>
<td>25.29</td>
<td>25.29</td>
<td>17.28</td>
</tr>
<tr>
<td>Total Late Arrival Time (min)</td>
<td>0</td>
<td>1.03</td>
<td>1.62</td>
</tr>
<tr>
<td>Maximum Late Arrival Time (min)</td>
<td>0</td>
<td>0.53</td>
<td>1.18</td>
</tr>
<tr>
<td>Average Travel Time (min)</td>
<td>30.21</td>
<td>29.58</td>
<td>29.45</td>
</tr>
<tr>
<td>Distance Traveled (km)</td>
<td>16876</td>
<td>16876</td>
<td>18080</td>
</tr>
</tbody>
</table>
Table 5-11: Results obtained for cases 10 to 12 (spacing = 2 km).

<table>
<thead>
<tr>
<th></th>
<th>Case 10</th>
<th>Case 11</th>
<th>Case 12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Static Requests</td>
<td>20 req/h</td>
<td>20 req/h</td>
<td>20 req/h</td>
</tr>
<tr>
<td>Slack Time (per stop)</td>
<td>3min/stop</td>
<td>3min/stop</td>
<td>3min/stop</td>
</tr>
<tr>
<td>Fixed-Stop Spacing (m)</td>
<td>2000</td>
<td>2000</td>
<td>2000</td>
</tr>
<tr>
<td>Headway (min)</td>
<td>60</td>
<td>60</td>
<td>60</td>
</tr>
<tr>
<td>Fixed Stop Arrival Relaxed?</td>
<td>No</td>
<td>Yes (up to 1 min)</td>
<td>Yes (up to 3 min)</td>
</tr>
<tr>
<td>Cycle Time (min)</td>
<td>90</td>
<td>90</td>
<td>90</td>
</tr>
<tr>
<td>Accepted Requests</td>
<td>13.5</td>
<td>14.4</td>
<td>14.8</td>
</tr>
<tr>
<td>% Static Requests Made</td>
<td>67.5%</td>
<td>72%</td>
<td>74%</td>
</tr>
<tr>
<td>Unperformed Requests</td>
<td>6.5</td>
<td>5.6</td>
<td>5.2</td>
</tr>
<tr>
<td>Total Unused Slack Time (min)</td>
<td>4.04</td>
<td>2.184</td>
<td>0.25</td>
</tr>
<tr>
<td>Total Passenger-min Lost (Pass-min)</td>
<td>12.11</td>
<td>6.55</td>
<td>0.75</td>
</tr>
<tr>
<td>Total late Arrival Time (min)</td>
<td>0</td>
<td>0.312</td>
<td>5.334</td>
</tr>
<tr>
<td>Maximum Late Arrival Time (min)</td>
<td>0</td>
<td>0.312</td>
<td>2.83</td>
</tr>
<tr>
<td>Average Travel Time (min)</td>
<td>21.62</td>
<td>23.2</td>
<td>23</td>
</tr>
<tr>
<td>Distance Traveled (km)</td>
<td>13654</td>
<td>14272</td>
<td>14916</td>
</tr>
</tbody>
</table>

**After Dynamic Requests**

<table>
<thead>
<tr>
<th></th>
<th>Case 10</th>
<th>Case 11</th>
<th>Case 12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Performed Dynamic Requests</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Unperformed Dynamic Requests</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Total Unused Slack Time (min)</td>
<td>2.61</td>
<td>1.78</td>
<td>0.02</td>
</tr>
<tr>
<td>Total Passenger-min Lost (Pass-min)</td>
<td>7.83</td>
<td>5.33</td>
<td>0.06</td>
</tr>
<tr>
<td>Total Late Arrival Time (min)</td>
<td>0</td>
<td>0.31</td>
<td>6.12</td>
</tr>
<tr>
<td>Maximum Late Arrival Time (min)</td>
<td>0</td>
<td>0.31</td>
<td>2.83</td>
</tr>
<tr>
<td>Average Travel Time (min)</td>
<td>22.31</td>
<td>22.84</td>
<td>23.9</td>
</tr>
<tr>
<td>Distance Traveled (km)</td>
<td>14130</td>
<td>14408</td>
<td>14994</td>
</tr>
</tbody>
</table>
5.5 CONCLUSIONS

The results of the sensitivity analysis performed in this chapter support the results provided by the analytical model developed in Chapter three. For example, the results show that increasing the slack time would increase the number of accepted requests but will result in longer travel times and additional unused slack time. The results also show that increasing the fixed-stop spacing will result in increasing the number of accepted requests since the vehicle will have more time to navigate through the service area to pick up more customers as it is not constrained by the fixed-stops constraints. This increase in stop spacing would be an option in case the demand at a specific fixed-stop is very low that this stop could be removed.

The results also show that the effect of relaxing the arrival time of the vehicle at the fixed stops has a significant effect on the number of accepted on-demand requests and on the overall level of service. Allowing late arrival at the fixed stops would result in lower cycle time, less slack time required, less unused slack time, less passenger-minutes lost due to early arrival at the fixed-stops, and lower average travel time. However, this significant effect can lead to late arrival of the vehicle at some fixed stops. This late arrival could be constrained in the model to any amount of time. It should be noted that in the case where the route leads to a major transfer point (as in the case of this ongoing research), late arrival at the intermediate fixed stops, where connection protection is not required, would not constitute a major problem since the main purpose of most passengers is to reach this transfer point on time. Also, the presence of real-time information systems at the fixed-stops will help alleviate this problem since customers will be able to know the expected arrival time of the bus at all times.

Therefore using an appropriate slack time is essential in having an acceptable level of service for all customers. It is concluded that relaxing the fixed-stop constraints will allow the service provider to assign less slack time to the service, and hence less operating cost, while at the same time maintaining an acceptable level of service for both fixed-route and demand-responsive customers.
6 CASE STUDY - OAKVILLE TRANSIT

6.1 CHAPTER OVERVIEW

This chapter documents an attempt to examine the applicability, feasibility and performance of the Flex-Route analytical model developed in Chapter 3 as well as the ability and performance of the scheduling system developed in Chapter 4 to handle real-world applications. The model is applied to a real-world context to evaluate the possibility of replacing a few fixed-route transit routes in the suburbs of the Greater Toronto Area with Flex-Route service. The results of this application demonstrate the validity of both the proposed scheduling and analytical models. Section 6.2 gives a background on the application context of the model. Section 6.3 provides some background on GO Transit commuter rail service. It discusses the potential of Flex-Route transit service to produce better ridership volumes than fixed-route transit and to be integrated with GO Transit in a manner that could help alleviate some of its problems. Section 6.4 introduces some of the assumptions and features specific to the case study. Section 6.5 presents the results of the experimental study that illustrate the applicability of the service and the sensitivity of the design parameters to the input parameters. Following that, section 6.6 analyzes the cost inflicted by the Flex-Route service on the transit service provider as well as the fixed-route customers. Finally, section 6.7 summarizes the results and conclusions of this case study.

6.2 INTRODUCTION AND BACKGROUND

As discussed throughout this thesis, Flex-Route transit service has the potential to meet the challenges faced by suburban transit providers in a more efficient manner than fixed-route transit. By integrating the regularity of traditional fixed-route transit service and the flexibility of demand-responsive service (DRT), Flex-Route transit service can be a vital transit option for medium-to-low density suburban areas where the demand for general public transit is low to be efficiently serviced by conventional fixed-route transit, and relatively high and expensive to be served by DRT. As mentioned earlier in the thesis, Flex-Route transit has been used effectively by a few transit agencies in rural and small urban areas in the United States (see Rosenbloom 1996 and Koffman 2004).
To illustrate the feasibility of Flex-Route transit service in suburban areas, the proposed Flex-Route service design process discussed in Chapter 3 is applied to a real-world case scenario, while the scheduling of the service is performed using the scheduling system developed in Chapter 4. The suburban area chosen for this case study is the City of Oakville, located in the western part of the Greater Toronto Area (GTA), Canada. In the GTA, persistent urban sprawl over the past few decades has led to the present population distribution pattern of more people living in the low-density spread-out suburban areas around the City of Toronto than inside the city itself.

In the City of Oakville, Oakville Transit is the public transportation provider since 1972. Oakville Transit offers a conventional fixed-route bus service as well as door-to-door paratransit service, called care-A-van, for the disabled and elderly. Oakville Transit operates several bus routes that connect to the regional commuter rail network (GO Transit), which operates a comprehensive network of seven train lines and numerous bus routes linking towns and cities across southern Ontario’s Greater Toronto Area (GTA) and the adjacent City of Hamilton. Currently, the ridership volumes on many Oakville bus routes are very low even in the morning and evening peak periods due to the low density areas and the high auto ownership of most households. In Oakville, the percentage of people accessing GO Transit train stations by car surpasses, by a great margin, the percentage of those who use public transit to access the train stations. This trend has led to a serious problem facing GO Transit in that the auto demand at parking lots of GO train stations are beyond capacity. Thus, there is a mutual problem facing both Oakville Transit and GO Transit that might be solved by implementing Flex-Route transit service (www.oakvilletransit.com, 2008)

6.3 THE GO TRANSIT PARKING PROBLEM

The suburban population in the GTA relies heavily on GO Transit commuter rail for their daily work trips to the downtown centre of Toronto. However, a significant problem facing GO Transit presently is that almost all its parking lots have reached capacity. Passengers who use their cars to access GO stations have to be at the stations as early as possible in the morning to find a parking spot. Those who do not arrive sufficiently early every morning usually park their cars at illegal spaces inside the lot, or have to search for paid parking at other places. The other
option that those passengers have is using local transit to access the stations. However, local transit in most suburban areas has relatively low coverage so as to reach a majority of the population, given the low-density demand areas and the street networks of the suburbs that make walking to a transit stop rather burdensome, particularly in cold winter times.

Therefore, there is a great opportunity that by enhancing the performance of suburban transit and making it more attractive, some auto riders might shift to transit if a reliable and accessible transit system exists. This would not only enhance the performance of suburban transit and make it more attractive to passengers, but also alleviate some of the financial burden on GO Transit for expanding the capacity of its parking lots. As some estimates have suggested (Victoria Transport Institute, 2008), adding one parking space to a parking facility in a suburban area costs $1,818 to acquire the land, $3,000 in construction costs and $300 in operational and management costs (See Table 6-1). This excludes any indirect or environmental costs. Therefore, it costs about $755 annually to build one parking space for the entire life span of the parking space. It should be mentioned that these numbers are in 1999 dollars, so it is expected that the current costs are higher than those numbers. Thus, every car removed from any parking lot will save GO Transit $755 (1999$) every year for the entire life span of the parking space. Getting these passengers to use transit and abandon using their cars to access GO stations also has a direct impact on the environment, since emissions from cars are a major contributor to air pollution and climate change.

The remainder of this chapter explores the implementation of Flex-Route transit service in the City of Oakville. Three fixed-route bus lines that connect different areas of the city to GO Transit train stations will be investigated to determine the applicability and feasibility of Flex-Route service in suburban areas.
### Table 6-1: Typical parking facility financial costs


<table>
<thead>
<tr>
<th>Type of Facility</th>
<th>Land Costs</th>
<th>Land Costs</th>
<th>Construction Costs</th>
<th>O &amp; M Costs</th>
<th>Total Cost</th>
<th>Monthly Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Per Acre</td>
<td>Per Space</td>
<td>Per Space</td>
<td>Annual, Per Space</td>
<td></td>
<td>Per Space</td>
</tr>
<tr>
<td>Suburban, On-street</td>
<td>$200,000</td>
<td>$800</td>
<td>$3,000</td>
<td>$300</td>
<td>$659</td>
<td>$55</td>
</tr>
<tr>
<td>Suburban, Surface, Free Land</td>
<td>$0</td>
<td>$0</td>
<td>$3,000</td>
<td>$300</td>
<td>$583</td>
<td>$49</td>
</tr>
<tr>
<td>Suburban, Surface</td>
<td>$200,000</td>
<td>$1,818</td>
<td>$3,000</td>
<td>$300</td>
<td>$755</td>
<td>$63</td>
</tr>
<tr>
<td>Suburban, 2-Level Structure</td>
<td>$200,000</td>
<td>$909</td>
<td>$15,000</td>
<td>$300</td>
<td>$1,802</td>
<td>$150</td>
</tr>
<tr>
<td>Urban, On-Street</td>
<td>$1,000,000</td>
<td>$4,000</td>
<td>$5,000</td>
<td>$300</td>
<td>$1,150</td>
<td>$96</td>
</tr>
<tr>
<td>Urban, Surface</td>
<td>$1,000,000</td>
<td>$8,333</td>
<td>$5,000</td>
<td>$500</td>
<td>$1,759</td>
<td>$147</td>
</tr>
<tr>
<td>Urban, 3-Level Structure</td>
<td>$1,000,000</td>
<td>$2,778</td>
<td>$18,000</td>
<td>$500</td>
<td>$2,461</td>
<td>$205</td>
</tr>
<tr>
<td>Urban, Underground</td>
<td>$1,000,000</td>
<td>$0</td>
<td>$25,000</td>
<td>$500</td>
<td>$2,860</td>
<td>$238</td>
</tr>
<tr>
<td>CBC, On-Street</td>
<td>$5,000,000</td>
<td>$20,000</td>
<td>$5,000</td>
<td>$400</td>
<td>$2,760</td>
<td>$230</td>
</tr>
<tr>
<td>CBD, Surface</td>
<td>$5,000,000</td>
<td>$38,462</td>
<td>$5,000</td>
<td>$400</td>
<td>$4,502</td>
<td>$375</td>
</tr>
<tr>
<td>CBD, 4-Level Structure</td>
<td>$5,000,000</td>
<td>$9,615</td>
<td>$20,000</td>
<td>$500</td>
<td>$3,295</td>
<td>$275</td>
</tr>
</tbody>
</table>

#### 6.4 EXPERIMENTAL STUDY SETTINGS

The objective of this chapter is to investigate the feasibility and performance of Flex-Route service in the suburban areas of the Greater Toronto Area. In order to do that, three fixed-route transit lines, operated by Oakville Transit and connecting different areas in the City of Oakville to GO Transit train stations, have been selected as potential candidates for the implementation of Flex-Route service. The routes were chosen due to their low ridership numbers especially in the morning peak period and also because they serve low-density suburban areas. The routes chosen as case studies are routes 11, 21 and 25. The analysis examines the feasibility of operating the three routes in a Flex-Route service mode in the morning peak period (6 – 8:30 AM), when commuters make their morning trips to the GO Transit stations. The performance of these routes in their existing fixed-route service mode will be compared to their performance if they were to be replaced by Flex-Route service.
6.4.1 Existing Design of the Study’s Fixed Routes

Route 11 runs east-west through the City of Oakville and serves multiple areas along its route (see Figure 6-1). At the end of its run, the route connects to the Oakville GO station located in the downtown area of the City of Oakville. Routes 21 and 25 (Figures 6-2 and 6-3, respectively) on the other hand, serve two separate zones on the east side of the city, where both routes connect to Clarkson GO station located in the outskirts of the City of Mississauga and close to the eastern boundaries of the City of Oakville. Table 6-2 shows the number of parking spaces available in each station as of July 2008, as well as the number of passengers, from all regions, who access these stations using different modes, such as auto driver, auto passenger, and local transit among other types. Table 6-3 summarizes the design and ridership information of three routes. As shown in the table, the length of Route 11 (4975m) is almost half that of Routes 21 (9125m) and 25 (9705m), while at the same time, the route has more fixed stops (6) than Routes 21 (4) and 25 (4). Also, Route 11 has more frequent service in the morning peak period (7 runs) compared to that of Route 21 (5) and Route 25 (4). The transit demand data for all three routes were obtained from Oakville Transit (Oakville Transit Ridership Counts, 2006) while the general travel demand data within the service area of each route were obtained from the 2006 Transportation Tomorrow Survey (TTS) database (University of Toronto, 2006).

Table 6-2: GO Station ridership and parking information

<table>
<thead>
<tr>
<th></th>
<th>Clarkson Station</th>
<th>Oakville Station</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Parking Spaces Available</td>
<td>2539</td>
<td>2544</td>
</tr>
<tr>
<td>Number of passengers Who Access the Station as Auto Drivers</td>
<td>2608</td>
<td>2714</td>
</tr>
<tr>
<td>Number of passengers Who Access the Station as Auto Passengers</td>
<td>958</td>
<td>881</td>
</tr>
<tr>
<td>Number of passengers Who Access the Station as Transit Passengers</td>
<td>1356</td>
<td>1873</td>
</tr>
<tr>
<td>Number of passengers Who Access the Station by Other Modes</td>
<td>803</td>
<td>965</td>
</tr>
</tbody>
</table>
Table 6-3: Route Information

<table>
<thead>
<tr>
<th>Route Information</th>
<th>Route 11</th>
<th>Route 21</th>
<th>Route 25</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of Fixed Stops *</td>
<td>6</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Route Length (m)</td>
<td>4975</td>
<td>9125</td>
<td>9705</td>
</tr>
<tr>
<td>Running Time (min)</td>
<td>20</td>
<td>25</td>
<td>23</td>
</tr>
<tr>
<td>Average Fixed-Stop Spacing (m)</td>
<td>665</td>
<td>1360</td>
<td>1093</td>
</tr>
<tr>
<td>Morning Peak Period Ridership (6 - 8:30AM)</td>
<td>102</td>
<td>60</td>
<td>56</td>
</tr>
<tr>
<td>No. of bus runs (6 - 8:30AM)</td>
<td>7</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>Number of passengers accessing GO station by auto in the route’s service area</td>
<td>186</td>
<td>207</td>
<td>246</td>
</tr>
<tr>
<td>Fixed stop ridership for each bus run</td>
<td>16</td>
<td>12</td>
<td>14</td>
</tr>
</tbody>
</table>

* The fixed stops exclude the first stop (depot) and the last stop (GO station)
Figure 6-1 Map of route 11
Figure 6-2 Map of route 21
Figure 6-3 Map of route 25
6.4.2 Proposed Flex-Route System: Assumptions and Specifications

In order to perform the analysis in a systematic way, several assumptions and specifications needed to be made; these are discussed next.

6.4.2.1 Fixed-Route

1. An average operating speed of 30 km/hr on all street links was assumed for Routes 21 and 25, while for Route 11 the operating speed was set at 20 km/hr. This assumption is based on the scheduled running time used by Oakville Transit. This speed was not obtained from Oakville Transit, but rather obtained by running a simulation for each route. The simulation used the published timetables at each fixed stop along the route to determine what operating speed would allow for the published timetable to be attainable. After running the simulation, it was found that the average operating speed is approximately 20km/hr for Route 11, and 30km/hr for Routes 21 and 25.

2. The departure time at each fixed stop was determined on the basis of the direct running times between each pair of fixed stops (i.e. route segment) plus the added slack time. The direct running time was found using the simulation as discussed earlier.

3. The analysis was performed for a single bus run for each route. The assumption is that the ridership is distributed uniformly during the study period for the bus runs of each route, due to the lack of more detailed information on the ridership patterns. This is applied for both the fixed stops and the on-demand requests.

4. Based on the previous assumption, the fixed-route’s morning ridership for each bus run of a specific route is found by dividing the morning ridership by the number of runs for that specific route as shown in Table 6-3. For example, the morning ridership for a single bus run of Route 21 is equal to 60/5 = 12 passengers per bus run.

5. The fixed-route demand is assumed to be insensitive to the change of the service to Flex-Route transit service. This assumption presumes that fixed-route customers will keep using transit even though the service will be changed to Flex-Route service and some extra cost will be incurred by them. This assumption assumes also that none of the fixed-route passengers will shift to on-demand service. However, some strategies that
can be used to alleviate the cost on fixed-route passengers will be examined in the analysis.

6. The distribution of fixed-route ridership among the individual fixed stops was performed in the simulation giving different values of ridership per stop. The values considered ranged from 2 to 5 passengers per fixed stop due to the lack of more ridership details.

6.4.2.2 On-demand Service

1. The service area for Routes 21 and 25 was taken as the whole traffic zone for each route since it is very difficult to set different service area values given the route design and the street network of these zones. For Route 21, the service area dimensions are (1300m X 1750m), while Route 25 service area dimensions are (1500m X 1750m). For Route 11, the service area was set to 500m on each side of the route.

2. The on-demand requests were generated at random locations within each zone at random times during the specified morning peak period (6-8:30AM). This assumption means that some requests might be located very close to the fixed stops, which might be unrealistic in real-world applications. It should be mentioned here that only static requests were considered in this case study.

3. An important feature of the simulation of on-demand requests is that the requests were generated as requests for specific GO train runs in the morning (and in the evening). In other words, the customer asks to be connected to a specific GO train in the morning (for example the 7:30 train going to downtown Toronto) and also includes the information about which train he will use on his way back in the evening. The trip reservation system then finds the bus run that connects to the morning train and the bus run that connects to the evening train and adds that request to these specific bus run. So a customer request is accepted only if both ends of the trip are guaranteed.

4. Finding random locations for on-demand requests was a bit of a challenge because of the lack of geo-coded addresses in the area. The available data have only the number of houses on each street in the GIS map of the service area of the route. Therefore, the method used for finding the locations of random on-demand requests is as follows:
The probability of having a request on each street link (every street might have different number of links in the GIS map) is found by dividing the number of houses on that specific street link by the total number of houses in the service area. These probabilities were used in a roulette wheel model from 0 to 100, where each street link has a specific range based on its probability. Then, a random number generator was used to produce random numbers that use the roulette wheel to produce a street link on which a random on-demand request is generated. Following that, a random number generator was used to find the exact address of the request on the street link.

5. The on-demand request rate for each route was chosen so as to represent a percentage of current auto drivers who might be willing to switch to transit as on-demand customers. The percentages chosen for each route are 10%, 15% and 20% (for routes 21 and 25) and 15%, 20% and 30% (for Route 11) of the total number of passengers who use their cars to access GO stations. The higher percentages used for Route 11 were because of the lower number of auto drivers who use their cars to access GO stations in the areas served by Route 11. For Route 21 these percentages translate into 20.7, 31.05, and 41.4 requests for the morning peak period. Since there are 5 bus runs in the morning peak period, the number of demand requests for each run was approximated to 4, 6 and 8 requests respectively for each bus run. For Route 25 the percentages result in 24.3, 36.45, and 48.6 requests for the morning peak period. For the 4 bus runs, the number of requests for each run was approximated to 6, 10 and 12 requests, respectively. For Route 11 the percentages used resulted in 18.45, 24.6 and 36.9 requests for the morning peak period. That is divided into 4, 6, and 8 requests for each bus run.

6. For each value of the slack time investigated in the analysis, the simulation tested different distributions of the slack time for each route segment, where a route segment spans the distance between two consecutive fixed stops. For example, if the slack time assigned to the whole route was 5 minutes, then the amount assigned to each route segment of the route ranged from 0 to 2 to try to capture the variation of the number of requests in each route segment along the route. For example, for Route 21 which has 4 fixed stops (5 route segments), the distribution of an assigned slack time of 5 minutes
among the route segments could have the following slack time distributions: (1, 1, 1, 1, 1), (1, 0, 2, 2, 0), (2, 1, 1, 0, 1), etc.

6.4.2.3 General Specifications

1. All service vehicles are identical and each has unlimited vehicle capacity so that no request is rejected due to a vehicle capacity constraint. This assumption is valid since, at the current ridership levels, most transit vehicles carry very low number of passengers on each run.

2. For each scenario, the scheduling system was run 100 times, which should provide statistically reliable estimates of the various variables. An example of the output of the scheduling system for a simulation run for Route 21 is shown in Figure 6-4 for a demand rate of 6/run and 5 min slack time.

In the remaining sections of the experimental case study, the sensitivity of the new Flex-Route service to design parameters such as the added slack time and the on-demand request rate are examined. The analysis will also look at the cost inflicted by the new system on the fixed-route users as well as the transit service provider as a result of the change of the service type. At the end, the performance of each proposed Flex-Route system will be compared to that of the original fixed-route system to assess whether the change in the service type improved the performance of the route or not.
Figure 6-4 Example of the produced map for route 21 (demand =6/run and slack time = 5min)
6.5 ANALYSIS OF DESIGN PARAMETERS

This part of the analysis will look into how the amount of slack time given to a route and the on-demand request rate affects the number of accepted on-demand request, and thus increasing the ridership on that route. The following is a discussion of each design parameter.

6.5.1 Effect of Slack Time

The effect of the amount of slack time given to each route will be examined in this section to evaluate how slack time may determine the number of accepted on-demand requests. The analysis will be performed for each route separately.

6.5.1.1 Route Number 11

Table 6-4 and Figure 6-5 show the number of accepted on-demand requests under several cases of on-demand request rates and slack time values for Route 11. It should be noted again that the demand rates and slack time values are for a single bus run to simplify the analysis. As shown in the Table 6-4, the number of accepted requests increases steadily as the amount of slack time increases in all cases. This of course is to be expected since the extra slack time will give the bus more time to pick up more passengers. In fact, even at the highest value of slack time (12 minutes), there still was a portion of the demand that was not accepted. For a demand rate of 4, only 3.45 requests (86.3% of the demand) were accepted given the slack time of 12 minutes, while for the demand rates of 6 and 8 the number of accepted requests were 4.38 and 5.13 request (72.9% and 64.1% of the demand respectively) were accepted. This shows that effect of adding slack time to this route is moderate in its ability to add a significant number of on-demand requests. This can be attributed to the width of the service area (500m in this case), and the low operating speed (20 km/hr), which makes it difficult to reach some requests given the available slack time.
Figure 6-5: Relationship between slack time and the number of accepted requests for Route 11

Table 6-4 Number and percentage of accepted requests for different slack time and demand rates for route 11

<table>
<thead>
<tr>
<th>Route #</th>
<th>Slack Time (min)</th>
<th>No. of Accepted Requests</th>
<th>% Accepted Requests</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td><strong>Demand Rate Per One Bus Run</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>Route 11</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1.38</td>
<td>1.63</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>1.63</td>
<td>1.96</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1.83</td>
<td>2.22</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>2.08</td>
<td>2.47</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>2.49</td>
<td>2.69</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>2.71</td>
<td>2.92</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>2.98</td>
<td>3.35</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>3.13</td>
<td>3.63</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>3.45</td>
<td>4.38</td>
</tr>
</tbody>
</table>
6.5.1.2 Route Number 21

Table 6-5 and Figure 6-6 show the number of accepted on-demand requests under several cases of on-demand request rates and slack time for Route 21. As shown in Table 6-5, the number of accepted requests increases steadily as the amount of slack time increases in all cases as in the previous case. However, one point that should be noticed here is that adding more slack time for the same demand rate will reach a point where more slack time will result in minimal increase in the number of accepted requests, especially when the accepted requests come close to the potential demand. For example, for an on-demand request rate of 4, increasing the slack time from 5 to 10 minutes for the whole route will result in a 0.56 increase in the amount of accepted requests (3.40 to 3.96). This is due to the fact that there will be instances where some requests will be hard to accept given their locations in the zone relative to other requests. It is also important to notice that the 5-minute slack time in this case was sufficient to schedule 3.40 out of 4 possible requests, which means that there were cases in which all the 4 requests were accepted. The same can be said for the case of a demand rate of 6, where increasing the slack time from 7 to 10 minutes only increases the number of accepted requests by 0.60 (5.22 to 5.82). A slack time of 7 minutes, enough to serve an average of 5.22 requests, will have instances in which all 6 requests will be accepted.

Table 6-5 Number and percentage of accepted requests for different slack time and demand rates for route 21

<table>
<thead>
<tr>
<th>Route #</th>
<th>Slack Time (min)</th>
<th>No. of Accepted Requests</th>
<th>% Accepted Requests</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Demand Rate Per One Bus Run</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>Route 21</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>2.10</td>
<td>2.86</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>2.90</td>
<td>3.64</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>3.40</td>
<td>4.13</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>3.56</td>
<td>4.79</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>3.75</td>
<td>5.22</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>3.86</td>
<td>5.34</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>3.93</td>
<td>5.45</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>3.96</td>
<td>5.82</td>
</tr>
</tbody>
</table>
6.5.1.3 Route Number 25

The pattern of Route 21 is also apparent for Route 25, where there is a value of the slack time beyond which the effect of adding more slack time is minimal. Figure 6-7 shows the number of accepted requests as a function of the amount of added slack time for Route 25. As mentioned earlier, the number of accepted requests increases steadily until the effect of adding more slack time starts to diminish at a certain value. As shown in Figure 6-7, a slack time of 3 minutes allow for 1.38, 1.63 and 1.72 requests to be accepted for the demand rates of 4, 6 and 8 respectively.

For Route 11, the above-mentioned pattern is not visible in the range of slack time investigated in this analysis. In fact, the effect of adding more slack time to the route is minimal from the beginning. If we compare Route 11 with Route 21, we can see clearly that the performance of Route 21 is markedly better than that of Route 11. For example, for a slack time
of 10 minutes, the number of accepted requests for the demand rates of 4, 6, and 8 for Route 11 are 3.13, 3.63, and 4.50, while those values for Route 21 are 3.96, 5.82, and 7.46 respectively. This can be explained by the fact that the operating speed of Route 11 is lower than that of Route 21, which means that the bus in Route 21 can reach further requests in less time than Route 11. Another reason could be that the spacing between the fixed stops is shorter in the case of Route 11 than the case of Route 21 and 25 as mentioned in Table 6-3. Shorter fixed-stop spacing means that the bus has less chance of reaching further requests because it has to be at the fixed stop at its published departure time.

Table 6-6 Number and percentage of accepted requests for different slack time and demand rates for route 25

<table>
<thead>
<tr>
<th>Route #</th>
<th>Slack Time (min)</th>
<th>No. of Accepted Requests</th>
<th>% Accepted Requests</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Demand Rate Per One Bus Run</td>
<td>Demand Rate Per One Bus Run</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>10</td>
<td>12</td>
</tr>
<tr>
<td>Route 25</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>3.15</td>
<td>3.60</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>3.52</td>
<td>4.37</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>3.83</td>
<td>5.09</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>4.16</td>
<td>5.75</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>4.44</td>
<td>6.40</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>4.74</td>
<td>6.94</td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>5.15</td>
<td>7.36</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>5.66</td>
<td>7.82</td>
</tr>
<tr>
<td></td>
<td>13</td>
<td>5.74</td>
<td>8.06</td>
</tr>
<tr>
<td></td>
<td>14</td>
<td>5.85</td>
<td>8.36</td>
</tr>
</tbody>
</table>
Figure 6-7: Relationship between slack time and the number of accepted requests for Route 25.

6.5.2 Effect of On-Demand Request Rate

Tables 6-4 to 6-6 and Figures 6-4 to 6-6 also show the relationship between the demand-responsive request rate and number of accepted requests. The figures show that, for the same value of slack time, the number of accepted requests increases as the demand rate increases. This is apparent for all values of the slack time under all demand rates. However, the percentage of accepted requests from the total number of requests is lower when the demand rate increases. This result could be very useful in the design of Flex-Route transit. Depending on the goal of the transit agency, this can be looked at from two perspectives. First, if the transit agency’s goal is to accept a certain percentage of the demand, then it has to look at the percentages of accepted requests and find out the amount of slack time that satisfies that percentage. However, if the slack time is constant, then the more there is demand the larger is the number of accepted requests. For example, if the transit agency has a policy that the slack time should be a maximum of 5
minutes for Route 21 (Table 6-5), then the expected number of accepted requests will be 3.40, 4.13 and 4.90 for the demand rates of 4, 6 and 8 respectively.

6.6 FEASIBILITY ANALYSIS OF THE PROPOSED FLEX-ROUTE SERVICE

This section analyzes the additional cost inflicted by the Flex-Route service on the transit service provider as well as the fixed-route customers. The analysis will be based on the cost analysis provided in Chapter 4. This section will also look into the performance of each proposed Flex-Route system and how it compares to the performance of the original fixed-route system. This step will help in assessing whether the change in the service type improved the performance of the route or not, and thus determining the feasibility of the service.

6.6.1 Service Provider Cost

In case the transit service provider decides to maintain the same service frequency as before introducing the Flex-Route service, this may result in an increase in the number of transit vehicles needed to operate the service. As shown in equation 3-26, this increase is equal to \((2S/H)\) as follows:

\[
K'' = K + \frac{2 \times S}{H}
\]  

(Equation 3-26)

Where:

- \(K\) = Number of transit units needed for the service in the original fixed-route setting;
- \(K''\) = New number of transit units needed for the service after the introduction of Flex-Route service;
- \(H\) = Original service headway of the service (in minutes);
- \(S\) = the assigned slack time to the entire route for one vehicle run in one direction (in minutes);

Equation 3-26 shows that the new number of transit vehicles needed for the new service will increase by a fraction that depends on the slack time and original headway.
Therefore, we can use equation 3-26 to find the fractional increase in the number of transit vehicle for each value of slack time. For example, given that the average service headway of route 11 is 20 minutes, the fractional increase in the number of transit vehicles needed for the new service ranges from 0.3 for a 3-minute slack time to 1.2 for a slack time of 12 minutes. It should me noted that this increase can be absorbed if the service provider has extra transit vehicles or extra terminal time that can be used to cover this increase.

In terms of the extra operating costs, the service provider will incur an increase in the vehicle hours and vehicle miles due to the deviations to pick up and drop off on-demand customers. This cost can be found using equation 3-32 for a rectangular service area as follows:

\[ O_{cost} = (C_{dr} \times S) + \left( \frac{C_{km}}{3} \times \sum_{i=1}^{N} W_i \times (2m_i + 1) \right) \] .......................... (Equation 3-32)

However, this equation is not practical since the second term is for a rectangular service area. Nevertheless, the second term of the equation represents the increase in vehicle miles, which was found in the simulation process for each case. Therefore, we can replace the second term of the equation as follows:

\[ O_{cost} = (C_{dr} \times S) + (C_{km} \times D_{ext}) \] .......................................................... (Equation 6-1)

Where:

\( O_{cost} \): is the cost incurred by the service provider due to the change of the service from fixed-route to Flex-Route.
\( S \): is the slack time added to the whole route
\( C_{dr} \): is the cost coefficient representing the marginal hourly cost of vehicle operations - wage of bus drivers ($$ / Hour).
\( C_{km} \): is the cost coefficient representing the marginal cost of vehicle mileage – gasoline ($$ / Km).
$D_{exi}$: is the extra distance traveled to serve the on-demand requests for a single bus run.

Using equation 6-1, the operating cost incurred by the service provider can be found using appropriate values for the cost coefficients. Note that in this study we are not including the fixed-route cost incurred by the service provider since it will be difficult to estimate this effect on the service provider in the long run, which is beyond the scope of this study.

6.6.2 Fixed-Route User Cost

6.6.2.1 Unused Slack Time

Figures 6-8 to 6-10 show the relationship between the assigned slack time and the amount of slack time that was not used after scheduling the accepted requests. This amount of unused time will go as extra waiting time for the bus at the fixed stops. This amount of extra waiting time should be carefully looked at, since waiting in the bus at the fixed stops without a reason could become a potential cause of disutility among fixed-stops passengers. The three figures show that the amount of unused slack time increases as the value of added slack time increases. This of course is expected because although increasing the amount of assigned slack time to the route increases the number of accepted requests, this increase is not enough to consume the increased amount of slack time. As shown in the figures, for low values of the assigned slack time, the amount of unused slack time increases at a low rate. However, when the amount of assigned slack time increases to higher values, the amount of unused slack time starts increasing at higher rates, especially in the cases of lower demand rate (i.e. demand rate of 4). This of course is related to the number of accepted requests as discussed earlier, where at higher values of slack time the increase in the number of accepted requests is minimal, thus resulting in higher values of unused slack time.

Another observation from the figures is that for the same amount of assigned slack time, the amount of unused slack time decreases when the demand rate increases. This is also related to the number of accepted requests discussed earlier. For higher rates of demand under the same value of slack time, the number of accepted requests is higher,
thus increasing the amount of slack time consumed and lowering the amount of unused slack time.

This could be very instrumental in deciding how much slack time to allocate to a given route. It is important to allocate enough slack time for requests that might be placed in real time. Providing enough slack time will allow for more requests to be answered and thus more satisfaction to the customers. On the other hand, providing excessive slack time with very low demand could result in dissatisfaction and discomfort for fixed stop passengers as the vehicle will arrive earlier at the fixed stop, but it has to stay at the stop until its departure time. So it is a trade-off between the two groups of people, and a careful study should be made to determine the expected demand rate.

6.6.2.2 Average Travel Time

The second performance measure used in this study is the average travel time for fixed-route customers under several cases of Flex-Route service and the existing fixed-route service. Table 6-7 shows the results of the average travel time for Route 11. The table shows that increasing the amount of slack time increases the average travel time for fixed-route customers as expected. However, the increase in average travel time is not substantial; for example, for a demand rate of 4, the increase in average travel time ranges from 1.01 minutes for a slack time of 3 minutes to 4.23 minutes for a slack time of 12 minutes. For a demand rate of 6, the increase in average travel time ranges from 0.91 for a slack time of 3 minutes to 4.02 minutes for a slack time of 12 minutes. However, it is important to mention that this increase in average travel time is not distributed equally among fixed-stop passengers, since some of them who board the bus at earlier stops in the route will face higher average travel time than those who board the bus at later stops, but this of course is to be expected in such service.
Figure 6-8: Relationship between slack time and the unused slack time for Route 11

Figure 6-9: Relationship between slack time and the unused slack time for Route 21
Figure 6-10: Relationship between slack time and the unused slack time for Route 25

Table 6-7 Average travel time for fixed-stop passengers for different slack time and demand values for route 11

<table>
<thead>
<tr>
<th>Route #</th>
<th>Slack Time (min)</th>
<th>Demand Rate Per One Bus Run</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>4</td>
</tr>
<tr>
<td>0</td>
<td></td>
<td>10.31</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>11.32</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>11.61</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>11.87</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>12.01</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td>12.56</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td>12.95</td>
</tr>
<tr>
<td>9</td>
<td></td>
<td>13.52</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>13.97</td>
</tr>
<tr>
<td>12</td>
<td></td>
<td>14.53</td>
</tr>
</tbody>
</table>
Table 6-8 Average travel time for fixed-stops passengers for different slack time and demand values for route 21

<table>
<thead>
<tr>
<th>Route #</th>
<th>Slack Time (min)</th>
<th>Route 21</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Average Travel Time (min)</td>
<td>Demand Rate Per One Bus Run (min)</td>
<td>4</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>0</td>
<td>12.12</td>
<td>12.12</td>
<td>12.12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>12.68</td>
<td>13.65</td>
<td>13.23</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>13.39</td>
<td>13.97</td>
<td>13.65</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>14.26</td>
<td>14.39</td>
<td>13.96</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>15.03</td>
<td>14.78</td>
<td>14.30</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>15.54</td>
<td>15.09</td>
<td>14.88</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>16.20</td>
<td>15.67</td>
<td>15.47</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>16.93</td>
<td>16.25</td>
<td>16.10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>17.67</td>
<td>16.77</td>
<td>16.74</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6-9 Average travel time for fixed-stops passengers for different slack time and demand values for route 25

<table>
<thead>
<tr>
<th>Route #</th>
<th>Slack Time (min)</th>
<th>Route 25</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Average Travel Time (min)</td>
<td>Demand Rate Per One Bus Run (min)</td>
<td>6</td>
<td>10</td>
<td>12</td>
</tr>
<tr>
<td>0</td>
<td>15.21</td>
<td>15.21</td>
<td>15.21</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>17.53</td>
<td>17.38</td>
<td>17.50</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>18.00</td>
<td>17.83</td>
<td>17.95</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>18.62</td>
<td>18.40</td>
<td>18.41</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>19.16</td>
<td>18.98</td>
<td>18.80</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>19.54</td>
<td>19.63</td>
<td>19.38</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>19.93</td>
<td>20.01</td>
<td>19.79</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>20.48</td>
<td>20.35</td>
<td>20.37</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>20.91</td>
<td>20.72</td>
<td>20.93</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>21.56</td>
<td>21.24</td>
<td>21.41</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>21.82</td>
<td>21.74</td>
<td>21.97</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
6.6.3 Flex-Route Performance vs. Fixed-Route Performance

To test the performance of Flex-Route transit service compared to the existing fixed-route service, the passenger per revenue vehicle hours (PVRH) performance measure was used to compare the ridership performance of the proposed Flex-Route service with that of the existing fixed-route system. Figure 6-11 shows the PVRH results for Route 11 under several cases of on-demand request rate and assigned slack time, including the case of 0 slack time (i.e. the existing fixed-route case). Figure 6-11 shows that the performance of the existing fixed-route service, in terms of PVRH, is better than any case of Flex-Route design. In fact, the more slack time added to the service, the lower the value of PVRH becomes. As such, if the PVRH was used as the sole ridership evaluation criterion, then Flex-Route service is not an effective option for Route 11. The reason behind the low PVRH value for the Flex-Route cases is that, given the current fixed-route ridership, the operating speed and the on-demand requests rate and distribution, the relative increase in ridership from the on-demand ridership is not large enough to alleviate the slack time that will be added to the vehicle revenue hours. This concept was explained in Chapter 3 where it was shown that for the PVRH of the new service to exceed that of the existing service, the following condition should be met:

\[
\frac{R_{\text{add}}}{R_o} \geq \frac{S}{T_o}
\]  

(Equation 3-75)

Where:

- \(R_o\): is the existing fixed-route ridership;
- \(R_{\text{add}}\): is the additional ridership from the on-demand requests;
- \(T_o\): is the existing scheduled bus running time of the fixed-route service; and
- \(S\): is the slack time added to serve the on-demand requests.

For example, if we look at Table 6-4, for a demand rate of 4 and a slack time of 3 minutes, the number of accepted requests is 1.38. If we try to use equation 3-75, then:
\[
\frac{R_{add}}{R_o} = \frac{1.38}{16} = 0.086
\]

While
\[
\frac{S}{T_o} = \frac{3}{20} = 0.15
\]

Using these numbers, equation 3-75 does not hold; therefore the PVRH of the Flex-Route service is less than that of the existing fixed-route service. This result is true for all cases of Route 11, which means that the Flex-Route service ridership numbers do not warrant using Flex-Route transit for Route 11.

For Route 21 (Figure 6-12), the results show that, for the different demand rates, the PVRH value under Flex-Route service is higher than that of the fixed-route service for almost all the slack time cases analyzed in this study. However, the PVRH value starts increasing as the slack time increases up to a maximum performance point, at which the Flex-Route PVRH performance is at its highest value under a specific demand rate. After this point the PVRH value, although still above that of fixed-route, starts decreasing for higher values of slack time until it crosses the fixed-route PVRH line for very high values of slack time. In the case of a demand rate of 4, the Flex-Route PVRH line falls below that of the fixed-route line at a slack time value of 8 minutes, which means that the performance of Flex-Route in terms of PVRH becomes worse than that of the fixed-route for slack time values above 8 minutes for a demand rate of 4.

For the demand rates of 4, 6 and 8, the maximum PVRH for Route 21 occurs at a slack time of 4, 6 and 8 minutes, respectively. Coincidently, these values are the same values for the demand rate. Going back to Table 6-5 the slack time values of 4, 6, and 8 minutes resulted in the following numbers of accepted requests: 2.9, 4.79 and 5.9 respectively, or 72.5%, 79.8% and 90% of the total demand for each case, respectively. This indicates that these values of slack time result in at least 75% of the demand being accepted while at the same time getting the highest PVRH performance for the Flex-Route service.

Route 25 has the same pattern as Route 21, where the PVRH of Flex-Route service is generally higher than that of the fixed-route service, and also has a maximum
point of PVRH before it falls down. For the demand rates of 4, 6 and 8, the maximum PVRH occurs at 5, 9 and 10 minutes.

Figure 6-11: Relationship between slack time and the passenger per VRH for Route 11
Figure 6-12: Relationship between slack time and the passenger per VRH for Route 21.

Figure 6-13: Relationship between slack time and the passenger per VRH for Route 25.
6.7 SUMMARY AND CONCLUSIONS

This chapter explored various elements of implementing Flex-Route transit service in low-density suburban areas in the Greater Toronto Area, Canada. The case study investigated the feasibility and performance of Flex-Route service if it were to replace existing low-performance fixed-routes in the City of Oakville, Canada. The results show that increasing the slack time would increase the number of accepted requests but will result in longer travel times and additional unused slack time. A significant drop in the level of service for fixed-route customers may lead to a drop in the number of fixed-route customers and deterioration of the service. The results also show that increasing the fixed-stop spacing will result in increasing the number of accepted requests since the vehicle will have more time to navigate through the service area to pick up more customers. This increase in stop spacing would be an option in case the demand at a specific fixed-stop is very low that this stop could be removed.

The analysis shows that the performance of Flex-Route and fixed-route services depends on several parameters such as slack time, demand rate and the number of accepted requests. The most important conclusion is that for the performance of Flex-Route service to surpass that of the fixed-route service in terms of PVRH, the increase in ridership from the demand-responsive requests should be enough to alleviate the effect of the assigned slack time. The results show that the higher the fixed-stop ridership, the less likely that Flex-Route service performance will be better than the existing fixed-route service. This result of course is based on the assumption that the fixed-route demand is insensitive to the change of the service to Flex-Route service, and that the fixed-stop customers have no option but to use transit.
7 CONCLUSIONS AND RECOMMENDATIONS

7.1 SUMMARY AND CONCLUSIONS

The objective of this research is to advance the application of Flex-Route transit service by providing a thorough investigation of the planning, design and scheduling of the service. Accordingly, the research was categorized into two parts:

- Identifying the basic service design parameters and service-specific characteristics required in the planning and design process of Flex-Route service, while also investigating the feasibility and cost of providing the service.
- Building an advanced scheduling system that can handle the daily operations of Flex-Route service, through the use of recent developments in advanced technology.

In this regard, the research focused on: identifying the rationale and motivation behind Flex-Route attractiveness and suitability for suburban transit service; recognizing the uniqueness and service-specific characteristics of the service; identifying the design parameters and design guidelines of the service; examining the feasibility and cost of providing the service; reviewing the existing scheduling algorithms used in scheduling Flex-Route service; and developing a scheduling systems that exploits recent advancements in computer and communication technologies, and other topics.

In Chapters one and two, the history and reasons behind the introduction of flexible transit services are reviewed, with special attention given to Flex-Route service. The planning, design and performance of these services as well as the feasibility of Flex-Route service as a viable option for transit service in suburban areas were reviewed to identify the critical service-specific and design parameters that might have significant effect on the planning and design processes. This review gave a basic understanding of the necessary planning process needed for Flex-route service to succeed, and helped in formulating a list of some of the major service design factors that should be addressed if the service is to be implemented. These design factors included among other factors, slack time, service area, fixed-stop spacing.
Chapter 3 aimed at creating detailed planning and design guidelines for Flex-Route transit service by developing an analytical model. The chapter emphasizes and documents the differences between urban and suburban travel patterns as well as the differences between conventional fixed-route transit and Flex-Route transit. This understanding is essential to develop adequate guidelines for a successful Flex-Route transit service. The chapter then addresses the design and operations of Flex-Route transit by developing an analytical model to estimate design factors such as the optimal slack time and optimal service area width. This analytical model is a helpful tool in estimating such values as optimal slack time, optimal service area width, and required service frequency changes among other factors. The analysis uses a cost function that incorporates the costs/benefits of the service type change affecting the main stakeholders (i.e. the transit operator, fixed-route users and on-demand customers).

Chapter 4 focused on developing a new Flex-Route scheduling system. The developed scheduling system is intended to be one component of a larger decision-support system (DSS) that can be used in real-world operations of Flex-Route transit service. In this research, however, only a blueprint of the system was discussed, as building an actual DS system is beyond the scope of this research. The scheduling methodology included building a scheduling algorithm that includes a clear and concise representation of all the variables and constraints of the service. The transit vehicles, the road network, the fixed stops and the on-demand requests are all modelled in the scheduling system, including all types of constraints. A new scheduling algorithm (the Constrained-Insertion Algorithm) is developed to schedule Flex-Route service, and to produce solutions that can be improved using local search and Constraint Programming algorithms. Two scheduling algorithms are developed to deal with both the static and dynamic version of the Flex-Route problems. In each case, a representation of all customers as well as the service operator is included in the cost function to produce optimal schedules/solutions.

Chapter 5 presented the practical implementation of the analytical model on a hypothetical case study to examine the validity, applicability and performance of both the scheduling system and the analytical model, developed in Chapters 3 and 4 respectively. The analysis focused on the impact of different input and design parameters on the
scheduling results and the ability of the scheduling system to reflect these impacts. The analysis provided practical evidence on the validity of the proposed analytical model as well as the ability of the scheduling system to produce the expected results. The results of the sensitivity analysis show that increasing the slack time will increase the number of accepted on-demand requests but will result in longer travel times and additional unused slack time. This means a significant drop in the level of service for fixed-route customers and may lead to a drop in the number of fixed-route customers and deterioration of the service. The results also show that increasing the fixed-stop spacing will result in increasing the number of accepted requests since the vehicle will have more time to navigate through the service area to pick up more customers. This increase in stop spacing would be an option in case the demand at a specific fixed-stop is very low that this stop can be removed.

The results also show that the effect of relaxing the arrival time of the vehicle at some fixed stops has a significant effect on the number of accepted on-demand requests and on the overall level of service. However, late arrival is not recommended for all fixed stops especially at major transfer points where connections protection is required. Allowing late arrival at the fixed stops would result in lower cycle time, less slack time required, less unused slack time, less passenger-minutes lost due to early arrival at the fixed-stops, and lower average travel time. The chapter concludes that using an appropriate slack time is essential in having an acceptable level of service for all customers. Relaxing the fixed-stop constraints will allow the service provider to assign less slack time to the service, and hence less operating cost, while at the same time maintaining an acceptable level of service for both fixed-route and demand-responsive customers.

Chapter 6 documented an attempt to examine the applicability, feasibility and performance of Flex-Route transit service as a viable replacement of low-demand fixed transit routes in the suburban areas of the GTA. The results of this application demonstrated the validity of both the proposed scheduling and analytical models. The results of the analysis are consistent with those produced in Chapter 5 in terms of the effect that each design and input factor has on the service.
The analysis included a comparison between two operational scenarios for three existing fixed bus routes to investigate the feasibility of Flex-Route transit service. The two scenarios are: maintain the same fixed-route operations on the three routes, or change the operations of the routes to Flex-Route transit service. The results show that the performance of Flex-Route and fixed-route services depends on several parameters such as the amount of slack time allocated to each route, on-demand request rate and the number of accepted requests. The most important conclusion is that for the performance of Flex-Route service to surpass that of the fixed-route service, the increase in ridership from the on-demand requests should be enough to alleviate the effect of the increase in the bus operating time resulting from the assigned slack time. The results show that the higher the fixed-stop ridership, the less likely that Flex-Route service performance will be better than the existing fixed-route service. This result of course is based on the assumption that the fixed-route demand is insensitive to the change of the service to Flex-Route service, and that the fixed-stop customers have no option but to use transit.

7.2 CONTRIBUTIONS

The contribution of this research can be broken into two main categories.

7.2.1 Developing a Flex-Route analytical model

Experience from flexible transit providers (Rosenbloom 1996, Koffman 2004) showed that most flexible service providers do not follow a systematic manner of planning and designing their Flex-Route services. To tackle this issue, Chapter 3 creates a detailed analytical model that addresses most of the planning, design and operational issues of Flex-Route transit service. The model incorporates several input parameters and design factors to provide a detailed model that can be referred to in the planning and design of Flex-Route transit service. Based on the input parameters used, the model can be used to produce optimal slack time values and optimal service area values.

The model also looks into the impact of the service on several stakeholders involved in Flex-Route service including regular fixed-route customers, on-demand customers and the service provider. The model provides clear and direct relationships that can be used to estimate the cost incurred by these stakeholders. These relationships can be beneficial in assessing the feasibility and cost of replacing fixed-route transit with
Flex-Route transit service. Furthermore, the analysis includes investigating several strategies that can be used to alleviate the cost incurred on fixed-route users by the change in service type. The analysis looks into two strategies: service frequency improvements and fare reduction strategies, and provide formulas that estimate the cost incurred by the fixed-stop users and the amount of service frequency improvement and fare reduction needed to alleviate this cost.

The model also presents methods for monitoring the performance of Flex-Route transit service since transit planners usually aim at improving the performance of the Flex-Route service, especially when comparing Flex-Route transit to fixed-route service. The decision on what types of performance measures should be used depends on many factors such as the transit agency goals, the original level of service for users, and the original ridership. In this work, we use two measures that are primarily related to the performance of the transit service in terms vehicle hours and vehicle kilometres, namely passenger boardings per revenue vehicle hour (PVRH), and passenger boardings per revenue vehicle Kilometre (PVRKm). These two methods can be used in addition to the cost and feasibility analysis as mentioned earlier. Using such measures can help decision-makers in their assessment of how the performance of the Flex-Route service compares to that of an existing fixed-route service.

To examine the applicability, feasibility and performance of the Flex-Route analytical model developed in Chapter 4, a real-world scenario was analyzed to evaluate the feasibility of Flex-Route transit service to replace fixed-route transit service in suburban areas. The case study investigates the possibility of replacing fixed-route transit routes in the suburbs of the Greater Toronto Area with Flex-Route service. The results of this application demonstrated the validity of the analytical model. One important conclusion of this case study is that for the performance of Flex-Route service to surpass that of the fixed-route service, the increase in ridership from the demand-responsive requests should be enough to alleviate the effect of the assigned slack time.
7.2.2 Building a Scheduling System to support the operations of Flex-Route transit service.

The literature review conducted in this research revealed that most flexible transit services are scheduled and dispatched without the use of specialized scheduling algorithms for Flex-Route transit or the use of advanced technology for real-time operations. The few transit providers who have scheduling systems use scheduling systems that are designed for demand-responsive services, which reveals the need for a specialized scheduling system for Flex-Route transit service.

Chapter 4 tries to address this problem by introducing a new real-time decision support and scheduling system (REFLEX) for the operations of Flex-Route transit service. The decision-support system includes ready-to-use scheduling mechanism for Flex-Route service which enables transit agencies to produce reliable and cost-effective schedules both in static and dynamic environments. The proposed scheduling and routing methodology is developed using a new scheduling algorithm – the Constrained Insertion Algorithm - that uses the powerful search techniques of Constraint Programming. Fixed-route transit schedules and routes and individual requests for travel are input into the scheduling algorithm to determine the optimal itineraries and schedules. The scheduling algorithm is able to handle cases of static and dynamic Flex-Route operations. In real-time environments, the scheduling algorithm is able to produce schedules in a very short time when a real-time request is received. A model of the system is developed in a Geographic Information System (GIS) platform including bus routes and timetables. Individual on-demand requests are input to the system.

The decision support system blueprint makes use of advanced communication technologies to boost the applicability of Flex-Route service in terms of producing the most cost-effective, reliable, real-time schedules that can enhance the productivity and performance of Flex-Route service. Such technologies include Automatic Vehicle Location (AVL) and Mobile Data Terminals (MDT).

The ability of the scheduling algorithm to produce cost-effective schedules was evaluated in Chapter 5. Using a hypothetical case study, a comparative analysis of the results produced by the scheduling methodology developed in this research and the results obtained using the Insertion Algorithm was conducted. The results showed that
the scheduling methodology developed in this research produced much better results than
the Insertion Algorithm, which validates the scheduling system’s ability to produce very
cost-effective schedules.

Moreover, on the practical side, the scheduling system could also work as an
experimental tool for transit agencies to analyze the impact of providing Flex-Route
services and their expected performance before implementation. In some cases, the
transit service provider may need to study the possible impacts of introducing Flex-Route
service before implementation. For example, the service provider may want to choose
which fixed routes are to be replaced by Flex-Route transit service out of several
available options. Conducting a simulation on these routes will help the decision-maker
have better understanding of the possible impact and performance of the service.

7.3 RECOMMENDATIONS FOR FUTURE RESEARCH

While this research has tried to investigate several aspects of Flex-Route transit
service, there are still a number of issues that need to be addressed in this area that can
potentially be a motivation for future research. The following are recommendation for
some areas that can be explored in future research:

1. In this research, the focus of the study was to study the provision of an enhanced
   transit service to attract the general public to use transit, while overlooking any
   required demand-responsive service of the elderly and disabled. Future research
can explore the feasibility of incorporating both services in Flex-Route service
and examine whether such service can be feasible without compromising the level
of service required for all customers.

2. In this research, the feasibility study’s focus was placed on the case where Flex-
   Route transit is replacing an existing fixed-route transit service in a suburban
   transit area. However, Flex-Route transit service can also be introduced as a new
   service in an area that did not have any kind of transit service before. This area
can be addressed in future research so as to develop planning and design
   guidelines that can study areas such as the minimum level of demand required for
   such service to succeed; at what level of demand the service can be changed to
fixed-route; and the feasibility of multiple routes of Flex-Route service in a specified area.

3. The decision support system built in this thesis can be used for real-world operations of Flex-Route transit services. It has the ability to provide daily and real-time schedules and routes of the service. However, in this thesis we only developed the scheduling system and the GIS platform needed to provide a visual representation of the service. Future research can build on this research to try to develop the other components of the DSS system, namely building a web-based system that can be linked to both the GIS platform and the scheduling system to illustrate the applicability of the system to real world applications.

4. In this work, we used two performance measures to study the feasibility of Flex-Route transit, namely passenger boardings per revenue vehicle hour (PVRH), and passenger boardings per revenue vehicle Kilometre (PVRKm). The decision on what types of performance measures should be used depends on many factors such as the transit agency goals, the original level of service for users, and the original ridership. Thus future research can explore the feasibility of Flex-Route transit using other performance measures, independently or by developing a more comprehensive performance indicator using several measures such as: operating cost per revenue vehicle hour, operating cost per passenger boarding, operating cost recovery ratio, passenger boardings per revenue vehicle hour, and passenger boardings per revenue vehicle mile.

5. The focus of this research was on the feasibility of Flex-Route transit service in suburban areas. Future research can explore the feasibility of using Flex-Route service as the entire transit service for a small city or rural area. In these cases, consolidation with paratransit service can be a key feature of the service.

6. Flex-Route transit is intended to serve limited portions of a large service area and provide connections with a regional network. As a result, scheduling needs to allow sufficient time to provide reliable transfers. Future research could study the benefits/costs of such coordination on the customers as well as the operator to determine what levels of synchronization and coordination could be beneficial.
7. One advantage of Flex-Route transit service is that it has the ability to attract new transit passengers, who otherwise might use their cars for their trips. Future research can explore the environmental benefits of such type of service in terms of the GHG emissions, vehicle-miles travelled among other measures.

8. There are many different structures and forms of flexible transit services that combine elements from conventional fixed-route services and demand-responsive services. Flex-Route transit service is only one type of these services. Future research can explore other flexible services in the same manner as in this research to study the planning, design and scheduling aspects of these services. Other research can focus on exploring which types of flexible service are appropriate for various land use and demand patterns.

9. As mentioned in Chapter 3, there is a need for a special study to estimate appropriate values for the cost coefficients used in the analytical model in Chapters 3. The estimation of the values of these coefficients is required to conduct any Flex-Route feasibility study.

10. Throughout the analysis we assume that fixed-stop users will neither convert to on-demand service nor they will abandon the fixed-route service. Addressing the changes in fixed-stop user behaviour can be accomplished through ridership elasticity analysis, stated-preference surveys and mode choice models in future research on the demand part of the service.
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