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Abstract

This thesis presents a novel system that estimates the point-of-gaze (where a person is looking at) remotely while allowing for free head movements and minimizing personal calibration requirements. The point-of-gaze is estimated from the pupil and corneal reflections (virtual images of infrared light sources that are formed by reflection on the front corneal surface, which acts as a convex mirror) extracted from eye images captured by video cameras. Based on the laws of geometrical optics, a detailed general mathematical model for point-of-gaze estimation using the pupil and corneal reflections is developed. Using this model, the full range of possible system configurations (from one camera and one light source to multiple cameras and light sources) is analyzed. This analysis shows that two cameras and two light sources is the simplest system configuration that can be used to reconstruct the optic axis of the eye in 3-D space, and therefore measure eye movements, without the need for personal calibration. To estimate the point-of-gaze, a simple single-point personal calibration procedure is needed. The performance of the point-of-gaze estimation depends on the geometrical arrangement of the cameras and light sources and the method used to reconstruct the optic axis of the eye. Using a comprehensive simulation framework developed from the mathematical model, the performance of several gaze
estimation methods of varied complexity is investigated for different geometrical system setups in the presence of noise in the extracted eye features, deviation of the corneal shape from the ideal spherical shape and errors in system parameters. The results of this investigation indicate the method(s) and geometrical setup(s) that are optimal for different sets of conditions, thereby providing guidelines for system implementation. Experimental results with adults, obtained with a system that follows those guidelines, exhibit RMS point-of-gaze estimation errors of 0.4-0.6° of visual angle (comparable to the best commercially available systems, which require multiple-point personal calibration procedures). Preliminary results with infants demonstrate the ability of the proposed system to record infants’ visual scanning patterns, enabling applications that are very difficult or impossible to carry out with previously existing technologies (e.g., study of infants’ visual and oculomotor systems).
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Chapter 1
Introduction

The analysis of eye movements and visual scanning patterns is used in a large variety of applications [1] such as the study and assessment of normal and abnormal functions of the visual and oculomotor systems [2]-[9], the study and assessment of mood, perception, attention and learning disorders [10]-[12], the analysis of reading behavior [13], driving research/safety [14]-[18], pilot training [19], ergonomics [20], and marketing/advertising research [21]. The voluntary control of the eyes can serve as an input modality in multimodal human-computer interfaces [22] and assistive devices that allow severely motor-impaired persons (especially those that can neither move nor speak such as victims of severe spinal cord injuries or advanced amyotrophic lateral sclerosis) to communicate and control their immediate home environment [23]-[26], and even access the Internet and control a wheelchair.

When a person with normal vision examines an object, his/her eyes are oriented in such a way that the image of the object falls on the region of highest acuity of the retina (fovea) of each eye. The point-of-gaze (i.e., where a person is looking at) can thus be formally defined as the point within the visual field that is imaged on the center of the fovea.

Gaze estimation systems use calibration procedures to estimate a set of subject-specific parameters that are needed for the accurate calculation of the gaze direction or the point-of-gaze. These personal calibration procedures require active subject participation since subjects are required to fixate one or more specific points at specific times. Since the personal calibration requirements limit the usability of gaze estimation systems, one of the ultimate goals in the gaze estimation field is to be able to eliminate the need for personal calibration, or, at least, minimize the requirement of active subject participation. While eliminating or minimizing the personal calibration requirements can be beneficial in general, it is critical for applications in which the subjects cannot follow instructions (e.g., infants, mentally challenged individuals, non-human subjects), when subjects cannot maintain an accurate and stable fixation (e.g., Age-related Macular Degeneration), when subjects cannot fixate (e.g., oscillopsia) or when subjects are not
willing to cooperate (i.e., covert operation).

The next section presents an extensive critical review of relevant literature on remote, non-contact gaze estimation, covering the principles of operation, accuracy and personal calibration requirements.

1.1 Review of remote, non-contact gaze estimation methods

A good general survey of methods for measuring eye movements and estimating the point-of-gaze is provided in [27]. More recent surveys with emphasis on remote point-of-gaze estimation methods are given in [28], [29]. A shorter, recent survey, specific to remote point-of-gaze estimation methods, can be found in [30].

The point-of-gaze can be formally defined as the point within the visual field that is imaged on the highest acuity region of the retina known as the fovea (Fig. 1.1). Alternatively, the point-of-gaze can be defined as the intersection of the visual axis with the scene. The visual axis is the line defined by the center of the fovea and the nodal point of the eye and it exhibits a subject-specific deviation from the optic axis (Fig. 1.1 –the nodal point of the eye is at the intersection of the visual axis and the optic axis, located approximately at the tip of the arrow for the crystalline lens). Ideally, the optic axis of the eye is the axis of symmetry of the eyeball and contains the centers of curvature of all the optical surfaces (front and back surfaces of the cornea, front and back surfaces of the lens). Relevant aspects of the eye anatomy are treated in more detail in Section 2.2.

Remote, non-contact gaze estimation systems are based on the analysis of eye features and, sometimes, face features extracted from video images. Video-based gaze estimation involves two major steps. The first step consists of using image processing algorithms to detect and extract the eye features / face features. The second step consists of using those features to calculate the gaze direction / point-of-gaze. This thesis is concerned with the second step.

---

1 The term “eye-tracking” is often used to refer collectively to the measurement of eye movements and the determination of the gaze direction / point-of-gaze in space. In many cases, however, this term is simply used to refer to the detection and tracking of eyes in image sequences, without necessarily determining gaze.
There are several different approaches to remote video-based gaze estimation. Based on the features or set of features used, video-based gaze estimation methodologies can be divided into the four major classes described in Sections 1.1.1-1.1.4.

### 1.1.1 Appearance-based / view-based

In appearance-based / view-based methods, the features used to estimate the point-of-gaze are the intensity levels of all the pixels in a rectangular image region containing the eye. Essentially, the eye image regions are treated as points in a high-dimensional space (e.g., a 20 pixel by 20 pixel intensity image region is considered as a 400-component vector or a point in a 400-dimensional space). Two examples are described briefly. In [32], the intensity levels of all the pixels in the eye image region are used as inputs to an artificial neural network (ANN). The ANN is trained using 2000 sample eye images with their corresponding coordinates of the point-of-gaze on a computer screen. The average accuracy of the point-of-gaze estimates generated by the fully trained ANN is around 2° of visual angle (a better accuracy of about 1.5° is obtained when an “offset-table” that is manually created is used to correct for the larger errors in the point-of-gaze estimates). In [33], about 250 sample images (represented as points in a 4000-dimensional space) with their corresponding coordinates of the point-of-gaze on a computer screen are used to form an “appearance manifold” for each subject. Then, given a test image, the point-of-gaze is estimated by nearest-neighbor linear interpolation. An average accuracy of about 0.4° of visual angle is reported for 3 subjects.
A practical disadvantage of appearance-based / view-based methods is that they need to be trained for each subject (note that the training is taking into account subject-specific eye parameters such as the deviation of the visual axis from the optic axis of the eye). The preceding examples show that substantial subject cooperation is required for the collection of the sample data (eye images with their corresponding coordinates of the point-of-gaze) during the training phase. Furthermore, to properly tolerate head movements, sample data should be collected not only for a large number of points-of-gaze but also for many different head positions. This would require a significantly larger amount of sample data and even greater subject cooperation.

1.1.2 Pupil/iris centers combined with 3-D head pose estimation from facial features

A good example of this class of gaze estimation methods is provided in [15], [34], [35]. Facial features are tracked in images captured by two remote cameras in order to estimate the 3-D head pose (position and orientation) using stereo matching and 3-D reconstruction techniques. From the 3-D head pose, the 3-D position of the centers of the eyeballs can be inferred and, by combining this information with the estimated positions of the pupil centers or iris centers, the position and orientation of the eyes in 3-D space can be determined. This method requires the knowledge of a set of subject-specific eye parameters (radius of the eyeball, radius of the iris), which are obtained through a personal calibration procedure [35]. Ideally, this methodology would reconstruct the optic axes of the eyes in 3-D space. The subject-specific deviation of the visual axis from the optic axis of the eye is not explicitly modeled. The point-of-gaze estimates are approximated either as the intersection of the estimated optic axes of both eyes or as the intersection of a “gaze line” with the scene. This approximate “gaze line” goes through the midpoint between the eyes (cyclopean eye) and its direction is the average of the estimated directions of the optic axes of both eyes. A point-of-gaze estimation accuracy of about 3º of visual angle is reported in [35]. This limited accuracy can be attributed to two main reasons: not modeling the deviation of the visual axis from the optic axis of the eye and the limited image resolution of the pupil or iris since wide field-of-view cameras are used to capture full-face images.

Methodologies that use a single camera to track facial features to estimate the 3-D head pose, and determine the position and orientation of the eyes in 3-D space using the pupil/iris centers, have also been proposed [36], [37]. However, the 3-D head pose determination using a single camera
tends to be less accurate and so is the determination of the point-of-gaze (comments in [15], [34], [35]; results in [37]).

The work described in [15], [34], [35] led to a commercial system [38]. This commercial system can provide a better accuracy of about 1° of visual angle after each subject completes a personal calibration procedure in which (s)he is required to fixate multiple known target points in the scene. Another commercial system that follows a similar approach in one of its operating modes is [39].

This class of gaze estimation methods is, probably, the most suitable for driving research/safety applications in which the driver’s focus of attention (e.g., front, rear-view mirrors, dashboard, etc.) is to be monitored.

1.1.3 Limbus image back-projection

Point-of-gaze estimation methods based on the back-projection of the image of the limbus (iris-sclera boundary) captured by a single camera are described in [40]-[42]. The general idea can be summarized as follows. The limbus can be modeled as a circle. The image of the limbus on the camera image plane is an ellipse (perspective projection of a circle). The shape of the ellipse (ratio between major and minor axes, orientation of the major axis) is a function of the orientation of the plane of the limbus with respect to the camera, while the size of the ellipse is a function of the limbus radius and the distance between the limbus and the camera. Therefore, if the radius of the limbus is known, the image of the limbus can be back-projected to space and the 3-D position of the limbus center and the 3-D orientation of the normal to the plane of the limbus can be reconstructed. The back-projection of the image of the limbus yields, in general, two possible solutions for the position of the limbus center and the orientation of the limbus plane. Nevertheless, by using appropriate geometrical/anatomical constraints the spurious solution can be discarded. In this way, these methods essentially reconstruct the optic axis of the eye in 3-D space.

One limitation of these methods is that the accuracy degrades significantly when the camera has a (close to) fronto-parallel view of the limbus [40]-[42]. This is because, when the angle between the optic axis of the eye and the optic axis of the camera is small, the shape of the limbus image is very close to a circle and the sensitivity of the change of the limbus image shape with respect
to eye orientation is significantly reduced. Another key issue with these methods is that, in
general, the top part and/or the bottom part of the iris are occluded by the eyelids and only the
lateral edges between the iris and the sclera can be used to fit an ellipse and apply the
methodology described in the previous paragraph. In order to be able to fit an ellipse reliably in
such conditions, a high-resolution image of the iris is required. This issue has been addressed by
using two remote cameras: a “head-pose” camera that has a wide field-of-view, somewhat larger
than the whole face, and a “gaze” camera mounted on a motorized pan and tilt unit that has a
narrow field-of-view and takes zoom-in images of both eyes [40] or only one eye [41], [42]. The
“head-pose” camera is used to track facial features and estimate the 3-D head pose. The
information about the head pose is used to aim the “gaze” camera at the eye(s).

In order to reconstruct the optic axis of the eye, the radius of the limbus has to be calibrated for
each subject. To estimate the point-of-gaze, the deviation between the visual and optic axes of
the eye must be also calibrated for each subject. Although the need for calibration is briefly
acknowledged in [40]-[42], the calibration procedure is not described. To obtain those eye
parameters, a calibration procedure in which the subject has to fixate at least two known target
points should be performed. Two calibration points is the theoretical minimum and more points
should be used in practice to obtain a reasonably robust calibration.

Point-of-gaze estimation errors of 1° of visual angle or less are reported in [40]-[42] (presumably
after personal calibration, and as long as (close to) fronto-parallel views of the eye are avoided).

1.1.4 Pupil and corneal reflections

The pupil and corneal reflections have been used for gaze estimation for over 45 years [43]. They
are, in fact, the most commonly used eye features in commercial remote gaze estimation systems
(e.g., [39], [44]-[47], among many others). The corneal reflections (first Purkinje images, glints)
are virtual images of near-infrared light sources that illuminate the eye. These virtual images are
formed by reflection on the front surface of the cornea, which acts as a convex mirror. The
corneal reflections appear as bright spots as shown in Fig. 1.2. The main reason to use near-
infrared illumination is that it is invisible to the human eye.
The appearance of the pupil depends on the location of the illumination source(s) relative to the video camera. When there is a near-infrared illumination source on the optic axis of the camera (“on-axis illumination”)
2 or very close to it, the light that enters the eye is reflected on the retina back to the camera, making the pupil appear brighter than the surrounding iris. This is called the “bright pupil effect” (Fig. 1.3(a)), which is similar to the “red eye effect” that is observed in photographs taken with a flash. The intensity of the bright pupil is highly dependent on the pupil diameter [48] since the energy of the light that reaches the retina is proportional to the square of

---

2 Most commonly, this is achieved by using a near-infrared light emitting diode (NIR LED) located on the optic axis of the camera, in front of and very close to the lens of the camera, or using a ring of NIR LEDs around the lens of the camera.
the pupil diameter. For this reason, when the pupil diameter is small (less than 4 mm) the contrast between the bright pupil and the iris is poor, making the extraction of the pupil from the eye image very difficult or impossible. Consequently, systems that use the bright pupil effect have to be used in dim ambient light conditions [23], [49]. The intensity of the bright pupil also depends on the gaze direction with respect to the camera/illumination [48], [50] since the reflectivity of the retina is not uniform. In addition, the intensity of the bright pupil varies with the ethnicity of the subjects [48]. Experience has shown that in about 5 to 10 % of the population the near-infrared reflectivity of the retina is not enough for the bright pupil effect to work properly [23], [51].

When the near-infrared illumination is away from the optic axis of the camera ("off-axis illumination"), the pupil appears as a dark circle against the surrounding iris since the light reflected by the retina is not collected back by the camera. This is called the "dark pupil effect" (Fig. 1.3(b) –see also Fig. 1.2), which is not affected by the pupil diameter and therefore it can be used in a larger variety of applications and environments.

The brightest spots in the images are corneal reflections. (Courtesy of Prof. Carlos H. Morimoto.)

The combination of the bright pupil and dark pupil effects has been proposed to improve the detection of the pupil. In the method described in [52]-[55], on-axis illumination (bright pupil) is used for every other video field/frame and off-axis illumination (dark pupil) is used for the rest of the video fields/frames. The difference between consecutive bright and dark pupil images ("bright-dark pupil difference method") removes (or minimizes) the effect of ambient infrared illumination and emphasizes the pupil against the background, thereby improving the detection of the pupil and the extraction of the pupil-iris boundary. A drawback of this technique is that it
can result in pupil extraction errors when the eye moves between consecutive video fields/frames. Methods that, at the cost of increased system complexity, overcome this problem by obtaining bright and dark pupil images simultaneously are described in [51] and [56].

The imaging system described in [51] uses a dual camera system with an illumination source consisting of a ring of LEDs around the common collection aperture. In the ring of LEDs, the inner LEDs have a nominal wavelength of 850 nm and the outer LEDs have a nominal wavelength of 950 nm. The dual camera system consists of two synchronized charge-coupled device (CCD) cameras with 850 nm and 950 nm optical filters and a di-chromic beam splitter. The 850 nm image has bright pupils while the 950 nm images have dark pupils. The difference between these two simultaneously captured images emphasizes the pupil against the background.

The system described in [56] is even more complex as it is meant to improve the detection of not only the pupil but also the corneal reflection. That system uses simultaneous polarized off-axis illumination of nominal wavelength of 850 nm ($\lambda_1$) and on-axis illumination of nominal wavelength of 950 nm ($\lambda_2$), together with a specially designed camera with 3 CCD image sensors. Using an appropriate optical construct, light at wavelength $\lambda_2$ is directed to CCD3 while light at wavelength $\lambda_1$ is split between CCD1 and CCD2. Part of the light at wavelength $\lambda_1$ enters CCD1 through a polarizer (perpendicular to the polarizer used for the illumination) while the other part enters CCD2 directly. As a result, CCD1 captures a dark pupil image without corneal reflections, CCD2 captures a dark pupil image with the corneal reflection due to the off-axis illumination, and CCD3 captures a bright pupil image with the corneal reflection due to the on-axis illumination. The difference between the images from CCD3 and CCD1 emphasizes the pupil against the background, while the difference between the images from CCD2 and CCD1 isolates the corneal reflection produced by the off-axis illumination.

Beyond the appearance of the pupil and the extraction of the pupil and corneal reflection(s), there is a large variety of gaze estimation methodologies that use these eye features. The different methodologies can be grouped into three major classes according to the way in which the pupil and corneal reflections are used to estimate gaze. These major methodology classes are described in Sections 1.1.4.1-1.1.4.3.
1.1.4.1 “Cross-ratios” methodologies

The “cross-ratios” method for point-of-gaze estimation was originally presented in [57] as tolerating natural head movements and not requiring a personal calibration procedure, among other desired attributes. The work in [57] proposes a mapping of the pupil center in an eye image to a corresponding point-of-gaze estimate in a plane by exploiting the invariance of cross-ratios in projective geometry. To estimate the point-of-gaze in a plane, four light sources are placed in that plane and the subject’s eye is imaged using a video camera. Fig. 1.4(a) shows a typical system setup in which the four light sources (l₁, l₂, l₃, l₄) are placed around a computer screen (the scene plane) upon which the point-of-gaze is estimated (ĝ), and the camera is placed under the screen. Fig. 1.4(b) shows an image of the eye as captured by the camera, in which the four corneal reflections (u₁, u₂, u₃, u₄) and the pupil center, uₚ, are identified. The work in [57] suggests that the cross-ratios formed by features in the scene plane (l₁, l₂, l₃, l₄, ĝ) are equal to the cross-ratios formed by the corresponding features in the camera’s imaging plane (u₁, u₂, u₃, u₄, uₚ). In other words, it suggests that the coordinates of the four corneal reflections (u₁, u₂, u₃, u₄) are related to the coordinates of the four light sources (l₁, l₂, l₃, l₄) by a projective transformation, and that the coordinates of the pupil center, uₚ, are related to the coordinates of the point-of-gaze by the same projective transformation. However, this is incorrect, resulting in very large point-of-gaze estimation bias for some subjects [58]-[62]³. A detailed study of the main sources of the point-of-gaze estimation bias of the cross-ratios method is presented in [61], [62].

In order to reduce the estimation bias, error compensation techniques using a personal calibration procedure in which the subject has to fixate multiple known target points have been proposed [58]-[60]. With the error compensation techniques presented in [59] and [60], point-of-gaze estimation accuracies of about 1° of visual angle can be obtained under small head movements (an analytical justification of the empirically derived error compensation technique presented in [59] is provided in [62]). Under larger head movements the performance degrades gradually, mainly as the distance between the eye and the system changes with respect to the eye-system distance at which the personal calibration procedure was carried out.

³ References [60]-[62] present work done in collaboration with other students in our research lab.

The systems described in [57]-[59] have a fifth, on-axis light source in order to use the bright-dark pupil difference method described in [52]-[55] (see beginning of Section 1.1.4). The system described in [60]-[62] uses the dark pupil effect.
Another limitation of the cross-ratios method is that it requires the simultaneous formation of four corneal reflections for the estimation of the point-of-gaze. This is not always possible as one or more of the reflections of the light sources can fall on the sclera rather than on the cornea when subjects gaze at the periphery of the screen, unless the distance between the eye and the system is large relative to the computer screen size (e.g., for a 19” screen, the distance between the eye and the system has to be about 1 m [60]-[62]). This physical constraint limits the utility of the cross-ratios method.

Fig. 1.4: Cross-ratios method. (a) System setup with four light sources positioned around a computer screen, and a camera under the screen. (b) Image of the eye as captured by the camera, showing the four corneal reflections and the pupil center.

1.1.4.2 Corneal reflection-pupil center vector

This methodology class was predominant from the early 70’s to the late 90’s. Because of its importance in the field, it is described here in detail. First, pioneering work using the corneal reflection-pupil center vector is presented in Section 1.1.4.2.1 and used to explain the principles of operation of this methodology class. Next, the behavior of the corneal reflection-pupil center vector in the presence of head movements is discussed in Section 1.1.4.2.2. Finally, several subsequent works in this methodology class are described in Section 1.1.4.2.3.
1.1.4.2.1 Pioneering work - Principles of operation

Pioneering work on video-based remote gaze estimation using the pupil center and one corneal reflection that was done in the early 70’s is described in [49]. This was one of the first fully operational remote, non-contact gaze estimation systems and had an accuracy of about 1° of visual angle. In that system, a vidicon TV camera with a telephoto lens and a near-infrared filter was used to obtain images of one eye. The near-infrared illumination was designed so that the illumination axis was coincident with the optic axis of the camera (Fig. 1.5), resulting in a bright pupil. The field of view of the camera was just slightly larger than an eye in order to be able to estimate the centers of the pupil and the corneal reflection as accurately as possible. Two versions of the system were described: one that allowed for eye translation in a volume of one cubic inch and one that allowed for eye translation in a volume of one cubic foot. The cubic-foot version incorporated a two-axis moving mirror system to keep the eye within the field of view of the camera as the head moved, and a servo-controlled focusing lens to keep the image of the eye in focus on the camera sensor (Fig. 1.6). The autofocus lens system worked by determining the amount of blur of the pupil-iris edge.

Fig. 1.5: Optical system with illumination collinear with the optic axis of the camera used in the system from [49]. (© 1974 IEEE. Reproduced from [49] by permission.)
The basic gaze estimation principle can be described with the aid of Fig. 1.7. As explained before, the reflection of the illumination source on the front surface of the cornea results in the formation of a virtual image of the source referred to as corneal reflection. If the front surface of the cornea is assumed to behave as a convex spherical mirror and the illumination is collimated (at optical infinity [63]), the virtual image of the illumination source is located halfway between the center of curvature and the front surface of the cornea, in the line that is parallel to the illumination axis / optic axis of the camera and passes through the center of curvature of the cornea. The distance between the center of the pupil and that line is equal to the product of the distance from the center of the pupil to the center of curvature of the cornea \( K \) and the sine of the angle between the optic axis of the eye and the optic axis of the camera \( \theta \), as indicated in Fig. 1.7. In reality, due to the refraction at the cornea, the camera observes a virtual image of the pupil (entrance pupil) rather than the true pupil, and therefore, it is more appropriate to refer to the center of the entrance pupil and \( K \) should represent the distance from the center of the entrance pupil to the center of curvature of the cornea [64].
The image of the corneal reflection and the image of the pupil center in the camera image plane define a vector that is hereafter referred to as the corneal reflection-pupil center vector. The direction of this vector indicates the direction of eye rotation. The magnitude of the corneal reflection-pupil center vector is

\[ mK \sin \theta, \]  

(1.1)

where \( m \) is the image magnification, \( K \) is the distance from the center of the entrance pupil to the center of curvature of the cornea, and \( \theta \) is the angle between the optic axis of the eye and the optic axis of the camera. The parameter \( m \) depends on the optical characteristics of the imaging system and the distance between the eye and the camera. To a good approximation, \( m \) is inversely proportional to the distance between the eye and the camera (as the eye gets closer to the camera, the magnitude of the corneal reflection-pupil center vector increases even when the angle \( \theta \) stays constant). The parameter \( K \) varies from subject to subject.

To estimate the gaze direction relative to the optic axis of the camera, the angular deviation of the visual axis from the optic axis of the eye must be taken into account. To do this, the following equation is used in [49] (only equation in the article):
where \( X_{\text{REL}} \) and \( Y_{\text{REL}} \) are the components of the corneal reflection-pupil center vector, \( J_1 \) and \( J_2 \) are scale factors such that \( J_1 X_{\text{REL}} \) and \( J_2 Y_{\text{REL}} \) represent the orientation of the optic axis of the eye relative to the optic axis of the camera, \( X_0 \) and \( Y_0 \) account for the deviation of the visual axis from the optic axis of the eye, and \( \theta_x \) and \( \theta_y \) indicate the orientation of the visual axis of the eye (gaze direction) relative to the optic axis of the camera. This expression is only valid if the distance between the eye and the camera is constant or if the distance between the eye and the camera is measured (in this case, from the focusing distance of the autofocus lens system) and the terms \( J_1 X_{\text{REL}} \) and \( J_2 Y_{\text{REL}} \) are scaled accordingly (e.g., \( X_{\text{REL}} \) and \( Y_{\text{REL}} \) are normalized by the image magnification). In addition, (1.2) is a reasonable approximation only for angles up to 10-20°. To maintain accuracy for an extended angular range, a polynomial equation is used to compensate for errors due to modeling assumptions and approximations. The polynomial equation compensates not only for the approximation \( \sin \theta \approx \theta \) used in (1.2), but also for the lack of modeling of the refraction at the cornea (in strict terms, the distance from the center of the entrance pupil to the center of curvature of the cornea, \( K \), is a function of the orientation of the eye relative to the camera and the pupil diameter) and for corneal asphericity (deviation of the shape of real corneas from the ideal spherical shape – i.e., the cornea flattens towards the boundary with the sclera). The coefficients of (1.2) \((J_1, J_2, X_0 \text{ and } Y_0)\) and the coefficients of the polynomial equation are obtained through a personal calibration procedure in which the subject has to fixate a sequence of known target points (typically 28 points arranged in a 4 x 7 grid) for which \( \theta_x \) and \( \theta_y \) are known. The coefficients are optimized to minimize the root-mean-square (RMS) error between the estimated and the actual gaze directions (the coefficients of (1.2) would be optimized in a first stage and the coefficients of the polynomial equation would be optimized in a second stage).

To estimate the point-of-gaze in 3-D space with respect to a world coordinate system (WCS), the position of the eye and the gaze direction with respect to the WCS must be known. For the system in [49], the position of the eye with respect to the WCS can be determined as a function of the orientation of the mirrors that are used to keep the eye in the field of view of the camera when the head moves, and the distance between the eye and the camera that is obtained from the
autofocus system. The gaze direction with respect to the WCS can be determined as a function of
the gaze direction relative to the optic axis of the camera and the orientation of the mirrors (the
optic axis of the camera changes its direction at the mirrors). In summary, if the eye is allowed to
translate, the distance between the eye and the camera and the orientation of the tracking mirrors
must be taken into account to be able to estimate the point-of-gaze with respect to the WCS.
Even though this is recognized in [49], no equations are provided (note that the system described
in [49] was a commercial system).

1.1.4.2.2 Behavior of the corneal reflection-pupil center vector in the
presence of head movements

From the preceding presentation, it is clear that if the center of rotation of the eye is stationary
(e.g., the head does not move) and the system components are also stationary, then there exists a
one-to-one correspondence between the corneal reflection-pupil center vector and the point-of-
gaze on a planar surface such as a computer or projection screen since a change in the point-of-
gaze is obtained by eye rotation only. On the other hand, when the eye translates, the corneal
reflection-pupil center vector by itself does not provide enough information to determine the
point-of-gaze. In fact, there are infinite possible corneal reflection-pupil center vectors for a fixed
point-of-gaze, and infinite points-of-gaze can be associated with a given corneal reflection-pupil
center vector. To illustrate this, consider the following two examples in which the eye translates
along the optic axis of the camera. For the first example, suppose that the point-of-gaze is kept
constant at a certain distance from the optic axis of the camera. As the distance between the eye
and the camera changes, the gaze direction relative to the camera has to change accordingly to
maintain the point-of-gaze (e.g., as the distance between the eye and the camera decreases, the
angle between the optic axis of the eye and the optic axis of the camera has to increase). Therefore,
the magnitude of the corneal reflection-pupil center vector changes not only due to the
change of the camera magnification but also due to the change of the angle between the optic
axis of the eye and the optic axis of the camera (the magnitude of the corneal reflection-pupil
center vector for a constant point-of-gaze is roughly inversely proportional to the square of the
distance between the eye and the camera). This shows that there are infinite possible corneal
reflection-pupil center vectors for a fixed point-of-gaze. For the second example, it is easy to
understand that it is always possible to modify the point-of-gaze as the distance between the eye
and the camera changes in such a way that the corneal reflection-pupil center vector remains
constant. This shows that infinite points-of-gaze can be associated with a given corneal reflection-pupil center vector. Similar examples can be given for lateral eye translation. Of course, for the system described in [49], given the corneal reflection-pupil center vector, the distance between the eye and the camera and the orientation of the tracking mirrors, there is a unique possible point-of-gaze on a planar surface.

1.1.4.2.3 Subsequent works

It follows from the previous discussion that when the center of rotation of the eye and the system components are stationary, it is then possible to determine a function that maps the corneal reflection-pupil center vector to the point-of-gaze on a plane (2-D mapping function) [23], [28], [65]-[67]. These 2-D mapping functions are most commonly polynomial functions of the coordinates of the corneal reflection-pupil center vector (in [23] a linear function is suggested; in [28] and [66] a second-degree polynomial is used; in [65] both linear functions and second-degree polynomials are tested; in [67] polynomials of first to fourth degree are studied). The coefficients of the 2-D mapping function are obtained through a personal calibration procedure in which the subject has to fixate multiple known target points in the scene plane. Of course, if the eye translates relative to the position adopted during the calibration, large point-of-gaze estimation errors can occur unless translation is limited to a few millimeters or the coefficients of the 2-D mapping function are recalibrated. A quantification of the point-of-gaze estimation errors due to eye translation is provided in [28]. A technique that automatically readjusts the mapping function to compensate, to some extent, for lateral head movements, but does not compensate for changes in the distance between the eye and the camera, is presented in [65].

The system described in [68] represents an attempt to estimate the point-of-gaze on a computer screen in the presence of head movements using a mapping function. It uses a relatively narrow field-of-view camera (“gaze camera”) with a mirror galvanometer system, and a stereo pair of fixed wide field-of-view cameras with near-infrared ring light sources around their lenses. The wide field-of-view cameras are used to locate the eyes and determine the pan and tilt angles of the mirror galvanometer system to keep the eye being tracked within the field-of-view of the cameras.

---

4 The systems described in [23] and [65] use the bright pupil effect, the system described in [66] uses the bright-dark pupil difference method described in [52]-[55] (see beginning of Section 1.1.4), whereas [28] and [67] present simulation studies.
gaze camera as the head moves. The centers of the pupil and the two corneal reflections produced by the light sources mounted on the wide field-of-view cameras are extracted from the images captured by the gaze camera and used to estimate the point-of-gaze. The point-of-gaze is estimated using a third-degree polynomial function of the pan and tilt angles of the mirror galvanometer system, the distance between the two corneal reflections and the vector from the midpoint between the two corneal reflections to the pupil center. The coefficients of this polynomial function are obtained through a personal calibration procedure in which each subject is instructed to fixate a sequence of known target points on the computer screen (4 x 4 grid). For each target point, the subject has to maintain fixation while moving the head about slowly in all three dimensions. This requirement for the calibration can be as inconvenient as requiring the subject to maintain the head still. Although a median error of about 0.8° of visual angle is reported from experiments with three subjects, several point-of-gaze estimates with errors of as much as 8-9° of visual angle are observed in the graphs provided. It is difficult to know how much of these point-of-gaze estimation errors are due to errors in the extraction of the eye feature coordinates from the images and how much is due to modeling / methodology errors.

The recent study presented in [67] considers a variety of polynomial mapping functions using the corneal reflection-pupil center vector and variants of it. Variants include the use of the average of two corneal reflection-pupil center vectors obtained with two light sources and the normalization of this average corneal reflection-pupil center vector by the distance between the two corneal reflections. By normalizing the corneal reflection-pupil center vector by the distance between the two corneal reflections, the effect of the variation of the distance between the eye and the camera is reduced to some extent.

Systems that, similarly to [49], use some explicit information about the 3-D position of the eye to estimate the point-of-gaze have, in general, significantly better performance under head movements. Some examples are found in [18], [69]-[73]. In order to capture high resolution images of one eye while allowing for head movements, the systems described in [18], [69], [71] and [72] use a narrow field-of-view camera (gaze camera) mounted on a motorized pan and tilt unit, while the system described in [70] uses a fixed narrow field-of-view camera and a mirror mounted on a motorized pan and tilt unit.
The camera in the system described in [18] uses an autofocus lens system. A near-infrared light emitting diode (LED) is placed on the optic axis of the camera, in front of the lens, very close to the lens (bright pupil effect). The autofocus system uses an asymmetric aperture built into the camera lens, which causes the image of the corneal reflection to vary in size and orientation as the eye moves forward and backward. The magnitude of the corneal reflection blur provides information about how far out-of-focus the camera is, and the orientation of the corneal reflection image indicates whether the camera is focused too near or too far. The focusing distance of the autofocus lens system is used as an estimate of the distance between the eye and the camera. Note that equations are not provided in [18] and that these concepts are implemented in commercial systems [44].

The camera in the systems described in [69] and [70] uses a lens with motorized focus and zoom mechanisms. A near-infrared LED is placed on the optic axis of the camera, in front of the lens, very close to the lens (a second near-infrared LED is located off axis and is used for pupil detection only using the bright-dark pupil difference method described in [52]-[55] and summarized at the beginning of Section 1.1.4). An ultrasonic distance meter is used to measure the distance between the eye and the camera. The measurements from the ultrasonic distance meter are used to control the focus and zoom of the camera lens [74], and for the subsequent calculation of the point-of-gaze. By adjusting the zoom so that the image magnification (factor $m$ in (1.1)) stays constant, the magnitude of the corneal reflection-pupil center vector varies as a function of the orientation of the eye relative to the camera only, independently of the distance between the eye and the camera. An average error of about 0.7º of visual angle is reported in [69].

The systems described in [71] and [72] use an illumination source consisting of an array of near-infrared LED’s attached to the side of the gaze camera rather than on the optic axis of the camera (dark pupil effect). In [71] two additional fixed cameras with a wide field-of-view (larger than the whole face) are used to track both eyes and estimate the 3-D position of the pupil centers with respect to a WCS (attached to a computer display) using 3-D stereo matching / triangulation. In [72] only one additional fixed camera with a wide field-of-view is used to track both eyes and estimate the 3-D position of the pupil center of one of them. In this case, the calculation of the 3-D position of the pupil center assumes that the inter-ocular distance is known and that the line connecting both pupil centers is parallel to the scene plane [75]. In either case,
the estimated 3-D position of the pupil center of the eye being tracked is used to control the pan and tilt angles of the gaze camera, and for the subsequent calculation of the point-of-gaze. A point-of-gaze estimation accuracy of 0.4° of visual angle is reported in [72].

The system described in [73] uses two fixed cameras (stereo camera pair) with a relatively wide field-of-view. A ring light source is placed around the lens of each camera to mimic a light source located at the center of the lens (this system uses the bright-dark pupil difference method described in [52]-[55] and summarized at the beginning of Section 1.1.4). In one of the methodologies presented in this article, a 2-D mapping from a corneal reflection-pupil center vector extracted from one of the cameras to the point-of-gaze in a computer display is calibrated for a fixed head position. Using the pupil centers extracted from the eye images captured by both cameras, the 3-D position of the center of the entrance pupil (virtual image of the pupil) is obtained approximately through 3-D triangulation and used as input to a head motion compensation function.

The methodology from [71] and the methodology from [73] described in the previous paragraph are limited to the estimation of the point-of-gaze in a plane, and can therefore be classified as “2-D mapping methods with 3-D head motion compensation”. On the other hand, the methodologies from [69], [70] and [72] reconstruct the visual axis of the eye in 3-D space and therefore can estimate the point-of-gaze in a 3-D scene.

It is clear from the discussions in this section that the estimation of the point-of-gaze using the corneal reflection-pupil center vector in the presence of head movements is associated with a significant system complexity (i.e., one camera plus an autofocus lens system or an ultrasonic distance meter, or multiple cameras) while using a personal calibration procedure in which the subject is required to fixate a sequence of multiple known target points (typically, 9 or more points). The gaze estimation methodology class described in the next section represents a significant improvement in terms of system complexity and/or personal calibration requirements.

### 1.1.4.3 Direct model-based 3-D gaze reconstruction

Direct model-based 3-D gaze reconstruction methodologies use integrated mathematical models of the system and the eye to directly determine the position and orientation of the eye in space and, therefore, they can estimate the point-of-gaze in a 3-D scene while inherently tolerating
head movements. The mathematical models are based on the fundamental laws of geometrical optics (laws of reflection and refraction).

Although some preliminary ideas for direct model-based 3-D gaze reconstruction were suggested in [56] twenty years ago, the work in this methodology class that was available in the literature at the start of my Ph.D. program in May 2003 was limited [76]-[78].

The work in [76] had shown that using at least two cameras and at least two light sources it is theoretically possible to reconstruct the optic axis of the eye in 3-D space without knowing any subject-specific eye parameter. However, this work did not consider the fact that the point-of-gaze is located on the visual axis, which exhibits a subject-specific deviation from the optic axis of the eye, and did not provide experimental results. The simulation results included in [76] were limited to the quantification of the combined effect of errors in the estimation of the system parameters and errors in the estimation of the image coordinates of the eye features. These simulation results did not provide insight into the contribution of each source of error to the total error, the role of the system setup (relative positions of the cameras and light sources) in the methodology sensitivities, and the effect of the deviation of the shape of real corneas from the ideal spherical shape assumed in the model (corneal asphericity).

The work in [77] had shown the ability to estimate the point-of-gaze in the presence of head movements using one camera with an autofocus lens and one light source, after completing a personal calibration procedure in which the subject was required to fixate at least two target calibration points. Note that the focusing distance of the autofocus lens system was used as a parameter for the calculation of the point-of-gaze.

In my M.A.Sc. thesis [78], I had shown the ability to estimate the point-of-gaze in 3-D space in the presence of head movements using one fixed camera with a fixed lens and two light sources, using only the pupil and the corneal reflections extracted from the eye images. Similarly to the system described in [77], each subject had to complete a one-time personal calibration procedure in which (s)he was required to fixate multiple (at least two) target calibration points. The work in my M.A.Sc. thesis included a detailed analysis of the effects of errors in system parameters, errors in the estimation of the image coordinates of the eye features and corneal asphericity. A way to reduce the effect of corneal asphericity was also proposed and evaluated experimentally.
The state of the field at the start of my Ph.D. program, as described in the preceding paragraphs, led to the research goals summarized in the next section. During my Ph.D. program there was a significant growth in the amount of published work on direct model-based 3-D gaze reconstruction, with several research groups doing similar work simultaneously [73], [79]-[95]\(^5\) ([83]-[87] include work derived from my M.A.Sc. and/or Ph.D. programs). References to these works are provided when appropriate throughout the detailed discussions in this thesis. Through those discussions, the advantages of direct model-based 3-D gaze reconstruction methodologies will become clear.

1.2 Goals

Given the state-of-the-art at the start of my Ph.D. program, the general goal of this thesis was set to develop accurate, remote, non-contact gaze estimation methodologies that tolerate natural head movements and require minimal subject cooperation to enable applications that were very difficult or impossible to carry out with previously available gaze estimation technologies. Towards this end, a series of more specific goals were set:

- The first goal was to develop a general mathematical model for gaze estimation systems that use the pupil and one or more corneal reflections extracted from images captured by one or more video cameras.

- The second goal was to create a simulation framework based on the general model that would serve as an essential tool to quantify model sensitivities and optimize system setups.

- The third goal was to use the general model to carry out a detailed analytical study of the point-of-gaze estimation problem for the full range of possible system configurations, from the simplest, that includes one camera and one light source, to the most complex, that include multiple cameras and multiple light sources. The purpose of this analysis was to provide fundamental insight into the limitations and potential of each configuration, including the

\(^5\)The systems described in [77], [78], [80]-[88], [90]-[92] and [94] use the dark pupil effect, the system described in [79] uses the bright pupil effect, the systems described in [73], [89] and [95] use the bright-dark pupil difference method described in [52]-[55] (see beginning of Section 1.1.4), whereas [76] and [93] are simulation works.
personal calibration requirements. For each system configuration, different methods to calculate the point-of-gaze in 3-D space from the principles of geometrical optics represented by the general model would be considered since different methods could exhibit significantly different performances in non-ideal conditions (e.g., noise in the image coordinates of the eye features, corneal asphericity, errors in system parameters).

The analysis of the different system configurations would confirm that two cameras and two light sources is the simplest system configuration that can be used to reconstruct the optic axis of the eye in 3-D space from the pupil and corneal reflections without knowing any subject-specific eye parameter [76]. This analysis would also indicate that in order to estimate the point-of-gaze, which is located on the visual axis, a single-point personal calibration procedure would be needed to determine the angular deviation between the optic and visual axes.

- The fourth goal was then to use the simulation framework to evaluate the expected performance of different methods for point-of-gaze estimation using two cameras and at least two light sources as a function of the system setup (relative positions of the cameras and light sources, number of light sources). This simulation study would consider the effects of errors in the estimation of the image coordinates of the eye features, errors in the estimation of the system parameters and corneal asphericity. The results from this study would provide guidelines for optimal system implementation.

- The fifth goal was to implement a prototype system based on the guidelines from the simulation study to verify the concepts developed in this thesis. The prototype system would be tested with both adults and infants. The results with adults would provide an estimate of the expected system accuracy, while the results with infants would demonstrate the ability of a system that is based on the proposed methodologies to monitor infants’ visual scanning behavior.

1.3 Organization of this thesis

Chapter 2 presents a detailed mathematical model for video-based gaze estimation systems that use the pupil and one or more corneal reflections extracted from images captured by one or more
video cameras. This mathematical model is based on the principles of geometrical optics (laws of reflection and refraction). Given the geometrical setup of a gaze estimation system (position of light sources, camera parameters), the mathematical model relates the position and orientation of the eye (or the position of the eye and the point-of-gaze) in 3-D space with the images of the pupil and corneal reflections captured by the camera(s). The mathematical model is used not only to estimate gaze in 3-D space but also as the basis of a simulation framework to generate synthetic eye feature data. The generation of synthetic eye feature data consists of determining the pupil boundary, the pupil center and the centers of the corneal reflections (eye features) in the images captured by the camera(s), given a set of eye parameters, the system parameters (position of the light sources, camera parameters) and the 3-D positions of the center of the eyeball and the point-of-gaze. The simulation framework is an invaluable tool that supports studies of the sensitivity of the estimation of the point-of-gaze to several different types of error such as errors in the estimation of the coordinates of the eye features in each image of the eye, the deviation of the actual corneal shape from the ideal spherical shape assumed for the estimation of the point-of-gaze (corneal asphericity), and errors in the system parameters. In order to study the effect of corneal asphericity, an ellipsoidal corneal model is developed in detail.

Chapter 3 provides a detailed analysis of the point-of-gaze estimation problem using a spherical corneal model. The analysis covers the full range of possible system configurations, from the simplest, that includes one camera and one light source, to the most complex, that include multiple cameras and multiple light sources. This analysis provides fundamental insight into the limitations and potential of each configuration, including the personal calibration requirements.

For each system configuration there is more than one way to calculate the point-of-gaze from the principles of geometrical optics. This is because there is more than one way to express the principles of geometrical optics as equations, and for a given system of nonlinear equations there is often more than one way of solving them. Most importantly, each way of calculating the point-of-gaze can exhibit a significantly different performance in non-ideal conditions (e.g., noise in the image coordinates of the eye features, corneal asphericity, errors in system parameters).

Although the analysis from Chapter 3 is rather lengthy, it is probably the most complete analysis of the problem of estimating the point-of-gaze from the pupil and corneal reflections available to date (an earlier version of this work can be found in [84]). It includes concepts developed
throughout my M.A.Sc. and Ph.D. programs as well as concepts published by other researchers between 2000 and 2008. In particular, the analysis from Chapter 3 shows that by using at least two cameras and at least two light sources it is possible to reconstruct the optic axis of the eye in 3-D space, and therefore measure relative eye movements, without the need for personal calibration. The visual axis and the point-of-gaze in 3-D space can be estimated after completing a one-time personal calibration procedure in which the subject is required to fixate only one known target calibration point. Because of its theoretical and practical interest, the remainder of the thesis focuses on the point-of-gaze estimation problem using a spherical corneal model with two cameras and two or more light sources.

Chapter 4 describes a detailed simulation study of different methods to estimate the point-of-gaze using two cameras and two or more light sources. The sensitivity of the point-of-gaze estimates to several sources of errors (noise in the image coordinates of the eye features, corneal asphericity, errors in system parameters) is evaluated for the different methods and for different system setups (number of light sources, relative positions of the cameras and light sources). The understanding of the sensitivities of the different methods and the role of the geometrical system setup is essential for a successful system implementation. No other study of this nature and magnitude is currently available in the literature.

Chapter 5 presents a series of preliminary, proof-of-concept experiments carried out with adults and infants using a prototype system that uses two cameras and four light sources to estimate the point-of-gaze on a computer screen. The prototype system tolerates moderate head movements, which are only limited by the field of view and depth of field of the cameras used. The experimental results with adults, obtained with a system setup that follows the guidelines for system implementation derived from the simulation study from Chapter 4, show that using the proposed methodologies it is possible to estimate the point-of-gaze with an accuracy of 0.4–0.6º of visual angle after completing a single-point personal calibration procedure. Such point-of-gaze estimation accuracy is comparable to the best commercially available systems, which require multiple-point personal calibration procedures. Furthermore, to the best of my knowledge, the point-of-gaze estimation accuracy obtained with the prototype system is better than that of any other working systems described in the literature that use a single-point personal calibration procedure. The experimental results with infants demonstrate the ability of a system that requires a single-point calibration procedure to estimate infants’ point-of-gaze. The ability to monitor
infants’ visual scanning behavior can enable many applications that currently rely on subjective measurements performed by trained human observers and are very difficult or impossible to carry out with systems that require multiple-point personal calibration procedures. Some examples of applications with infants are the study of the development and the objective assessment of functions of the visual and oculomotor systems of preverbal infants, the objective determination of attention allocation, and the study of cognitive development.

Chapter 6 summarizes the contributions of this work and outlines some possible future work directions.
2.1 Introduction

This chapter presents a detailed mathematical model for video-based gaze estimation systems that use the pupil and one or more corneal reflections extracted from images captured by one or more video cameras. The corneal reflections (first Purkinje images, glints) are virtual images of light sources (usually infrared) that illuminate the eye (Fig. 1.2). These virtual images are created by reflection on the front surface of the cornea, which acts as a convex mirror. Given the geometrical setup of a gaze estimation system (position of light sources, camera parameters), the mathematical model relates the position and orientation of the eye (or the position of the eye and the point-of-gaze) in 3-D space with the images of the pupil and corneal reflections captured by the camera(s). In order to derive this mathematical model, models of the eye and the system components (cameras, light sources) are developed first and then they are integrated into a single model based on the laws of reflection and refraction.

2.2 Eye model

The eye is a complex optical system (Fig. 1.1). Before reaching the retina, light is refracted several times as it travels through the cornea, the aqueous humor, the lens and the vitreous humor. Refraction occurs at each optical interface, i.e., where there is a change in index of refraction: the front surface of the cornea (air-cornea interface), the back surface of the cornea (cornea-aqueous humor interface), the front surface of the lens (aqueous humor-lens interface) and the back surface of the lens (lens-vitreous humor interface). The cornea is a very powerful refractive surface, accounting for about 60-75 % of the total refractive power of the eye. The lens has the ability to change its shape and, therefore, its refractive power, in order to focus images on the retina (accommodation). The shape of the lens is changed through relaxation and contraction of the ciliary muscles (Fig. 1.1).
Before reaching the lens, light passes through the pupil. The pupil is the opening at the center of the iris, which acts as a diaphragm that controls the amount of light reaching the retina. The diameter of the pupil is controlled by the smooth muscle fibers in the iris in response to changes in light intensity, as well as other physiological factors, psychological factors and certain drugs. In addition to controlling the amount of light reaching the retina, the pupil has an important role in image quality: as the pupil size is decreased, the depth of field is increased and the effect of spherical aberration is reduced.

Since the eye is a compound optical system (cornea and lens), it has two nodal points (Fig. 2.1). The nodal points are points on the optic axis of the optical system such that if a ray is directed towards one of them, the ray will emerge on the other side of the optical system parallel to its entering direction and seeming to be emerging from the other nodal point (i.e., if the extension of the entering ray passes through one nodal point, the extension of the emerging ray passes through the other nodal point, parallel to the entering ray).

![Fig. 2.1: Optic axis, visual axis and nodal points of the eye (right eye as viewed from above). (Adapted from [90].)](image)

When a person with normal vision examines an object, his/her eyes are oriented in such a way that the image of the object falls at the center of the fovea of each eye. The fovea is the region of highest acuity of the retina corresponding to 0.6-1° of visual angle [27], and is displaced relative to the point of intersection of the optic axis and the retina (back pole of the eye). From the definition of the nodal points it follows that the line joining the point that the person is looking at (the point-of-gaze) with the front nodal point of the eye ($n$) will be parallel to the line joining the
rear nodal point (n′) and the center of the fovea (Fig. 2.1). The segment from the center of the fovea to the rear nodal point, and the line from the front nodal point to the point-of-gaze constitute the visual axis (Fig. 2.1) [96], [97]. Since the two nodal points of the eye are only 0.3 mm apart [27], for the sake of simplicity, they will be considered as a single nodal point (this is a common assumption in the gaze estimation literature –e.g., [27], [29], [61], [62], [64], [77]-[95]). With this simplification, the visual axis can be defined simply as the line passing through the center of the fovea and the nodal point of the eye. The point-of-gaze can then be defined as the intersection of the visual axis with the 3-D scene, or alternatively, as the intersection of the visual axes of both eyes.

For the gaze estimation problem, the elements that are relevant are the optic axis, the visual axis, the cornea and the pupil. In order to model these elements, an eye coordinate system that is rigidly attached to the eye is defined first.

2.2.1 Eye coordinate system (ECS)

The Eye Coordinate System (ECS) is a right-handed 3-D Cartesian coordinate system whose axes are represented by \( x_{\text{eye}}, y_{\text{eye}}, z_{\text{eye}} \). The origin of the ECS is defined at the center of the eyeball and the \( z_{\text{eye}} \)-axis is coincident with the optic axis of the eye, pointing forward (Fig. 2.2). The \( x_{\text{eye}} \)-axis and \( y_{\text{eye}} \)-axis are defined such that, when the eye is in the primary position, the \( x_{\text{eye}} \)-axis is horizontal and the \( y_{\text{eye}} \)-axis points up. The primary position can be defined as the position of the eyes in the skull when the head is in a natural erect position and the visual axis is horizontal and perpendicular to the line connecting the centers of rotation of both eyes [96] (another definition is provided later in Appendix A, Section A.1).

Since there is no single point in the eye that remains stationary with respect to the skull as the eye rotates [96], [97], it is therefore not possible to define a center of rotation in strict sense. It is only possible to define an instantaneous center of rotation, which moves relative to the eye as the eye rotates [96], [97]. To avoid this complication, for the purpose of defining the orientation of the eye in space (Appendix A), it is assumed that the center of rotation of the eye is fixed and coincident with the geometrical center of the eyeball. It should be noted, however, that the gaze estimation methodologies presented in this thesis do not make any assumption about the position or behavior of the center of rotation of the eye.
2.2.2 Visual axis

The visual axis intersects the optic axis at the nodal point of the eye, \( n \), which is located at a distance \( D_N \) from the center of the eyeball, \( d \) (Fig. 2.2). The deviation of the visual axis with respect to the optic axis of the eye can be described in the ECS by the horizontal and vertical angles \( \alpha_{\text{eye}} \) and \( \beta_{\text{eye}} \), respectively, as shown in Fig. 2.2. From this figure, it follows that the unit vector in the direction of the visual axis with respect to the ECS can be expressed as

\[
\mathbf{v}_{\text{ECS}} \equiv \mathbf{v}_{\text{ECS}}(\alpha_{\text{eye}}, \beta_{\text{eye}}) = \begin{bmatrix}
-\sin \alpha_{\text{eye}} \cos \beta_{\text{eye}} \\
\sin \beta_{\text{eye}} \\
\cos \alpha_{\text{eye}} \cos \beta_{\text{eye}}
\end{bmatrix}.
\] (2.1)

In a typical adult human eye, the fovea falls about 4-5º temporally and about 1.5º below the point of intersection of the optic axis and the retina (back pole of the eye) [98]. It then follows that with the definition of \( \alpha_{\text{eye}} \) and \( \beta_{\text{eye}} \) from Fig. 2.2, \( \alpha_{\text{eye}} < 0 \) for the right eye, \( \alpha_{\text{eye}} > 0 \) for the left eye, and \( \beta_{\text{eye}} > 0 \) for both eyes (\( \alpha_{\text{eye, right}} = -5º, \alpha_{\text{eye, left}} = 5º, \) and \( \beta_{\text{eye}} = 1.5º \) are assumed as typical values).

![Fig. 2.2: Visual axis in the ECS. (Diagram is not to scale.)](image)
2.2.3 Corneal model

In general terms, the front surface of the cornea can be described in the ECS by an implicit equation of the form

\[ C_{ECS}(x_{eye}, y_{eye}, z_{eye}) = 0, \]  

(2.2)

where \( C_{ECS}(x_{eye}, y_{eye}, z_{eye}) \) is a smooth function in the region of interest, i.e., \( \nabla C_{ECS}(x_{eye}, y_{eye}, z_{eye}) \) is a continuous function in the region of interest.

The simplest model of the front surface of the cornea is the spherical model, which has been the most common model in the gaze estimation literature (e.g., [27], [29], [30], [61], [62], [71], [73], [76]-[78], [80]-[95]). Next in the scale of complexity is the ellipsoidal model [79], [99]-[102], which includes the spherical model as a particular case. Other more general models (e.g., ellipsotoric [102], polynomial [78], [100]) have been proposed, but only the spherical and ellipsoidal models will be discussed here.

2.2.3.1 Spherical corneal model

In the spherical corneal model, the front surface of the cornea is modeled as a spherical section of radius \( R \) whose center is located at a point \( c \) (center of curvature of the cornea) in the optic axis of the eye. The center of curvature of the cornea is at a distance \( D_C \) from the center of the eyeball, \( d \). The normal to the spherical corneal surface, which is essential for the application of the laws of reflection and refraction, has the property of always going through the center of curvature of the cornea, \( c \).

Since the nodal point of the eye, \( n \), remains within 1 mm of the center curvature of the cornea, \( c \), for different degrees of eye accommodation [27], for the sake of simplicity, it is assumed hereafter that the nodal point is coincident with the center of corneal curvature, i.e., \( n \equiv c \), and, therefore \( D_N \equiv D_C \equiv D \). This is another common assumption in the gaze estimation literature (e.g., [61], [62], [73], [77], [78], [80]-[95]).
2.2.3.2 Ellipsoidal corneal model

In the ellipsoidal corneal model, the front surface of the cornea is modeled as a section of an ellipsoid that has one of its axes coincident with the optic axis of the eye. Towards deriving the analytical expression for this model, the planar case will be considered first, which is equivalent to considering a transversal section containing the optic axis of the eye. This transversal section can be expressed as

\[
\frac{(z_{\text{eye}} - A)^2}{a^2} + \frac{\tau^2}{b^2} = 1 .
\]  

(2.3)

It is convenient to express the parameters \(a\), \(b\), and \(A\) as functions of anatomical eye parameters such as the radius of curvature at the apex of the cornea \((\tau = 0)\), \(R_0\), the radius of curvature of the cornea at a distance \(\tau = \tau^*\) from the optic axis, \(R_{\tau^*}\), and the distance between the apex of the cornea and the center of the eyeball, \(D_{\text{apex}}\). Following the outline from Appendix B, it can then be shown that

\[
b = \frac{R_0 \tau^*}{\sqrt{R_0^2 + \tau^*^2 - \lambda R_0^4 R_{\tau^*}^2}} ,
\]

(2.4)

\[
a = \frac{b^2}{R_0} ,
\]

(2.5)

\[
A = D_{\text{apex}} - a .
\]

(2.6)

If \(\tau^2 = x_{\text{eye}}^2 + y_{\text{eye}}^2\) in (2.3), an ellipsoid of revolution is obtained (i.e., the cross-sections of the corneal surface perpendicular to the optic axis are circles). However, a more general model can be obtained if \(\tau^2 = \gamma_1 x_{\text{eye}}^2 + \gamma_2 x_{\text{eye}} y_{\text{eye}} + \gamma_3 y_{\text{eye}}^2\) so that the cross-sections of the corneal surface perpendicular to the optic axis are elliptical, allowing for the modeling of corneal astigmatism. The coefficients \(\gamma_1\), \(\gamma_2\) and \(\gamma_3\) can be expressed as functions of the ratio of the lengths of the major axis to the minor axis and the orientation of the major axis of those elliptical cross-sections. Towards this end, consider the following equation of an ellipse whose axes are coincident with some orthogonal coordinate axes \(x_o\) and \(y_o\):
\[
\frac{x_{cs}^2}{a_{cs}^2} + \frac{y_{cs}^2}{b_{cs}^2} = 1 \tag{2.7}
\]

subject to the constraint

\[
a_{cs}b_{cs} = 1 \tag{2.8}
\]

so that the area remains constant regardless of the values of \(a_{cs}\) and \(b_{cs}\) (the area is the same as that of a circle of unit radius). Let \(a_{cs}\) be the half-length of the major axis and \(b_{cs}\) be the half-length of the minor axis. The ratio of the lengths of the major axis to the minor axis is then represented by

\[
\xi = \frac{a_{cs}}{b_{cs}}, \quad \xi \geq 1. \tag{2.9}
\]

After solving (2.8) and (2.9) for \(a_{cs}\) and \(b_{cs}\), (2.7) can be rewritten as

\[
\frac{1}{\xi} x_{cs}^2 + \xi y_{cs}^2 = 1. \tag{2.10}
\]

Next, consider a rotation of the \(x_{cs}\)- and \(y_{cs}\)-axes relative to the \(x_{eye}\)- and \(y_{eye}\)-axes by an angle \(\delta\) as shown in Fig. 2.3. This angle \(\delta\) represents the orientation of the major axis of the ellipse with respect to the \(x_{eye}\)-axis. The \(x_{cs}\)- and \(y_{cs}\)-axes are related to the \(x_{eye}\)- and \(y_{eye}\)-axes by

\[
x_{o} = x_{eye} \cos \delta + y_{eye} \sin \delta
\]

\[
y_{o} = y_{eye} \cos \delta - x_{eye} \sin \delta. \tag{2.11}
\]

Substituting (2.11) into (2.10), an equation of the form

\[
\gamma_1 x_{eye}^2 + \gamma_2 x_{eye} y_{eye} + \gamma_3 y_{eye}^2 = 1 \tag{2.12}
\]

is obtained, where

\[
\gamma_1 = \frac{\cos^2 \delta}{\xi} + \xi \sin^2 \delta, \tag{2.13}
\]
\[
\gamma_2 = 2 \cos \delta \sin \delta \left( \frac{1}{\xi} - \xi \right), 
\] (2.14)

\[
\gamma_3 = \sin^2 \delta + \xi \cos^2 \delta. 
\] (2.15)

Substituting \( \tau^2 = \gamma_1 x_{\text{eye}}^2 + \gamma_2 x_{\text{eye}} y_{\text{eye}} + \gamma_3 y_{\text{eye}}^2 \) into (2.3), the ellipsoidal corneal model can be expressed with respect to the ECS as

\[
C_{\text{ECS}}(x_{\text{eye}}, y_{\text{eye}}, z_{\text{eye}}) = \frac{(z_{\text{eye}} - A)^2}{a^2} + \frac{\gamma_1 x_{\text{eye}}^2 + \gamma_2 x_{\text{eye}} y_{\text{eye}} + \gamma_3 y_{\text{eye}}^2}{b^2} - 1 = 0, 
\] (2.16)

and the normal to the corneal surface is then given by

\[
\nabla C_{\text{ECS}}(x_{\text{eye}}, y_{\text{eye}}, z_{\text{eye}}) = \begin{bmatrix}
2\gamma_1 x_{\text{eye}} + \gamma_2 y_{\text{eye}} \\
\gamma_2 x_{\text{eye}} + 2\gamma_3 y_{\text{eye}} \\
2(z_{\text{eye}} - A)
\end{bmatrix}, 
\] (2.17)
where $a$, $b$, and $A$ are given by (2.4)-(2.6), respectively, and $\gamma_1$, $\gamma_2$ and $\gamma_3$ are given by (2.13)-(2.15).

### 2.2.4 Pupil model

The pupil is modeled as a circular opening with radius $r_{\text{pupil}}$, whose center is located at a point $p$ (pupil center) on the optic axis of the eye, and such that the plane of the pupil is perpendicular to the optic axis of the eye (Fig. 2.4). The plane of the pupil is at a distance $K$ from the nodal point of the eye / center of curvature of the spherical cornea. The pupil boundary can then be described in the ECS as

\[
p_{\text{p, ECS}}(\theta_{\text{pupil}}) = \begin{bmatrix} r_{\text{pupil}} \cos \theta_{\text{pupil}} \\ r_{\text{pupil}} \sin \theta_{\text{pupil}} \\ D + K \end{bmatrix}, \quad 0 \leq \theta_{\text{pupil}} < 360^\circ.
\]  

(2.18)

Fig. 2.4: Pupil model in the ECS.
2.3 Camera model

The model adopted for the cameras is the pinhole camera model extended with a lens distortion model that accounts for the image distortion produced by real lenses. In order to model the cameras, it is convenient to define two coordinate systems: the Camera Coordinate System and the Image Coordinate System.

2.3.1 Camera coordinate system (CCS)

The Camera Coordinate System (CCS) is a right-handed 3-D Cartesian coordinate system whose axes are represented by $x_{\text{cam}}$, $y_{\text{cam}}$, $z_{\text{cam}}$ (Fig. 2.5). The origin of the CCS is coincident with the nodal point of the camera ($o$) and the $z_{\text{cam}}$-axis is perpendicular to the plane of the image sensor, coincident with the optic axis of the camera and pointing forward. The $x_{\text{cam}}$-axis is parallel to the rows of the image sensor and the $y_{\text{cam}}$-axis is parallel to the columns of the image sensor, pointing upwards. The coordinates in the CCS are measured in units of length.

2.3.2 Image coordinate system (ICS)

The Image Coordinate System (ICS) is a 2-D Cartesian coordinate system whose axes are represented by $r$ and $c$ (Fig. 2.5 –note that the image is inverted). The origin of the ICS is located at the upper-left corner of the image, and $r$ and $c$ represent, respectively, the row and column coordinates measured in pixels.

2.3.3 Perspective projection

The perspective projection, i.e., the projection of 3-D points onto the camera image plane, is illustrated in Fig. 2.5. In the pinhole camera model, the nodal point of the camera, $o$, is located at (the center of) the pinhole. The nodal point is the point on the optic axis where all lines that join object points (e.g., $q$) with their respective image points (e.g., $u$) intersect. The nodal point of a camera is also known as center of projection, camera center, and, sometimes, lens center.

Let an object point and its corresponding image point be represented with respect to the CCS as $q_{\text{CCS}} = [q_{x,\text{cam}}, q_{y,\text{cam}}, q_{z,\text{cam}}]^T$ and $u_{\text{CCS}} = [u_{x,\text{cam}}, u_{y,\text{cam}}, u_{z,\text{cam}}]^T$, respectively. Since the image plane is parallel to the $x_{\text{cam}}y_{\text{cam}}$ plane, all image points have the same $z_{\text{cam}}$ coordinate, i.e., $u_{z,\text{cam}} = -\lambda$, where $\lambda$ is the distance between the nodal point of the camera and the image plane. For a pinhole camera, $\lambda$ equals the focal length. For a camera with a lens that has to be focused, $\lambda$, which is
hereafter referred to as effective focal length, is related to the focal length of the lens, \( f \), by the Gaussian lens formula:

\[
\frac{1}{q_{z,\text{cam}}} + \frac{1}{\lambda} = \frac{1}{f}.
\]  

(2.19)

From the properties of similar triangles, it follows that the coordinates of the object point, \( q_{\text{CCS}} \), and the coordinates of the image point, \( u_{\text{CCS}} \), are related by

\[
\frac{q_{x,\text{cam}}}{q_{z,\text{cam}}} = -\frac{u_{x,\text{cam}}}{\lambda},
\]

\[
\frac{q_{y,\text{cam}}}{q_{z,\text{cam}}} = -\frac{u_{y,\text{cam}}}{\lambda}.
\]  

(2.20)

Fig. 2.5: Perspective projection and relation between the CCS and the ICS.

- \( x_{\text{cam}}y_{\text{cam}}z_{\text{cam}} \): camera coordinate system
- \( rc \): image coordinate system (note that image is inverted)
2.3.4 Lens distortion

Real lenses introduce a certain amount of distortion in the image. Depending on the characteristics of the lens, lens distortion ranges from negligible to significant. A typical model for lens distortion includes two components: radial distortion and tangential distortion [103], [104]. This distortion model can be expressed as

\[
\begin{bmatrix}
    u_{x,\text{cam,\text{DIST}}} \\
    u_{y,\text{cam,\text{DIST}}}
\end{bmatrix}
= \begin{bmatrix}
    u_{x,\text{cam}} \\
    u_{y,\text{cam}}
\end{bmatrix}
+ \left( k_{r,d,1} r^2 + k_{r,d,2} r^4 + k_{r,d,3} r^6 \right) \begin{bmatrix}
    u_{x,\text{cam}} \\
    u_{y,\text{cam}}
\end{bmatrix}
+ \left( \frac{2k_{t,d,1} u_{x,\text{cam}} u_{y,\text{cam}} + k_{t,d,2} (r^2 + 2u_{x,\text{cam}}^2)}{k_{t,d,1} (r^2 + 2u_{y,\text{cam}}^2) + 2k_{t,d,2} u_{x,\text{cam}} u_{y,\text{cam}}} \right) ,
\]

where \((u_{x,\text{cam,\text{DIST}}}, u_{y,\text{cam,\text{DIST}}})\) are the coordinates of the image point with respect to the CCS after distortion, \(k_{r,d,1}, k_{r,d,2}\) and \(k_{r,d,3}\) are the radial distortion coefficients, and \(k_{t,d,1}\) and \(k_{t,d,2}\) are the tangential distortion coefficients.

2.3.5 Transformation to the ICS

The general expression that relates the coordinates of the image point \((u_{x,\text{cam,\text{DIST}}}, u_{y,\text{cam,\text{DIST}}})\) in the CCS (unit of length) with its coordinates \((r, c)\) in the ICS (pixels) is

\[
\begin{align*}
    c &= \left( u_{x,\text{cam,\text{DIST}}} + s_{\text{cam}} u_{y,\text{cam,\text{DIST}}} \right) / \text{pixel pitch}_x + c_{\text{center}} \\
    r &= u_{y,\text{cam,\text{DIST}}} / \text{pixel pitch}_y + r_{\text{center}}
\end{align*}
\]

where \(c_{\text{center}}\) and \(r_{\text{center}}\) are, respectively, the column coordinate and row coordinate in pixels of the intersection of the optic axis of the camera with the image sensor (the principal point), and \(\text{pixel pitch}_x\) and \(\text{pixel pitch}_y\) are the distances in units of length between the centers of adjacent pixels in the \(x\) and \(y\) directions (across the columns and across the rows), respectively. The coefficient \(s_{\text{cam}}\), which is usually referred to as the skew coefficient (or “skewness” coefficient) [104]-[108], encodes the angle between the sensor axes, allowing the camera model to account for cases where the pixels are not in a rectangular arrangement. Normally, however, the sensor axes are orthogonal (as assumed for the definition of the CCS –Section 2.3.1) and \(s_{\text{cam}} = 0\). Furthermore, the pixels in digital cameras are typically square and, therefore, \(\text{pixel pitch}_x = \text{pixel pitch}_y\).
pitchy. With these simplifications,

\[
\begin{bmatrix}
  c \\
  r
\end{bmatrix} = \frac{1}{\text{pixel pitch}} \begin{bmatrix}
  u_{x,\text{cam},\text{DIST}} \\
  u_{y,\text{cam},\text{DIST}}
\end{bmatrix} + \begin{bmatrix}
  c_{\text{center}} \\
  r_{\text{center}}
\end{bmatrix}.
\]  

(2.23)

The parameters \(\lambda, k_{r.d.1}, k_{r.d.2}, k_{t.d.1}, k_{t.d.2}, \text{pixel pitch}_x, \text{pixel pitch}_y, c_{\text{center}}, r_{\text{center}},\) and \(s_{\text{cam}}\) are collectively termed the intrinsic (or internal) camera parameters [103]-[109].

### 2.4 Light source model

The light sources that illuminate the eye and produce the corneal reflections are modeled as point sources. In practice, each light source consists of one or more near-infrared (NIR) light-emitting diodes (LEDs). When a light source consists of an array of LEDs, it is approximated by a point source located at the center of the array.

### 2.5 Integration of the eye, camera and light source models

The eye, camera and light source models are integrated into a single mathematical model that is based on the laws of reflection and refraction. Towards this end, it is convenient to define a World Coordinate System, with respect to which the position and orientation of the eye, the position and orientation of the camera(s), the position of the light source(s) and the location of objects in the visual scene are measured.

#### 2.5.1 World coordinate system (WCS)

The World Coordinate System (WCS) is a right-handed 3-D Cartesian coordinate system whose axes are represented by \(X, Y, Z\). The \(X\)-axis is horizontal, the \(Y\)-axis is vertical pointing up, and the \(Z\)-axis generally points towards the subject. When the scene is a vertical plane (e.g., a computer screen, a projection screen), the WCS is defined such that the \(XY\)-plane is coincident with the scene plane and the \(Z\)-axis extends outward from the scene plane. In the particular case of a computer screen or a projection screen, the origin of the WCS is set at the center of the screen.
2.5.2 Relation between the ECS, CCS and WCS

The relation between the coordinates of a point \([x_{\text{eye}} \ y_{\text{eye}} \ z_{\text{eye}}]^T\) with respect to the ECS (Section 2.2.1) and its corresponding coordinates \([X \ Y \ Z]^T\) with respect to the WCS is given by

\[
\begin{bmatrix}
X \\
Y \\
Z
\end{bmatrix}_{\text{WCS}} = R_{\text{eye}} \begin{bmatrix}
x_{\text{eye}} \\
y_{\text{eye}} \\
z_{\text{eye}}
\end{bmatrix}_{\text{ECS}} + d ,
\]

(2.24)

where \(d\) is the position of the center of the eyeball with respect to the WCS and \(R_{\text{eye}} = [i_{\text{eye}} \ j_{\text{eye}} \ k_{\text{eye}}]\) is the rotation matrix that describes the orientation of the ECS with respect to the WCS (\(i_{\text{eye}}, j_{\text{eye}}\) and \(k_{\text{eye}}\) are, respectively, the unit vectors in the direction of the \(x_{\text{eye}}\)-, \(y_{\text{eye}}\)- and \(z_{\text{eye}}\)-axes with respect to the WCS).

Similarly, the relation between the coordinates of a point \([x_{\text{cam}} \ y_{\text{cam}} \ z_{\text{cam}}]^T\) with respect to the CCS (Section 2.3.1) and its corresponding coordinates \([X \ Y \ Z]^T\) with respect to the WCS is given by

\[
\begin{bmatrix}
X \\
Y \\
Z
\end{bmatrix}_{\text{WCS}} = R_{\text{cam}} \begin{bmatrix}
x_{\text{cam}} \\
y_{\text{cam}} \\
z_{\text{cam}}
\end{bmatrix}_{\text{CCS}} + o ,
\]

(2.25)

where \(o\) is the position of the nodal point of the camera with respect to the WCS and \(R_{\text{cam}} = [i_{\text{cam}} \ j_{\text{cam}} \ k_{\text{cam}}]\) is the rotation matrix that describes the orientation of the CCS with respect to the WCS (\(i_{\text{cam}}, j_{\text{cam}}\) and \(k_{\text{cam}}\) are, respectively, the unit vectors in the direction of the \(x_{\text{cam}}\)-, \(y_{\text{cam}}\)- and \(z_{\text{cam}}\)-axes with respect to the WCS). The position of the nodal point, \(o\), and the rotation matrix, \(R_{\text{cam}}\), which encodes the orientation of the camera, are collectively termed the extrinsic (or external) camera parameters [103]-[109].

The above rotation matrices can be expressed in terms of three rotation angles that describe the pan, tilt and torsion of the ECS or CCS with respect to the WCS. This is particularly relevant for the ECS and is therefore described in detail in Appendix A. The case of the CCS is presented in Appendix C.
2.5.3 Eye model with respect to the WCS

The unit vector in the direction of the optic axis of the eye with respect to the WCS is given by \( \mathbf{k}_{\text{eye}} \), the third column of \( \mathbf{R}_{\text{eye}} \equiv \mathbf{R}_{\text{eye}}(\theta_{\text{eye}}, \varphi_{\text{eye}}, \kappa_{\text{eye}}) \), where \( \theta_{\text{eye}} \), \( \varphi_{\text{eye}} \) and \( \kappa_{\text{eye}} \) are, respectively, the pan, tilt and torsion angles of the ECS with respect to the WCS as defined in Appendix A. Because of its importance in the mathematical model, the unit vector in the direction of the optic axis of the eye is assigned its own symbol, \( \omega \):

\[
\omega \equiv \omega(\theta_{\text{eye}}, \varphi_{\text{eye}}) = \mathbf{k}_{\text{eye}} = \mathbf{R}_{\text{eye}}(\theta_{\text{eye}}, \varphi_{\text{eye}}, \kappa_{\text{eye}}) \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix} = \begin{bmatrix} \sin \theta_{\text{eye}} \cos \varphi_{\text{eye}} \\ \sin \varphi_{\text{eye}} \\ -\cos \theta_{\text{eye}} \cos \varphi_{\text{eye}} \end{bmatrix}. \tag{2.26}
\]

Notice that the previous expression can also be obtained directly from Fig. 2.6, where the center of the WCS is translated to the center of the eyeball, \( \mathbf{d} \) (this is formally described by step 1) in Appendix A and (A.1)).

![Diagram of eye model with respect to the WCS](image)

**Fig. 2.6:** Orientation of the optic axis of the eye with respect to the WCS.

(Diagram is not to scale.)

The center of the eyeball, \( \mathbf{d} \), the nodal point of the eye / center of curvature of the spherical cornea, \( \mathbf{c} \), and the pupil center, \( \mathbf{p} \), are related by
\[ c = d + D\omega \]  \hspace{1cm} (2.27)

and

\[ p = c + K\omega = d + (D + K)\omega \]  \hspace{1cm} (2.28)

where \( D \) was defined in Section 2.2.3.1 and \( K \) was defined in Section 2.2.4.

The pupil boundary points are given by

\[ p_b(d, \theta_{\text{eye}}, \varphi_{\text{eye}}, \kappa_{\text{eye}}, \theta_{\text{pupil}}) = R_{\text{eye}}(\theta_{\text{eye}}, \varphi_{\text{eye}}, \kappa_{\text{eye}})p_{b,\text{ECS}}(\theta_{\text{pupil}}) + d, \quad 0 \leq \theta_{\text{pupil}} < 360^\circ, \]  \hspace{1cm} (2.29)

where \( p_{b,\text{ECS}}(\theta_{\text{pupil}}) \) is given by (2.18) and \( R_{\text{eye}}(\theta_{\text{eye}}, \varphi_{\text{eye}}, \kappa_{\text{eye}}) \) is given by (A.6).

The unit vector in the direction of the visual axis with respect to the WCS is given by

\[ v = v(\theta_{\text{eye}}, \varphi_{\text{eye}}, \kappa_{\text{eye}}, \alpha_{\text{eye}}, \beta_{\text{eye}}) = R_{\text{eye}}(\theta_{\text{eye}}, \varphi_{\text{eye}}, \kappa_{\text{eye}})v_{\text{ECS}}(\alpha_{\text{eye}}, \beta_{\text{eye}}) \]  \hspace{1cm} (2.30)

where \( R_{\text{eye}}(\theta_{\text{eye}}, \varphi_{\text{eye}}, \kappa_{\text{eye}}) \) is given by (A.6) and \( v_{\text{ECS}}(\alpha_{\text{eye}}, \beta_{\text{eye}}) \) is given by (2.1). Since the visual axis goes through \( c \), it can then be described with respect to the WCS as

\[ g = d + D\omega(\theta_{\text{eye}}, \varphi_{\text{eye}}) + k_g R_{\text{eye}}(\theta_{\text{eye}}, \varphi_{\text{eye}}, \kappa_{\text{eye}})v_{\text{ECS}}(\alpha_{\text{eye}}, \beta_{\text{eye}}) \]  \hspace{1cm} (2.31)

where \( \omega(\theta_{\text{eye}}, \varphi_{\text{eye}}) \) is given by (2.26), \( R_{\text{eye}}(\theta_{\text{eye}}, \varphi_{\text{eye}}, \kappa_{\text{eye}}) \) is given by (A.6) and \( v_{\text{ECS}}(\alpha_{\text{eye}}, \beta_{\text{eye}}) \) is given by (2.1).

The corneal surface can be described with respect to the WCS, after using (2.2), (2.24) and a slight abuse of notation, as

\[ C_{\text{WCS}}(X, Y, Z, d, R_{\text{eye}}) \equiv C_{\text{WCS}}([X \ Y \ Z]^T, d, R_{\text{eye}}) = C_{\text{ECS}}(R_{\text{eye}}^T([X \ Y \ Z]^T - d)) = 0 \]  \hspace{1cm} (2.32)

where \( C_{\text{ECS}}([x_{\text{eye}} \ y_{\text{eye}} \ z_{\text{eye}}]^T) \equiv C_{\text{ECS}}(x_{\text{eye}}, y_{\text{eye}}, z_{\text{eye}}) \).

The normal to the corneal surface is then given by
\[ \nabla C_{WCS}(X,Y,Z,d,R_{\text{eye}}) = \nabla C_{WCS}([X Y Z]^T, d, R_{\text{eye}}) = R_{\text{eye}} \nabla C_{ECS}(R_{\text{eye}}^T([X Y Z]^T - d)) , \]

where \( \nabla C_{ECS}([x_{\text{eye}} y_{\text{eye}} z_{\text{eye}}]^T) = \nabla C_{ECS}(x_{\text{eye}}, y_{\text{eye}}, z_{\text{eye}}) \).

Note that since rotation matrices are orthonormal, \( R_{\text{eye}}^{-1} = R_{\text{eye}}^T \).

### 2.5.4 Integrated model

Having developed models of the eye, the camera(s) and the light source(s), they are integrated into a single mathematical model that, given the system setup (position of light sources, camera parameters), relates the position and orientation of the eye (or the position of the eye and the point-of-gaze) in 3-D space with the pupil and corneal reflections in the images captured by the camera(s). Based on the laws of reflection and refraction, the mathematical model is derived first for the simplest case in which the front surface of the cornea is modeled as a spherical section and then it is generalized to non-spherical corneal models.

#### 2.5.4.1 Integrated model for a spherical cornea

Under the modeling assumptions described in this chapter (i.e., the light sources are modeled as point sources and the video cameras are modeled as pinhole cameras), Fig. 2.7 presents a ray-tracing diagram of the system and the eye, where all points are represented as 3-D column vectors (bold font) in the WCS.

Consider a ray that comes from light source \( i, l_i \), and reflects at a point \( q_{ij} \) on the corneal surface such that the reflected ray passes through the nodal point of camera \( j, o_j \), and intersects the camera image plane at a point \( u_{ij} \). The condition that the ray coming from the point of reflection \( q_{ij} \) and passing through the nodal point of camera \( j, o_j \), intersects the camera image plane at point \( u_{ij} \), can be expressed in parametric form as

\[ q_{ij} = o_j + k_{q,ij}(o_j - u_{ij}) \text{ for some } k_{q,ij} . \quad (2.34) \]

If the corneal surface is modeled as a convex spherical mirror of radius \( R \), the condition that \( q_{ij} \) is on the corneal surface can be written as
\[ \| \mathbf{q}_{ij} - \mathbf{c} \| = R , \]  

(2.35)

where \( \mathbf{c} \) is the center of curvature of the cornea and \( \| \ldots \| \) is the Euclidean norm.

The law of reflection states two conditions: (1) the incident ray, the reflected ray and the normal at the point of reflection are coplanar; and (2) the angles of incidence and reflection are equal (the angles of incidence and reflection are measured with respect to the normal at the point of reflection). In order to express the law of reflection in analytical form, two different cases are considered.

The first, particular case is when the incident ray, the reflected ray and the normal at the point of reflection are coincident (i.e., the angles of incidence and reflection are nil, the incident ray reflects back on itself). Since vector \( (\mathbf{q}_{ij} - \mathbf{c}) \) is normal to the spherical surface at the point of reflection \( \mathbf{q}_{ij} \), this implies that points \( \mathbf{l}_i, \mathbf{q}_{ij}, \mathbf{o}_j, \mathbf{u}_{ij}, \) and \( \mathbf{c} \) are collinear (i.e., \( (\mathbf{l}_i - \mathbf{o}_j) \times (\mathbf{c} - \mathbf{o}_j) = \mathbf{0} \),
In this case, the law of reflection can be expressed analytically simply as

\[
\frac{q_j - c}{R} = \frac{o_j - c}{\|o_j - c\|} = \frac{l_i - c}{\|l_i - c\|} = \frac{u_j - o_j}{\|u_j - o_j\|}.
\]  

(2.36)

The typical system configuration that results in the incident and reflected rays being coincident is when the light source, \(l_i\), is located at the nodal point of the camera, \(o_j\). In practice, this is achieved in an approximate way by either (a) setting a single LED in the optic axis of the camera, in front of the lens and as close as possible to the lens, or (b) using a ring light source around the lens of the camera such that the center of the ring is coincident with the nodal point of the camera and the plane of the ring is perpendicular to the optic axis of the camera.

The second, more general case is when the incident ray, the reflected ray and the normal at the point of reflection are not coincident (i.e., the angles of incidence and reflection are not nil). In such case, condition (1) of the law of reflection implies that points \(l_i, q_j, c\) and \(o_j\) are coplanar but not collinear. Noting that three coplanar vectors \(a_1, a_2\) and \(a_3\) satisfy \(\mathbf{a}_1 \times \mathbf{a}_2 \cdot \mathbf{a}_3 = 0\), condition (1) can be formalized as, for example,

\[
(l_i - q_j) \times (o_j - q_j) \cdot (q_j - c) = 0,
\]  

(2.37)

or

\[
(l_i - o_j) \times (q_j - o_j) \cdot (c - o_j) = 0.
\]  

(2.38)

Since the angle \(\theta\) between two vectors \(\mathbf{a}\) and \(\mathbf{b}\) can be obtained from \(\mathbf{a} \cdot \mathbf{b} = \|\mathbf{a}\| \|\mathbf{b}\| \cos \theta\), condition (2) can be expressed as

\[
\frac{l_i - q_j}{\|l_i - q_j\|} \cdot \frac{q_j - c}{R} = \frac{o_j - q_j}{\|o_j - q_j\|} \cdot \frac{q_j - c}{R},
\]  

(2.39)

where the scalar factors \(R\) cancel out.

Finally, it should be noted that the following condition must be satisfied to avoid spurious solutions:
\[ \|q_{ij} - o_j\| < \|c - o_j\| . \tag{2.40} \]

Noting that given two vectors \(a\) and \(b\) such that \(\|a\| = \|b\|\) and \(a \neq -b\), vector \(a + b\) bisects the angle formed by \(a\) and \(b\), (2.35) and (2.38)-(2.40) can be replaced by

\[
\frac{q_{ij} - c}{R} = \frac{l_i - q_{ij}}{\|l_i - q_{ij}\| + \|o_j - q_{ij}\|} + \frac{o_j - q_{ij}}{\|o_j - q_{ij}\|}, \tag{2.41}
\]

which is valid regardless of the angle of incidence and guarantees unique solutions. Notice that the case \(a = -b\) would happen if the line connecting the light source \(l_i\) and the nodal point of the camera \(o_j\) were tangent to the corneal surface at \(q_{ij}\) (i.e., there is no actual reflection on the corneal surface), which does not happen in a practical situation.

Next, consider an imaginary ray that comes from the pupil center, \(p\), and refracts at point \(r_j\) on the corneal surface such that the refracted ray passes through the nodal point of camera \(j\), \(o_j\), and intersects the camera image plane at a point \(v_j\). The condition that the ray coming from the point of refraction \(r_j\) and passing through the nodal point of camera \(j\), \(o_j\), intersects the camera image plane at point \(v_j\), can be expressed in parametric form as

\[ r_j = o_j + k_{r,j}(o_j - v_j) \text{ for some } k_{r,j}, \tag{2.42} \]

whereas the condition that \(r_j\) is on the corneal surface can be written as

\[ \|r_j - c\| = R . \tag{2.43} \]

The law of refraction states two conditions: (1) the incident ray, the refracted ray and the normal at the point of refraction are coplanar; and (2) the angle of incidence, \(\theta_1\), and the angle of refraction, \(\theta_2\), satisfy Snell’s law (i.e., \(n_1 \sin \theta_1 = n_2 \sin \theta_2\), where \(n_1\) and \(n_2\) are the indices of refraction of mediums 1 and 2). In order to express the law of refraction in analytical form, two different cases are considered.
The first, particular case is when the incident ray, the refracted ray and the normal at the point of refraction are coincident (i.e., the angles of incidence and refraction are nil, the incident ray crosses the cornea-air optical interface without changing direction). Since vector \( \mathbf{r}_j - \mathbf{c} \) is normal to the spherical surface at the point of refraction \( r_j \), this implies that points \( p, r_j, o_j, v_j \) and \( c \) are collinear (i.e., \( (\mathbf{c} - \mathbf{o}_j) \times (\mathbf{p} - \mathbf{o}_j) = 0 \)). Since vector \( \mathbf{r}_j - \mathbf{c} \) is normal to the spherical surface at the point of refraction \( r_j \) and points \( p, r_j, o_j, v_j \) and \( c \) are collinear, \( \mathbf{p}, \mathbf{r}_j, \mathbf{o}_j, \mathbf{v}_j \) and \( \mathbf{c} \) are collinear (i.e., \( (\mathbf{c} - \mathbf{o}_j) \times (\mathbf{p} - \mathbf{o}_j) = 0 \)). The optic axis of the eye goes through the nodal point of the camera, \( o_j \)). In this case, the law of refraction can be expressed analytically simply as

\[
\frac{\mathbf{r}_j - \mathbf{c}}{R} = \frac{\mathbf{o}_j - \mathbf{c}}{\left\| \mathbf{o}_j - \mathbf{c} \right\|} = \frac{\mathbf{o}_j - \mathbf{p}}{\left\| \mathbf{o}_j - \mathbf{p} \right\|} = \frac{\mathbf{v}_j - \mathbf{o}_j}{\left\| \mathbf{v}_j - \mathbf{o}_j \right\|}. \tag{2.44}
\]

The second, more general case is when the incident ray, the refracted ray and the normal at the point of refraction are not coincident (i.e., the angles of incidence and refraction are not nil). In such case, condition (1) of the law of refraction implies that points \( p, r_j, c \) and \( o_j \) are coplanar, which can be formalized as

\[
(\mathbf{r}_j - \mathbf{o}_j) \times (\mathbf{c} - \mathbf{o}_j) \cdot (\mathbf{p} - \mathbf{o}_j) = 0. \tag{2.45}
\]

Since the sine of the angle \( \theta \) between two vectors \( \mathbf{a} \) and \( \mathbf{b} \) can be obtained from \( \|\mathbf{a} \times \mathbf{b}\| = \|\mathbf{a}\|\|\mathbf{b}\|\sin \theta \), condition (2) can be expressed as

\[
n_1 \left\| \frac{\mathbf{p} - \mathbf{r}_j}{\|\mathbf{p} - \mathbf{r}_j\|} \times \frac{\mathbf{r}_j - \mathbf{c}}{R} \right\| = n_2 \left\| \frac{\mathbf{r}_j - \mathbf{c}}{R} \times \frac{\mathbf{o}_j - \mathbf{r}_j}{\|\mathbf{o}_j - \mathbf{r}_j\|} \right\|, \tag{2.46}
\]

where the scalar factors \( R \) cancel out, \( n_1 \) is the effective index of refraction of the aqueous humor and cornea combined (\( \approx 1.3375 \)) and \( n_2 \) is the index of refraction of air (\( \approx 1 \)). In this model, the refraction at the aqueous humor-cornea interface is neglected since the difference in their indices of refraction is small relative to that of the cornea-air interface. Only the refraction at the cornea-air interface is taken into account and the aqueous humor and cornea are considered as a homogeneous medium.

Equation (2.46) is subject to the condition that the incident ray and the refracted ray are on opposite sides of the normal at the point of refraction, which can be expressed as
\[(p - r_j) \times (r_j - c) \cdot (r_j - c) \times (o_j - r_j)] > 0 \tag{2.47}\]

Since points \(p, r_j, c\) and \(o_j\) are coplanar, \([(p - r_j) \times (r_j - c)]\) and \([(r_j - c) \times (o_j - r_j)]\) are parallel, and, therefore, (2.45)-(2.47) can be integrated into a single equation as

\[
n_1 \frac{p - r_j}{|p - r_j|} \times (r_j - c) = n_2 (r_j - c) \times \frac{o_j - r_j}{|o_j - r_j|}, \tag{2.48}\]

or, after rearranging terms,

\[
\left( n_1 \frac{p - r_j}{|p - r_j|} + n_2 \frac{o_j - r_j}{|o_j - r_j|} \right) \times (r_j - c) = 0, \tag{2.49}\]

which is valid regardless of the angle of incidence.

Finally, it should be noted that the following condition must be satisfied to avoid spurious solutions:

\[
|r_j - o_j| < |c - o_j|. \tag{2.50}\]

Note that the preceding discussion applies to the pupil boundary points by replacing \(p\) by \(p_b\), \(r_j\) by \(r_{b,j}\), and \(v_j\) by \(v_{b,j}\).

### 2.5.4.2 Generalization of the integrated model to non-spherical corneas

For a non-spherical corneal surface described by \(C_{\text{WCS}}([X \ Y \ Z]^T, d, R_{\text{eye}}) = 0\), with its normal given by \(\nabla C_{\text{WCS}}([X \ Y \ Z]^T, d, R_{\text{eye}})\) (see Section 2.5.3), the condition that the point of reflection \(q_{ij}\) is on the corneal surface can be written as

\[
C_{\text{WCS}}(q_{ij}, d, R_{\text{eye}}) = 0 \tag{2.51}\]

and the conditions of the law of reflection can be written as
\[ \frac{\nabla C_{WCS}(q_{ij}, d, R_{eye})}{\|\nabla C_{WCS}(q_{ij}, d, R_{eye})\|} = \frac{l_i - q_{ij}}{\|l_i - q_{ij}\|} + \frac{o_j - q_{ij}}{\|o_j - q_{ij}\|}, \]  \hspace{1cm} (2.52)

where it is assumed that \( \nabla C_{WCS}(q_{ij}, d, R_{eye}) \) points out of the eye.

The condition that the point of refraction \( r_j \) is on the corneal surface can be written as

\[ C_{WCS}(r_j, d, R_{eye}) = 0 \]  \hspace{1cm} (2.53)

and the conditions of the law of refraction can be written as

\[ \left( n_1 \frac{p - r_j}{\|p - r_j\|} + n_2 \frac{o_j - r_j}{\|o_j - r_j\|} \right) \times \nabla C_{WCS}(r_j, d, R_{eye}) = 0, \]  \hspace{1cm} (2.54)

subject to a constraint like (2.50), where \( c \) represents the nodal point of the eye, to avoid spurious solutions.

The use of the mathematical model to estimate gaze in 3-D space using the spherical corneal model is discussed in great detail in the next chapters. The use of the mathematical model as the basis of a simulation framework to generate synthetic eye feature data is discussed in detail in the next section. The generation of synthetic eye feature data consists of determining the pupil boundary, the pupil center and the centers of the corneal reflections (eye features) in the images captured by the camera(s), given a set of eye parameters, the system parameters (position of the light sources, camera parameters) and the 3-D positions of the center of the eyeball, \( d \), and the point-of-gaze, \( g \). The simulation framework is an invaluable tool that supports studies of the sensitivity of the estimation of the point-of-gaze to several different types of error such as errors in the estimation of the coordinates of the eye features in each image of the eye, the deviation of the actual corneal shape from the ideal spherical shape assumed for the estimation of the point-of-gaze (corneal asphericity), and errors in the system parameters.
2.6 Generation of synthetic eye feature data

The first step is to find the orientation of the ECS with respect to the WCS from the 3-D positions of the center of the eyeball, \( d \), and the point-of-gaze, \( g \), and the deviation of the visual axis from the optic axis of the eye (\( \alpha_{\text{eye}} \) and \( \beta_{\text{eye}} \), or simply \( \nu_{\text{ECS}} \) –see Section 2.2.2). Having determined the orientation of the ECS with respect to the WCS, the second step is to determine, for each camera, the points of reflection associated with each light source, and the points of refraction associated with the pupil center and each pupil boundary point. The last step is to project the points of reflection and refraction onto the camera image plane to obtain, respectively, the images of the centers of the corneal reflections, the pupil center and the pupil boundary points.

2.6.1 Orientation of the ECS with respect to the WCS

Given the 3-D positions of the center of the eyeball, \( d \), and the point-of-gaze, \( g \), and the deviation of the visual axis from the optic axis of the eye (\( \alpha_{\text{eye}} \) and \( \beta_{\text{eye}} \), or simply \( \nu_{\text{ECS}}(\alpha_{\text{eye}}, \beta_{\text{eye}}) \)), the determination of the orientation of the ECS with respect to the WCS (\( R_{\text{eye}}(\theta_{\text{eye}}, \phi_{\text{eye}}, \kappa_{\text{eye}}) \)) is based on (2.31). In this case, (2.31) is equivalent to 3 scalar equations with 4 scalar unknowns (\( k_g, \theta_{\text{eye}}, \phi_{\text{eye}} \) and \( \kappa_{\text{eye}} \)). The scalar unknown \( k_g \) can be eliminated if (2.31) is rewritten as

\[
\frac{g - d - D\omega(\theta_{\text{eye}}, \phi_{\text{eye}})}{\|g - d - D\omega(\theta_{\text{eye}}, \phi_{\text{eye}})\|} = R_{\text{eye}}(\theta_{\text{eye}}, \phi_{\text{eye}}, \kappa_{\text{eye}})\nu_{\text{ECS}}(\alpha_{\text{eye}}, \beta_{\text{eye}}) \cdot (2.55)
\]

Even though this vector equation is equivalent to 3 scalar equations with 3 scalar unknowns (\( \theta_{\text{eye}}, \phi_{\text{eye}} \) and \( \kappa_{\text{eye}} \)), since the Euclidean norm of both the left-hand-side and the right-hand-side is always 1, the 3 scalar equations are not fully independent. As a consequence, (2.55) has, similarly to (2.31), infinite solutions for \( \theta_{\text{eye}}, \phi_{\text{eye}} \) and \( \kappa_{\text{eye}} \), even when \(-90^\circ < \theta_{\text{eye}} < 90^\circ\), \(-90^\circ < \phi_{\text{eye}} < 90^\circ\).

One way to solve the problem is to assume that \( \kappa_{\text{eye}} = 0 \) and solve (2.55) numerically for \( \theta_{\text{eye}} \) and \( \phi_{\text{eye}} \). An initial guess for \( \theta_{\text{eye}} \) and \( \phi_{\text{eye}} \) can be obtained as follows. Recall that the visual axis goes through the nodal point of the eye, \( c \), and the point-of-gaze, \( g \). Since the distance between \( c \) and the center of the eyeball, \( d \), is much shorter than the distance between \( c \) and \( g \), the line connecting \( d \) and \( g \) is a reasonable approximation to the visual axis. In addition, since \( \kappa_{\text{eye}} = 0 \)
and $\alpha_{\text{eye}}$ and $\beta_{\text{eye}}$ are relatively small, the pan and tilt angles of the visual axis with respect to the WCS can be approximated by $(\theta_{\text{eye}} + \alpha_{\text{eye}})$ and $(\varphi_{\text{eye}} + \beta_{\text{eye}})$, respectively. With these approximations it follows that

$$v_{\text{initial guess}} = \frac{g - d}{\|g - d\|} = \begin{bmatrix} \sin(\theta_{\text{eye, initial guess}} + \alpha_{\text{eye}}) \cos(\varphi_{\text{eye, initial guess}} + \beta_{\text{eye}}) \\ \sin(\varphi_{\text{eye, initial guess}} + \beta_{\text{eye}}) \\ -\cos(\theta_{\text{eye, initial guess}} + \alpha_{\text{eye}}) \cos(\varphi_{\text{eye, initial guess}} + \beta_{\text{eye}}) \end{bmatrix}, \tag{2.56}$$

where the right-hand-side expression has the same form as (2.26), which describes the orientation of the optic axis of the eye with respect to the WCS as a function of its pan and tilt angles, $\theta_{\text{eye}}$ and $\varphi_{\text{eye}}$, respectively.

Solving (2.56) for $\theta_{\text{eye, initial guess}}$ and $\varphi_{\text{eye, initial guess}}$,

$$\theta_{\text{eye, initial guess}} = -\arctan(v_{\text{initial guess, } x} / v_{\text{initial guess, } z}) - \alpha_{\text{eye}}, \tag{2.57}$$

and

$$\varphi_{\text{eye, initial guess}} = \arcsin(v_{\text{initial guess, } y}) - \beta_{\text{eye}}. \tag{2.58}$$

The orientation of the ECS with respect to the WCS can be determined without assuming that $\kappa_{\text{eye}} = 0$ if some eye torsion model such as Listing’s law is used. The determination of $R_{\text{eye}}(\theta_{\text{eye}}, \varphi_{\text{eye}}, \kappa_{\text{eye}})$ using Listing’s law is discussed in detail in Appendix A, Section A.1.1.1.

### 2.6.2 Points of reflection and refraction

#### 2.6.2.1 Points of reflection and refraction on a spherical cornea

In order to find the points of reflection and refraction on a spherical cornea, the coordinates of the center of curvature of the cornea, $c$, with respect to the WCS must be known. Having determined the orientation of the ECS with respect to the WCS, $c$ is found with (2.26)-(2.27).

#### 2.6.2.1.1 Points of reflection on a spherical cornea

When the center of curvature of the cornea, $c$, the light source, $l_i$, and the nodal point of the camera, $o_j$, are collinear, or when $l_i$ and $o_j$ are coincident (i.e., $(l_i - o_j) \times (c - o_j) = 0$), the
incident ray, the reflected ray and the normal at the point of reflection are coincident (i.e., the incident ray reflects back on itself). Since, in this situation, the point of reflection, \( q_{ij} \), is collinear with \( c \), \( l_i \), and \( o_j \), its calculation is particularly simple (see (2.36)):

\[
q_{ij} = c + R \frac{o_j - c}{\|o_j - c\|} = c + R \frac{l_i - c}{\|l_i - c\|} .
\] (2.59)

Because \( q_{ij} \) is collinear with \( c \) and \( o_j \), both \( q_{ij} \) and \( c \) project onto the same point \( u_{ij} \) on the camera image plane. This means that \( u_{ij} \) can be obtained by simply projecting \( c \) onto the camera image plane and, therefore, the calculation of \( q_{ij} \) is not necessary to obtain \( u_{ij} \).

When \( c \), \( l_i \), and \( o_j \) are three distinct, non-collinear points, the point of reflection \( q_{ij} \) can be obtained from (2.35) and (2.38)-(2.40) or from (2.41). The calculation of \( q_{ij} \) in this manner, however, requires the simultaneous solution of 3 nonlinear scalar equations with 3 scalar unknowns (the 3 components of \( q_{ij} \)). The calculation of \( q_{ij} \) can be made more efficient if \( q_{ij} \) is expressed as a function of a single scalar parameter and the number of equations is reduced to one as follows.

The condition that points \( l_i \), \( q_{ij} \), \( c \) and \( o_j \) are coplanar (2.38) can be rewritten as

\[
q_{ij} - c = a_{q,ij} \frac{l_i - c}{\|l_i - c\|} + b_{q,ij} \frac{o_j - c}{\|o_j - c\|} , \quad a_{q,ij}, b_{q,ij} \in \mathbb{R} .
\] (2.60)

The scalar factors \( a_{q,ij} \) and \( b_{q,ij} \) are found from the following conditions (Fig. 2.8):

\[
(q_{ij} - c) \cdot \frac{o_j - c}{\|o_j - c\|} = R \cos \psi_{q,ij} ,
\] (2.61)

\[
(q_{ij} - c) \cdot \frac{l_i - c}{\|l_i - c\|} = R \cos (\chi_{q,ij} - \psi_{q,ij}) ,
\] (2.62)

\[
\frac{l_i - c}{\|l_i - c\|} \cdot \frac{o_j - c}{\|o_j - c\|} = \cos \chi_{q,ij} .
\] (2.63)
Substituting (2.60) into (2.61) and (2.62), and solving for \(a_{q,ij}\) and \(b_{q,ij}\), \(q_{ij}\) is given as a function of the single scalar parameter \(\psi_{q,ij}\) as

\[
q_{ij}(\psi_{q,ij}) = c + \frac{R}{1 - \cos^2 \chi_{q,ij}} \begin{bmatrix} \cos(\chi_{q,ij} - \psi_{q,ij}) - \cos \psi_{q,ij} \cos \chi_{q,ij} \frac{l - c}{||l - c||} + \\
\cos \psi_{q,ij} - \cos(\chi_{q,ij} - \psi_{q,ij}) \cos \chi_{q,ij} \frac{o_j - c}{||o_j - c||} \end{bmatrix},
\]

where \(\chi_{q,ij}\) is obtained from (2.63).

Substituting (2.64) into (2.39), solving numerically for \(\psi_{q,ij}\) and substituting the resulting value of \(\psi_{q,ij}\) back into (2.64), the coordinates of the point of reflection, \(q_{ij}\), are obtained. It should be noted that the equation resulting from the substitution of (2.64) into (2.39) has two solutions for \(\psi_{q,ij}\): one valid solution and one spurious solution on the extension of the spherical corneal surface, “behind” the center of curvature of the cornea. However, it can be guaranteed that only the valid solution for \(\psi_{q,ij}\) is in the interval \([0, \chi_{q,ij}]\). A very good initial guess for \(\psi_{q,ij}\) is \(\chi_{q,ij}/2\).

**2.6.2.1.2 Points of refraction on a spherical cornea**

First, recall that the coordinates of the pupil center, \(p\), with respect to the WCS are given by (2.28), whereas the coordinates of the pupil boundary points, \(p_b\), with respect to the WCS are given by (2.29). In the discussion that follows, \(p\) and the term “pupil point” are used to refer to
both the pupil center and the pupil boundary points.

When the pupil point, \( p \), the center of curvature of the cornea, \( c \), and the nodal point of the camera, \( o_j \), are collinear (i.e., \( (c - o_j) \times (p - o_j) = 0 \); note that for the case of the pupil center this means that the optic axis of the eye goes through the nodal point of the camera), the incident ray, the refracted ray and the normal at the point of refraction are coincident (i.e., the incident ray crosses the cornea-air optical interface without changing its direction). Since, in this situation, the point of refraction, \( r_j \), is collinear with \( p \), \( c \), and \( o_j \), its calculation is particularly simple (see (2.44)):

\[
\begin{align*}
\mathbf{r}_j &= \mathbf{c} + R \frac{\mathbf{o}_j - \mathbf{c}}{||\mathbf{o}_j - \mathbf{c}||} = \mathbf{c} + R \frac{\mathbf{p} - \mathbf{c}}{||\mathbf{p} - \mathbf{c}||} .
\end{align*}
\]

(2.65)

Because \( \mathbf{r}_j \) is collinear with \( p \), \( c \) and \( o_j \), the points \( \mathbf{r}_j \), \( p \) and \( c \) project onto the same point \( \mathbf{v}_j \) on the camera image plane. This means that \( \mathbf{v}_j \) can be obtained by simply projecting \( p \) or \( c \) onto the camera image plane and, therefore, the calculation of \( \mathbf{r}_j \) is not necessary to obtain \( \mathbf{v}_j \).

When \( p \), \( c \), and \( o_j \) are non-collinear, the point of refraction \( \mathbf{r}_j \) can be obtained from (2.43), (2.49) and (2.50). The calculation of \( \mathbf{r}_j \) in this manner, however, requires the simultaneous solution of 3 nonlinear scalar equations with 3 scalar unknowns (the 3 components of \( \mathbf{r}_j \)). The calculation of \( \mathbf{r}_j \) can be made more efficient if \( \mathbf{r}_j \) is expressed as a function of a single scalar parameter and the number of equations is reduced to one in a similar way as for the point of reflection.

The condition that points \( p \), \( r_j \), \( c \) and \( o_j \) are coplanar (2.45) can be rewritten as

\[
\begin{align*}
\mathbf{r}_j - \mathbf{c} &= a_{r,j} \frac{\mathbf{p} - \mathbf{c}}{||\mathbf{p} - \mathbf{c}||} + b_{r,j} \frac{\mathbf{o}_j - \mathbf{c}}{||\mathbf{o}_j - \mathbf{c}||} , \quad a_{r,j}, b_{r,j} \in \mathbb{R} .
\end{align*}
\]

(2.66)

The scalar factors \( a_{r,j} \) and \( b_{r,j} \) are found from the following conditions (Fig. 2.9):

\[
\begin{align*}
\mathbf{r}_j - \mathbf{c} \cdot \frac{\mathbf{o}_j - \mathbf{c}}{||\mathbf{o}_j - \mathbf{c}||} &= R \cos \psi_{r,j} ,
\end{align*}
\]

(2.67)

\[
\begin{align*}
\mathbf{r}_j - \mathbf{c} \cdot \frac{\mathbf{p} - \mathbf{c}}{||\mathbf{p} - \mathbf{c}||} &= R \cos (\chi_{r,j} - \psi_{r,j}) ,
\end{align*}
\]

(2.68)
\[
\frac{\mathbf{p} - \mathbf{c}}{\|\mathbf{p} - \mathbf{c}\|} \cdot \frac{\mathbf{o}_j - \mathbf{c}}{\|\mathbf{o}_j - \mathbf{c}\|} = \cos \chi_{r,j}.
\]  

(2.69)

Substituting (2.66) into (2.67) and (2.68), and solving for \(a_{r,j}\) and \(b_{r,j}\), \(r_j\) is given as a function of the single scalar parameter \(\psi_{r,j}\) as

\[
\mathbf{r}_j(\psi_{r,j}) = \mathbf{c} + \frac{R}{1 - \cos^2 \chi_{r,j}} \left\{ \left[ \cos(\chi_{r,j} - \psi_{r,j}) - \cos \psi_{r,j} \cos \chi_{r,j} \right] \frac{\mathbf{p} - \mathbf{c}}{\|\mathbf{p} - \mathbf{c}\|} + \left[ \cos \psi_{r,j} - \cos(\chi_{r,j} - \psi_{r,j}) \cos \chi_{r,j} \right] \frac{\mathbf{o}_j - \mathbf{c}}{\|\mathbf{o}_j - \mathbf{c}\|} \right\},
\]

(2.70)

where \(\chi_{r,j}\) is obtained from (2.69).

The vector equation (2.49) can be transformed into a scalar equation as

\[
\left[ \frac{n_1}{\|\mathbf{p} - \mathbf{r}_j\|} + n_2 \frac{\mathbf{o}_j - \mathbf{r}_j}{\|\mathbf{o}_j - \mathbf{r}_j\|} \right] \times (\mathbf{r}_j - \mathbf{c}) \cdot \left[ \frac{(\mathbf{p} - \mathbf{c}) \times (\mathbf{o}_j - \mathbf{c})}{\|\eta\|} \right] = 0,
\]

(2.71)

where \(\mathbf{v}\) is the left-hand-side of (2.49) and \(\eta\) is a vector normal to the plane defined by \(\mathbf{p}\), \(\mathbf{c}\) and \(\mathbf{o}_j\) (typically referred to as the plane of incidence). If \(\mathbf{r}_j\) is given by (2.70) (i.e., it is both in the plane
of incidence and on the corneal surface) the following can be observed: (a) when \( \mathbf{r}_j \) is a solution to (2.49), \( \mathbf{v} \) becomes the null vector and therefore \( \mathbf{r}_j \) is a solution to (2.71); (b) when \( \mathbf{r}_j \) is not a solution to (2.49), vector \( \mathbf{v} \) is parallel to \( \eta \) but has opposite directions at each side of the solutions to (2.49). These observations imply that the left-hand-side of (2.71) with \( \mathbf{r}_j \) given by (2.70) is a scalar expression that crosses zero when \( \mathbf{r}_j \) is the actual point of refraction. Zero-crossing is a general requirement of numerical methods for solving scalar nonlinear equations in one unknown (e.g., bisection method, Van Wijngaarden-Dekker-Brent method, etc. [111]).

Substituting (2.70) into (2.71), solving numerically for \( \psi_{r,j} \) and substituting the resulting value of \( \psi_{r,j} \) back into (2.70), the coordinates of the point of refraction, \( \mathbf{r}_j \), are obtained. It should be noted that the equation resulting from the substitution of (2.70) into (2.71) has two solutions for \( \psi_{r,j} \): one valid solution and one spurious solution on the extension of the spherical corneal surface, “behind” the center of curvature of the cornea. However, it can be guaranteed that only the valid solution for \( \psi_{r,j} \) is in the interval \([0, \chi_{r,j}]\). A reasonable initial guess for \( \psi_{r,j} \) can be found as follows. First, an initial guess for the point of refraction \( \mathbf{r}_j \) is found as the intersection of the line connecting \( \mathbf{p} \) and \( \mathbf{o}_j \) with the corneal surface:

\[
\mathbf{r}_{j, \text{initial guess}} = \mathbf{p} + k_{r,j, \text{initial guess}} \frac{\mathbf{o}_j - \mathbf{p}}{\| \mathbf{o}_j - \mathbf{p} \|},
\]

(2.72)

\[
k_{r,j, \text{initial guess}} = - (\mathbf{p} - \mathbf{c}) \cdot \frac{\mathbf{o}_j - \mathbf{p}}{\| \mathbf{o}_j - \mathbf{p} \|} + \sqrt{\left( (\mathbf{p} - \mathbf{c}) \cdot \frac{\mathbf{o}_j - \mathbf{p}}{\| \mathbf{o}_j - \mathbf{p} \|} \right)^2 - \| \mathbf{p} - \mathbf{c} \|^2 + R^2},
\]

where the expression for \( k_{r,j, \text{initial guess}} \) is derived using (2.43). Then, using (2.67) it follows that

\[
\psi_{r,j, \text{initial guess}} = \arccos \left( \frac{\mathbf{r}_{j, \text{initial guess}} - \mathbf{c}}{R} \cdot \frac{\mathbf{o}_j - \mathbf{c}}{\| \mathbf{o}_j - \mathbf{c} \|} \right).
\]

(2.73)

### 2.6.2.2 Points of reflection and refraction on an ellipsoidal cornea

The coordinates of the points of reflection and refraction on an ellipsoidal cornea could be calculated based on (2.16). However, that expression is a function of three variables \((x_{\text{eye}}, y_{\text{eye}}, z_{\text{eye}})\).
If, using (2.16), $z_{\text{eye}}$ is expressed as a function of $x_{\text{eye}}$ and $y_{\text{eye}}$, then points on the ellipsoidal cornea are defined by two variables. The limitation of such expression is that it is only real-valued when $\gamma_1 x_{\text{eye}}^2 + \gamma_2 x_{\text{eye}} y_{\text{eye}} + \gamma_3 y_{\text{eye}}^2 \leq b^2$, which can cause trouble during numerical optimization. That problem can be avoided if the corneal surface is described in parametric form with respect to the ECS as

$$
\begin{bmatrix}
x_{\text{eye}} \\
y_{\text{eye}}
\end{bmatrix} = b \sin \theta_{\text{ellip}} \begin{bmatrix}
\sqrt{\xi} \cos \delta & -\frac{1}{\sqrt{\xi}} \sin \delta \\
\sqrt{\xi} \sin \delta & \frac{1}{\sqrt{\xi}} \cos \delta
\end{bmatrix} \begin{bmatrix}
\cos \phi_{\text{ellip}} \\
\sin \phi_{\text{ellip}}
\end{bmatrix},
$$

(2.74)

where $a$, $b$, $A$, $\xi$ and $\delta$ are the parameters of the ellipsoidal corneal model (Section 2.2.3.2).

This expression is defined and real-valued for all values of the parameters $\theta_{\text{ellip}}$ and $\phi_{\text{ellip}}$. Even though this expression is periodic in both $\theta_{\text{ellip}}$ and $\phi_{\text{ellip}}$, because the period is $2\pi$, the periodicity does not introduce any difficulty. The coordinates of a point on the ellipsoidal cornea with respect to the WCS are obtained using (2.24). The normal to the corneal surface (i.e., the gradient) with respect to the WCS is obtained with (2.33) as $\mathbf{R}_{\text{eye}} \nabla C_{\text{ECS}}$, where $\nabla C_{\text{ECS}}$ is given by (2.17) and $\mathbf{R}_{\text{eye}}$ is given by (A.6).

### 2.6.2.2.1 Points of reflection on an ellipsoidal cornea

The calculation of the point of reflection consists of finding the values of the parameters $\theta_{\text{ellip}}$ and $\phi_{\text{ellip}}$ in (2.74) such that the coordinates of the resulting point with respect to the WCS, $\mathbf{q}_{ij}$, satisfy (2.52). A reasonable initial guess for $\theta_{\text{ellip}}$ and $\phi_{\text{ellip}}$ can be obtained by taking a spherical approximation with radius $R_0$ (radius of curvature at the apex of the ellipsoidal cornea), whose center is in the optic axis of the eye such that the spherical approximation and the ellipsoidal surface are coincident at the apex of the cornea. Then, the center of this spherical approximation is at

$$
\mathbf{c}^* = \mathbf{d} + (A + a - R_0) \mathbf{\omega},
$$

(2.75)

where $\mathbf{\omega}$ is the unit vector in the direction of the optic axis of the eye and is given by (2.26).
The initial guess for $q_{ij}$ is then taken as the point on the spherical approximation such that the line defined by $q_{ij}$, initial guess and $c^*$ bisects the angle $l_i c^* o_j$:

$$q_{ij, \text{initial guess}} = c^* + R_0 \frac{l_i - c^*}{\| l_i - c^* \|} + \frac{o_j - c^*}{\| o_j - c^* \|}.$$  (2.76)

Next this initial guess is transformed into the ECS using (2.24) as

$$\begin{bmatrix} x'_{\text{eye, initial guess}} \\ y'_{\text{eye, initial guess}} \\ z'_{\text{eye, initial guess}} \end{bmatrix} = R^T_{\text{eye}} (q_{ij, \text{initial guess}} - d).$$  (2.77)

The initial guess for $\theta_{\text{ellip}}$ is obtained from (2.74) as

$$\theta_{\text{ellip, initial guess}} = \arccos \frac{z'_{\text{eye, initial guess}}}{a}.$$  (2.78)

If $\theta_{\text{ellip, initial guess}} = 0$ (at the apex of the cornea), then the initial guess for $\phi_{\text{ellip}}$ is set to 0. Otherwise, the initial guess for $\phi_{\text{ellip}}$ is obtained as

$$\phi_{\text{ellip, initial guess}} = \text{four - quadrant - arctan}(\xi_y, \xi_x),$$

$$\begin{bmatrix} \xi_x \\ \xi_y \end{bmatrix} = \frac{1}{b \sin \theta_{\text{ellip, initial guess}}} \begin{bmatrix} 1 \cos \delta & 1 \sin \delta \\ \sqrt{\xi} \sin \delta & \sqrt{\xi} \cos \delta \end{bmatrix} \begin{bmatrix} x'_{\text{eye, initial guess}} \\ y'_{\text{eye, initial guess}} \end{bmatrix}. \quad (2.79)$$

### 2.6.2.2.2 Points of refraction on an ellipsoidal cornea

The calculation of the point of refraction consists of finding the values of the parameters $\theta_{\text{ellip}}$ and $\phi_{\text{ellip}}$ in (2.74) such that the coordinates of the resulting point with respect to the WCS, $r_j$, satisfy (2.54). A reasonable initial guess for $\theta_{\text{ellip}}$ and $\phi_{\text{ellip}}$ can be obtained by taking a spherical approximation to the corneal surface in the same way as for the point of reflection. In this case, the initial guess for $r_j$ is taken as the point of intersection of the line connecting $p$ and $o_j$ with the spherical approximation:
\[ r_{j, \text{initial guess}} = p + k_{r,j, \text{initial guess}} \frac{o_j - p}{\|o_j - p\|}, \]  

(2.80)

\[ k_{r,j, \text{initial guess}} = -\left( p - c^* \right) \cdot \frac{o_j - p}{\|o_j - p\|} + \sqrt{\left( p - c^* \right) \cdot \frac{o_j - p}{\|o_j - p\|}^2 - \|p - c^*\|^2 + R_0^2}, \]

where \( c^* \) is given by (2.75).

Next this initial guess, \( r_{j, \text{initial guess}} \), is transformed into the ECS using (2.77), where \( q_{ij, \text{initial guess}} \) is substituted by \( r_{j, \text{initial guess}} \). Finally, \( \theta_{\text{ellip, initial guess}} \) and \( \phi_{\text{ellip, initial guess}} \) are obtained with (2.78) and (2.79).

It should be noted that the problem of the calculation of the point of refraction on an ellipsoidal cornea using (2.54) has two solutions: one valid solution and one spurious solution on the extension of the ellipsoidal corneal surface, inside the eye. The spurious solution can be avoided by setting a constraint on \( \theta_{\text{ellip}} \), such as \( 0 \leq \theta_{\text{ellip}} < \theta_{\text{ellip, MAX}} \). The simplest constraint is obtained with \( \theta_{\text{ellip, MAX}} = 90^\circ \), which corresponds to the front half of the ellipsoid. A tighter constraint can be set taking into account the geometrical parameters of the ellipsoidal model and the extent of the cornea as

\[ \theta_{\text{ellip, MAX}} = \arccos \sqrt{\frac{b^2 - \xi^2}{b^2}}, \]  

(2.81)

where \( b \) and \( \xi \) are two of the parameters of the ellipsoidal corneal model (Section 2.2.3.2), and \( \tau_{\text{MAX}} \) represents the distance from the optic axis of the eye, which can be set to, say, 7 mm (the diameter of the cornea is 12-13 mm [27]).

### 2.6.3 Validation of the points of reflection and refraction

After finding the points of reflection and refraction on the corneal surface, it is necessary to confirm that they do not fall outside of the region that corresponds to the cornea of real eyes. A test to validate the points of reflection and refraction is to compute the distance between each of them and the optic axis of the eye and make sure that it is less that some value, \( \tau_{\text{VALID}} \), which is
typically in the range of 5 to 6 mm (recall that the diameter of the cornea is 12-13 mm [27]) to ensure that the points of reflection and refraction are not too close to what corresponds to the cornea-sclera boundary (limbus). For example, for the points of reflection, $q_{ij}$, this test can be formally expressed as

$$\sqrt{\|q_{ij} - d\|^2 - [(q_{ij} - d) \cdot \omega]^2} \leq \tau_{\text{VALID}}, \quad (2.82)$$

where $\omega$ is the unit vector in the direction of the optic axis of the eye and is given by (2.26).

### 2.6.4 Projection onto the camera image plane

The last step in the generation of the synthetic eye feature data is to project the points of reflection and refraction onto the camera image plane to obtain, respectively, the images of the centers of the corneal reflections, the pupil center and the pupil boundary points. In order to do this, the coordinates of the points of reflection and refraction are first transformed into the CCS using (2.25) noting that, since rotation matrices are orthonormal, $R_{\text{cam}}^{-1} = R_{\text{cam}}^T$. Next, the images of the points of reflection and refraction with respect to the CCS are obtained using (2.20). Following, if needed, the lens distortion model is applied using (2.21). Finally, the image coordinates with respect to the ICS are obtained using (2.22) or (2.23), depending on the geometry of the image sensor.

Throughout the development of the mathematical model several assumptions and simplifications were made and it is worth summarizing them at this point.

### 2.7 Summary of model assumptions and simplifications

The following assumptions and simplifications were made throughout the development of the mathematical model:

- The nodal points of the eye are assumed to be coincident, and, therefore, they are treated as a single nodal point. Furthermore, this single nodal point is assumed to be coincident with the center of curvature of the spherical corneal model.

- The center of the eyeball is assumed to be in the optic axis of the eye.
- The center of rotation of the eye is assumed to be coincident with the center of the eyeball.

- The deviation of the visual axis from the optic axis of the eye is assumed to be constant with respect to a coordinate system rigidly attached to the eye.

- The corneal models are symmetrical about the optic axis of the eye.

- The pupil is assumed to be circular. The pupil center is assumed to be in the optic axis of the eye. The plane of the pupil is assumed to be perpendicular to the optic axis of the eye.

- The refraction at the aqueous humor-cornea interface is neglected since the difference in their indices of refraction is small relative to that of the cornea-air interface. Only the refraction at the cornea-air interface is taken into account and the aqueous humor and cornea are considered as a homogeneous medium.

- The light sources are modeled as point sources.

- The camera model is the pinhole camera model extended with a lens distortion model.

In the next chapter, the estimation of the point-of-gaze using a spherical corneal model is analyzed in detail. The analysis covers the full range of possible system configurations, from the simplest, that includes one camera and one light source, to the most complex, that include multiple cameras and multiple light sources. That analysis provides fundamental insight into the limitations and potential of each configuration, including the personal calibration requirements.
Chapter 3
Gaze Estimation with a Spherical Corneal Model

3.1 Introduction

This chapter provides a detailed analysis of the point-of-gaze estimation problem using a spherical corneal model. The analysis covers the full range of possible system configurations, from the simplest, that includes one camera and one light source, to the most complex, that include multiple cameras and multiple light sources. This analysis provides fundamental insight into the limitations and potential of each configuration, including the personal calibration requirements.

For each system configuration there is more than one way to calculate the point-of-gaze from the principles of geometrical optics represented by the mathematical model developed in Chapter 2. This is because there is more than one way to express the principles of geometrical optics as equations, and for a given system of nonlinear equations there is often more than one way of solving them. Most importantly, each way of calculating the point-of-gaze can exhibit a significantly different performance in non-ideal conditions (e.g., noise in the image coordinates of the eye features, corneal asphericity, errors in system parameters).

Although the analysis from this chapter is rather lengthy, it is probably the most complete analysis of the problem of estimating the point-of-gaze from the pupil and corneal reflections available to date (an earlier version of this work can be found in [84]). It includes concepts developed throughout my M.A.Sc. and Ph.D. programs as well as concepts published by other researchers between 2000 and 2008.

Once the eye features (corneal reflections, pupil center / pupil boundary points) have been extracted from the images captured by the camera(s) and their coordinates transformed into the WCS, the gaze estimation problem can be divided into three steps. The first step consists of the determination of the 3-D coordinates of the center of curvature of the cornea using the corneal reflections. Having found the coordinates of the center of curvature of the cornea, the second step
consists of the reconstruction of the optic axis of the eye in 3-D space using the pupil center / pupil boundary points. The third step consists of the reconstruction of the visual axis from the optic axis of the eye and the determination of the point-of-gaze as the intersection of the visual axis with the scene. The methods for the first step depend on the number of cameras and the number of light sources, whereas the methods for the second step depend only on the number of cameras and the method for the third step is independent of the number of cameras and the number of light sources.

3.2 Determination of the 3-D coordinates of the center of curvature of the cornea

The equations that are relevant to the determination of the 3-D coordinates of the center of curvature of the cornea, \( c \), are provided in Section 2.5.4.1 and are repeated here for convenience, either in their original form or with some modifications that make them more suitable for the problem at hand. As in Section 2.5.4.1, two situations are considered. The first, particular situation is when the incident ray (ray from light source \( i \), \( l_i \), to the point of reflection on the corneal surface, \( q_{ij} \) –see Fig. 2.7), the reflected ray (ray from \( q_{ij} \) that goes through the nodal point of camera \( j \), \( o_j \), and intersects the camera image plane at \( u_{ij} \)) and the normal at the point of reflection (line defined by \( c \) and \( q_{ij} \)) are coincident (guaranteed when \( l_i \) is located at \( o_j \)). In this case (2.36) is rewritten as

\[
\mathbf{c} = \mathbf{o}_j + k_{c,ij} \frac{\mathbf{o}_j - \mathbf{u}_{ij}}{\|\mathbf{o}_j - \mathbf{u}_{ij}\|} \quad \text{for some } k_{c,ij},
\]

which defines \( c \) up to the factor \( k_{c,ij} \) that represents the distance between the center of curvature of the cornea, \( c \), and the nodal point of the camera, \( o_j \).

The second, more general situation is when the incident ray, the reflected ray and the normal at the point of reflection are not coincident. In such case, (2.34), (2.35) and (2.38)-(2.40) or (2.34) and (2.41) are needed to solve the problem. Equation (2.34) is repeated here with a slight modification as
\[
q_{ij} = o_j + k_{q,ij} \frac{o_j - u_{ij}}{\|o_j - u_{ij}\|}
\]
for some \(k_{q,ij}\),

where \(k_{q,ij}\) represents the distance between the point of reflection, \(q_{ij}\), and the nodal point of the camera, \(o_j\).

Equation (2.35) is repeated here without changes:

\[
\|q_{ij} - c\| = R . \tag{3.3}
\]

After substituting (2.34) into (2.38), (2.38) becomes

\[
(1 - o_j) \times (u_{ij} - o_j) \cdot (c - o_j) = 0 .
\]

This equation means that the center of curvature of the cornea, \(c\), belongs to each plane defined by the nodal point of camera \(j\), \(o_j\), light source \(i\), \(l_i\), and the corresponding image of the corneal reflection center, \(u_{ij}\). Moreover, for each camera \(j\), all those planes contain the line defined by points \(c\) and \(o_j\).

Equation (2.39) is rewritten, after rearranging terms, as

\[
\left( \frac{l_i - q_{ij}}{\|l_i - q_{ij}\|} - \frac{o_j - q_{ij}}{\|o_j - q_{ij}\|} \right) \cdot (q_{ij} - c) = 0 . \tag{3.5}
\]

The condition (2.40) is repeated here without any change:

\[
\|q_{ij} - o_j\| < \|c - o_j\| . \tag{3.6}
\]

Equation (2.41) is rewritten as
### 3.2.1 One camera and one light source

A single camera and a single light source constitute the simplest possible system configuration. When the incident ray, the reflected ray and the normal at the point of reflection are coincident (e.g., the light source, $I_1$, is located at the nodal point of the camera, $O_1$), the coordinates of the center of curvature of the cornea, $c$, are related to the image of the corneal reflection center in the image plane of the camera, $u_{11}$, by (3.1) with $i = 1$ and $j = 1$, which defines $c$ up to the unknown factor $k_{c,11}$. Equation (3.1) with $i = 1$ and $j = 1$ is a vector equation that is equivalent to 3 scalar equations with 4 scalar unknowns (the 3 components of $c$ and the factor $k_{c,11}$), and, therefore, there are more unknowns than equations.

When the incident ray, the reflected ray and the normal at the point of reflection are not coincident, the problem of determining the coordinates of $c$ is described by the system of equations constituted by (3.2)-(3.5) with constraint (3.6) or by the system of equations constituted by (3.2) and (3.7), with $i = 1$ and $j = 1$. If $R$ is known (e.g., obtained through a personal calibration procedure), either system of equations is equivalent to 6 scalar equations with 7 scalar unknowns (the 3 components of $c$, the 3 components of $q_{11}$, and the scale factor $k_{q,11}$), and, therefore, there are, again, more unknowns than equations.

This analysis shows that using a single camera and a single light source it is not possible to determine the coordinates of $c$ from the corneal reflection unless another condition is introduced. Such condition could be that the distance between $c$ and the nodal point of the camera ($\|c - o_1\|$)

\[
\mathbf{c} = \mathbf{c}_{ij} = \mathbf{q}_{ij} - R \left( \frac{\mathbf{l}_{ij} - \mathbf{q}_{ij}}{\|\mathbf{l}_{ij} - \mathbf{q}_{ij}\|} + \frac{\mathbf{o}_{ij} - \mathbf{q}_{ij}}{\|\mathbf{o}_{ij} - \mathbf{q}_{ij}\|} \right).
\]

(3.7)

The following sections discuss the determination of the coordinates of the center of curvature of the cornea, $c$, for different system configurations.

---

6 Explanations about how this is accomplished in practice are provided in footnote 2 and in Section 2.5.4.1 immediately after (2.36).
is known (note that this is the factor $k_{c,ij}$ in (3.1)). If no additional device is used, this condition generally means that the head must be fixed relative to the system. In such case, the distance between $c$ and $o_1$ could be estimated, at least approximately, through direct measurement with a ruler or as part of a personal calibration procedure. If an additional device such as an ultrasonic transducer or an auto-focus lens system is used to measure the distance between the eye and the camera, then the coordinates of $c$ can be estimated under head movements. A good example of this is given in [77], which uses an auto-focus lens system.

In summary, using a single camera and a single light source, the coordinates of $c$ can be estimated from the corneal reflection only if the head is stationary with respect to the system or if an additional device is used to provide further information about the relative position of the eye with respect to the system. This conclusion is consistent with the observations in Section 1.1.4.2.

The next section presents the simplest system configuration that allows for the estimation of the 3-D coordinates of $c$ without any constraints on head movements, using only the corneal reflections extracted from the images captured by the camera.

### 3.2.2 One camera and two light sources

Assuming that the incident ray, the reflected ray and the normal at the point of reflection are not coincident for either light source\footnote{The case when the incident ray, the reflected ray and the normal at the point of reflection are coincident for one of the light sources is left for the interested reader.}, the problem of determining the coordinates of $c$ with one camera and two light sources is described by the system of equations constituted by (3.2)-(3.5) with constraint (3.6) or by the system of equations constituted by (3.2) and (3.7), with $i = 1, 2$ and $j = 1$ (since there is a single camera, the subscript $j$ that identifies the camera is dropped in this section for simplicity of notation). The effective number of equations depends on whether the plane defined by $o (= o_1)$, $l_1$, and $u_1 (= u_{11})$ and the plane defined by $o$, $l_2$, and $u_2 (= u_{21})$ (see (3.4)) are distinct or coincident. If those two planes are distinct and $R$ is known (e.g., obtained through a personal calibration procedure), either system of equations is equivalent to 12 scalar equations with 11 scalar unknowns (the 3 components of $c$, the 3 components of $q_1 (= q_{11})$, the 3 components of $q_2 (= q_{21})$ and the scale factors $k_{q,1} (= k_{q,11})$ and $k_{q,2} (= k_{q,21})$). If the two planes are coincident (guaranteed if $l_1$, $l_2$, and $o$ are collinear), then the effective number of equations is
reduced to 11 \((3.4)\) with \(i = 1\) and \((3.4)\) with \(i = 2\) become the same equation). In such case, if \(R\) is known, there are 11 scalar equations with 11 scalar unknowns. This analysis shows that regardless of the relative positions of the camera and the light sources, if \(R\) is known, one camera and two light sources provide enough equations for the determination of the coordinates of \(c\) using only the corneal reflections extracted from the images captured by the camera.

Since when the plane defined by \(o, l_1,\) and \(u_1\) and the plane defined by \(o, l_2,\) and \(u_2\) are distinct and \(R\) is known, the number of scalar equations exceeds the number of scalar unknowns by one, it seems that it might be possible to determine \(c\) without knowing \(R\). However, as it is shown in the example in Appendix D.1, it is not always possible to determine \(c\) without knowing \(R\). Even when it may be theoretically possible to determine \(c\) without knowing \(R\), as discussed in Appendix D.1 and Section 3.5, this is not recommended in practice. The determination of \(c\) assuming that \(R\) has been obtained through a personal calibration procedure is discussed next.

When the plane defined by \(o, l_1,\) and \(u_1\) and the plane defined by \(o, l_2,\) and \(u_2\) are distinct, it follows from the interpretation of \((3.4)\) that the center of curvature of the cornea, \(c\), is located in the line of intersection of those planes. Since the unit vector in the direction of such line is given by

\[
b = \pm \frac{[ (l_1 - o) \times (u_1 - o) ] \times [(l_2 - o) \times (u_2 - o) ]}{\left\| (l_1 - o) \times (u_1 - o) \right\| \times \left\| (l_2 - o) \times (u_2 - o) \right\|}, \tag{3.8}\]

where \([ (l_1 - o) \times (u_1 - o) ]\) is the normal to the plane defined by \(o, l_1,\) and \(u_1,\) \([ (l_2 - o) \times (u_2 - o) ]\) is the normal to the plane defined by \(o, l_2,\) and \(u_2,\) and the sign of \(b\) is chosen so that it points from the camera to the eye, then

\[
c = o + k_c b \text{ for some } k_c, \tag{3.9}\]

where \(k_c\) represents the distance between the center of curvature of the cornea, \(c,\) and the nodal point of the camera, \(o,\)

If \((3.2)\) and \((3.9)\) are substituted into \((3.3)\) and the resulting expression is solved for \(k_{q,i}\) subject to constraint \((3.6),\) the factors \(k_{q,i}\) are expressed as a function of \(k_c\) as
By substituting (3.10) into (3.2), the point of reflection $q_i$ is expressed as a function of the parameter $k_c$. Substituting the resulting expression for $q_i$ and (3.9) into (3.5) results in an expression that can be solved numerically for the parameter $k_c$ for each of the light sources ($i = 1$ and $i = 2$). The estimates of $k_c$ obtained for each of the light sources can be averaged to improve robustness to noise in the estimated coordinates of the corneal reflections. The resulting value of $k_c$ is substituted back into (3.9) to finally obtain the coordinates of $c$. This approach was originally described in [78] and experimental results using this approach are presented in [78], [83]-[85].

Alternatively, the coordinates of $c$ can be obtained using (3.2) and (3.7), with $i = 1, 2, j = 1$. If (3.2) is substituted into (3.7), $c$ can be expressed as a function of $k_{q,i}$ ($= k_{q,j}$) and $R$: $c(k_{q,i}, R) (= c_j(k_{q,j}, R), j = 1)$. Ideally, $c_1(k_{q,1}, R) = c_2(k_{q,2}, R)$. However, in the presence of noise in the coordinates of the corneal reflections extracted from the eye images captured by the camera and when the cornea is not exactly spherical, it is very likely that $c_1(k_{q,1}, R) = c_2(k_{q,2}, R)$ does not hold. In order to be able to solve the problem in such situation, the problem is restated as finding the values of $k_{q,1}$ and $k_{q,2}$ that minimize the (squared) distance between $c_1(k_{q,1}, R)$ and $c_2(k_{q,2}, R)$:

$$
\min_{k_{q,1}, k_{q,2}} \|c_1(k_{q,1}, R) - c_2(k_{q,2}, R)\|^2,
$$

where $R$ is obtained through a personal calibration procedure. Having found the optimal values of $k_{q,1}$ and $k_{q,2}$, $c$ is finally obtained as

$$
c = \frac{c_1(k_{q,1}, R) + c_2(k_{q,2}, R)}{2}.
$$

When the plane defined by $o$, $l_1$, and $u_1$ and the plane defined by $o$, $l_2$, and $u_2$ are coincident, the first approach to determine $c$ (with (3.8)-(3.9)) cannot be used. However, the second approach to determine $c$ (using (3.2) and (3.7), with $i = 1, 2, j = 1$, (3.11)-(3.12)) is still valid. Consequently, the second approach can be used regardless of the relative positions of the camera and light sources.
In summary, one camera and two light sources constitute the simplest system configuration that allows for the estimation of the 3-D coordinates of the center of curvature of the cornea, $c$, without any constraints on head movements and using only the corneal reflections extracted from the images captured by the camera. Furthermore, there is no theoretical constraint on the relative positions of the camera and the light sources.

### 3.2.3 One camera and more than two light sources

Increasing the number of light sources can contribute to improve the robustness of the calculation of the coordinates of $c$, and might allow for the removal of the need to determine the value of $R$ through a personal calibration procedure. The methods for the calculation of $c$ using more than two light sources are fairly straightforward extensions of the methods discussed in the previous section.

It should be noted, however, that as the number of light sources / corneal reflections is increased, the chances of interference of the corneal reflections with the extraction of the pupil boundary from the images captured by the cameras is also increased. A poor extraction of the pupil boundary points can result in a significant detriment to system performance. A reasonable trade-off is to use 3-4 light sources.

It is also important to note that the removal of the need to determine the value of $R$ through a personal calibration procedure has, if any, a very limited practical benefit, as it is discussed later in Section 3.5. So, in general, when a single camera is used, calibrating for $R$ is recommended.

### 3.2.4 Two cameras and one light source

Although a system configuration with two cameras and one light source is of limited practical interest, it is included here for the sake of completeness. This section can be skipped without affecting the understanding of the rest of the material.

The case of two cameras and one light source has a parallel with the case of one camera and two light sources. Assuming that the incident ray, the reflected ray and the normal at the point of
reflection are not coincident for either camera\(^8\), the problem of determining the coordinates of \(c\) with two cameras and one light source is described by the system of equations constituted by (3.2)-(3.5) with constraint (3.6) or by the system of equations constituted by (3.2) and (3.7), with \(i = 1\) and \(j = 1, 2\) (since there is a single light source, the subscript \(i\) that identifies the light source is dropped in this section for simplicity of notation). The effective number of equations depends on whether the plane defined by \(l\) (= \(l_1\)), \(o_1\), and \(u_1\) (= \(u_{11}\)) and the plane defined by \(l\), \(o_2\), and \(u_2\) (= \(u_{12}\)) (see (3.4)) are distinct or coincident. If those two planes are distinct and \(R\) is known (e.g., obtained through a personal calibration procedure), either system of equations is equivalent to 12 scalar equations with 11 scalar unknowns (the 3 components of \(c\), the 3 components of \(q_1\) (= \(q_{11}\)), the 3 components of \(q_2\) (= \(q_{12}\)) and the scale factors \(k_{q,1}\) (= \(k_{q,11}\)) and \(k_{q,2}\) (= \(k_{q,12}\))). If the two planes are coincident (guaranteed if \(o_1\), \(o_2\), and \(l\) are collinear), then the effective number of equations is reduced to 11 ((3.4) with \(j = 1\) and (3.4) with \(j = 2\) become the same equation). In such case, if \(R\) is known, there are 11 scalar equations with 11 scalar unknowns. This analysis shows that regardless of the relative positions of the cameras and the light source, if \(R\) is known, two cameras and one light source provide enough equations for the determination of the coordinates of \(c\) using only the corneal reflection extracted from the images captured by the cameras.

Since when the plane defined by \(l\), \(o_1\), and \(u_1\) and the plane defined by \(l\), \(o_2\), and \(u_2\) are distinct and \(R\) is known, the number of scalar equations exceeds the number of scalar unknowns by one, it seems that it might be possible to determine \(c\) without knowing \(R\). However, as it is shown in the example in Appendix D.2, it is not always possible to determine \(c\) without knowing \(R\). Even when it may be theoretically possible to determine \(c\) without knowing \(R\), as discussed in Appendix D.2 and Section 3.5, this is not recommended in practice. The determination of \(c\) assuming that \(R\) has been obtained through a personal calibration procedure is discussed next.

In this case, it is convenient to rewrite (3.4) as

\[
\frac{(o_j - l_j) \times (u_j - l_j)}{\text{normal to the plane defined by } l, o_j, \text{ and } u_j} \cdot (c - l_j) = 0.
\]

\[(3.13)\]

\(^8\) The case when the incident ray, the reflected ray and the normal at the point of reflection are coincident for one of the cameras is left for the interested reader.
This equation means that the center of curvature of the cornea, \( c \), belongs to each plane defined by the nodal point of camera \( j \), \( o_j \), light source \( i \), \( l_i \), and its corresponding image point \( u_{ij} \). Moreover, for each light source \( i \), all those planes contain the line defined by points \( c \) and \( l_i \) (the subscript \( i \) that identifies the light source is dropped hereafter for simplicity of notation).

When the plane defined by \( l \), \( o_1 \), and \( u_1 \) and the plane defined by \( l \), \( o_2 \), and \( u_2 \) are distinct, it follows from the interpretation of (3.13) that the center of curvature of the cornea, \( c \), is located in the line of intersection of those planes. Since the unit vector in the direction of such line is given by

\[
\mathbf{b} = \pm \frac{[(o_1 - l) \times (u_1 - l)] \times [(o_2 - l) \times (u_2 - l)]}{\|[(o_1 - l) \times (u_1 - l)] \times [(o_2 - l) \times (u_2 - l)]\|},
\]

where \([(o_1 - l) \times (u_1 - l)]\) is the normal to the plane defined by \( l \), \( o_1 \) and \( u_1 \), \([(o_2 - l) \times (u_2 - l)]\) is the normal to the plane defined by \( l \), \( o_2 \) and \( u_2 \), and the sign of \( \mathbf{b} \) is chosen so that it points from the light source to the eye, then

\[
c = l + k_c \mathbf{b}
\]

for some \( k_c \), \( (3.15) \), where \( k_c \) represents the distance between the center of curvature of the cornea, \( c \), and the light source, \( l \).

If (3.2) and (3.15) are substituted into (3.3) and the resulting expression is solved for \( k_{q,j} \) subject to constraint (3.6), the factors \( k_{q,j} \) are expressed as a function of \( k_c \). By substituting the resulting expression of \( k_{q,j} \) as a function of \( k_c \) into (3.2), the point of reflection \( q_j \) is expressed as a function of the parameter \( k_c \). Substituting the resulting expression for \( q_j \) and (3.15) into (3.5) results in an expression that can be solved numerically for the parameter \( k_c \) for each of the cameras (\( j = 1 \) and \( j = 2 \)). The estimates of \( k_c \) obtained for each of the cameras can be averaged to improve robustness to noise in the estimated coordinates of the corneal reflection. The resulting value of \( k_c \) is substituted back into (3.15) to finally obtain the coordinates of \( c \).

Alternatively, the coordinates of \( c \) can be obtained using (3.2) and (3.7), with \( i = 1, j = 1, 2 \). If (3.2) is substituted into (3.7), \( c \) can be expressed as a function of \( k_{q,j} \) (\( = k_{q,ij} \)) and \( R \): \( c_i(k_{q,j}, R) \) \( (\)\( = c_{ij}(k_{q,ij}, R), i = 1 \)). Ideally, \( c_1(k_{q,1}, R) = c_2(k_{q,2}, R) \). However, in the presence of noise in the coordinates of the corneal reflection extracted from the eye images captured by the cameras and
when the cornea is not exactly spherical, it is very likely that \( c_i(k_{q,1}, R) = c_2(k_{q,2}, R) \) does not hold. In order to be able to solve the problem in such situation, the problem is restated as finding the values of \( k_{q,1} \) and \( k_{q,2} \) that minimize the (squared) distance between \( c_i(k_{q,1}, R) \) and \( c_2(k_{q,2}, R) \) as described by (3.11), where the subscripts identify the cameras rather than the light sources. Having solved the optimization problem, \( c \) is finally obtained with (3.12).

When the plane defined by \( l_1, o_1, \) and \( u_1 \) and the plane defined by \( l_2, o_2, \) and \( u_2 \) are coincident, the first approach to determine \( c \) (with (3.14)-(3.15)) cannot be used. However, the second approach to determine \( c \) (using (3.2) and (3.7), with \( i = 1, j = 1, 2, (3.11)-(3.12) \)) is still valid. Consequently, the second approach can be used regardless of the relative positions of the camera and light sources.

In summary, two cameras and one light source allow for the estimation of the 3-D coordinates of the center of curvature of the cornea, \( c \), without any constraints on head movements, using only the corneal reflection extracted from the images captured by the cameras. Furthermore, there is no theoretical constraint on the relative positions of the cameras and the light source. Despite this, as discussed later, a system configuration with two cameras and a single light source is of limited practical interest.

### 3.2.5 Two cameras and two light sources

A system configuration with two cameras and two light sources is of particular theoretical and practical interest. Different variants are considered next depending on the relative positions of the cameras and the light sources. First, consider the particular situation when, for each camera, there is a light source such that the incident ray, the reflected ray and the normal at the point of reflection are coincident (e.g., there is one light source located at the nodal point of each camera [95], i.e., \( l_1 = o_1, l_2 = o_2 \)). In such case, the coordinates of the center of curvature of the cornea, \( c \), satisfy (3.1), \( i = j = 1, 2 \). More specifically, \( c \) is at the intersection of the line defined by (3.1) with \( i = j = 1 \) and the line defined by (3.1) with \( i = j = 2 \). In practice, since the estimated coordinates of the images of the corneal reflections, \( u_{ij} \), are corrupted by noise, those lines may not intersect. Therefore, \( c \) is found as the midpoint of the shortest segment defined by a point belonging to each of those lines. It can be easily shown that, in such case, \( c \) is given by
\[
\mathbf{c} = \frac{1}{2} \left[ \mathbf{b}_1 \mathbf{b}_2 \right]^{-1} \left[ \begin{array}{c} -\mathbf{b}_1 \cdot \mathbf{b}_1 \\ -\mathbf{b}_2 \cdot \mathbf{b}_2 \\ \mathbf{b}_2 \cdot (\mathbf{o}_1 - \mathbf{o}_2) \end{array} \right] + \frac{1}{2} (\mathbf{o}_1 + \mathbf{o}_2),
\]

where

\[
\mathbf{b}_j = \frac{\mathbf{o}_j - \mathbf{u}_j}{\| \mathbf{o}_j - \mathbf{u}_j \|}, \quad i = j.
\]

Next, consider the more general situation when the incident ray, the reflected ray and the normal at the point of reflection are not coincident for any camera-light source combination\(^9\) [76], [80], [84], [86], [87], [94]. In such case, if for each camera \(j\), the plane defined by \(\mathbf{o}_j, \mathbf{l}_1\) and \(\mathbf{u}_{1j}\), and the plane defined by \(\mathbf{o}_j, \mathbf{l}_2\) and \(\mathbf{u}_{2j}\) are not coincident, it follows from the interpretation of (3.4) that the center of curvature of the cornea, \(\mathbf{c}\), is located in the line of intersection of those planes. Since, for each camera \(j\), the unit vector in the direction of such line is given by

\[
\mathbf{b}_j = \pm \left[ \frac{[(\mathbf{l}_1 - \mathbf{o}_j) \times (\mathbf{u}_{1j} - \mathbf{o}_j)] \times [(\mathbf{l}_2 - \mathbf{o}_j) \times (\mathbf{u}_{2j} - \mathbf{o}_j)]}{\|[(\mathbf{l}_1 - \mathbf{o}_j) \times (\mathbf{u}_{1j} - \mathbf{o}_j)] \times [(\mathbf{l}_2 - \mathbf{o}_j) \times (\mathbf{u}_{2j} - \mathbf{o}_j)]\|} \right],
\]

where \([(\mathbf{l}_1 - \mathbf{o}_j) \times (\mathbf{u}_{1j} - \mathbf{o}_j)]\) is the normal to the plane defined by \(\mathbf{o}_j, \mathbf{l}_1\) and \(\mathbf{u}_{1j}\), \([(\mathbf{l}_2 - \mathbf{o}_j) \times (\mathbf{u}_{2j} - \mathbf{o}_j)]\) is the normal to the plane defined by \(\mathbf{o}_j, \mathbf{l}_2\) and \(\mathbf{u}_{2j}\), and the sign of \(\mathbf{b}_j\) is chosen so that it points from camera \(j\) to the eye, then

\[
\mathbf{c} = \mathbf{o}_j + k_{c,j} \mathbf{b}_j \quad \text{for some} \quad k_{c,j},
\]

where \(k_{c,j}\) represents the distance between the center of curvature of the cornea, \(\mathbf{c}\), and the nodal point of camera \(j\), \(\mathbf{o}_j\) (note that (3.18)-(3.19) is a generalization of (3.8)-(3.9)). Having two cameras, the coordinates of the center of curvature of the cornea, \(\mathbf{c}\), can be found as the intersection of the line defined by (3.18)-(3.19) with \(j = 1\) and the line defined by (3.18)-(3.19) with \(j = 2\). Similarly to the previous case, \(\mathbf{c}\) is found using (3.16) with \(\mathbf{b}_j\) given by (3.18) [86], [87].

---

\(^9\) The mixed case in which the incident ray, the reflected ray and the normal at the point of reflection are coincident for one camera-light source combination and not coincident for all others is left for the interested reader.
Alternatively, (3.4) with $i = 1, 2$ and $j = 1, 2$, can be written in matrix form [84] as

$$
\begin{bmatrix}
(l_1 - o_1) \times (u_{11} - o_1) \\
(l_1 - o_2) \times (u_{12} - o_2) \\
(l_2 - o_1) \times (u_{21} - o_1) \\
(l_2 - o_2) \times (u_{22} - o_2)
\end{bmatrix} =
\begin{bmatrix}
(l_1 - o_1) \times (u_{11} - o_1) \cdot o_1 \\
(l_1 - o_2) \times (u_{12} - o_2) \cdot o_2 \\
(l_2 - o_1) \times (u_{21} - o_1) \cdot o_1 \\
(l_2 - o_2) \times (u_{22} - o_2) \cdot o_2
\end{bmatrix},
$$

(3.20)

after applying the distributive property for the dot product, rearranging terms and noting that, when $a$ and $b$ are column vectors, $a \cdot b = a^T b$. If $M$ has rank 3, $c$ can be obtained from (3.20) by using the left pseudoinverse of $M$ as

$$
c = (M^T M)^{-1} M^T m.
$$

(3.21)

If only 3 linearly independent rows of $M$ and the corresponding rows of $m$ are considered in (3.20), then (3.21) is reduced to

$$
c = M^{-1} m.
$$

(3.22)

Note that other expressions for $c$ can be obtained from the extension of (3.14)-(3.15) to two light sources or by writing (3.13), with $i = 1, 2$ and $j = 1, 2$, in a matrix form similar to (3.20).

Another method to calculate the coordinates of $c$ that is of particular interest consists of using (3.2) and (3.7), with $i = 1, 2, j = 1, 2$. If (3.2) is substituted into (3.7), $c$ can be expressed as a function of $k_{q,j}$ and $R$: $c_{ij}(k_{q,j}, R)$. Ideally, all the $c_{ij}(k_{q,j}, R)$ should be equal to each other. However, in the presence of noise in the coordinates of the corneal reflections extracted from the eye images captured by the cameras and when the cornea is not exactly spherical, it is very likely that the condition that all the $c_{ij}(k_{q,j}, R)$ are equal to each other does not hold. In order to be able to solve the problem in such situation, the problem is restated as finding the value of $R$ and the values of $k_{q,j}$ that minimize the sum of the squared distances between all possible pairs of $c_{ij}(k_{q,j}, R)$:

$$
\min_{k_{q,j}\in\{1,2\}, j=1,2} R \in \mathbb{R} \sum_{\substack{i_1 \leq i_2, j_1 \leq j_2, \\{i_1,j_1\} \neq \{i_2,j_2\}}} \|c_{i_1,j_1}(k_{q_1,j_1}, R) - c_{i_2,j_2}(k_{q_2,j_2}, R)\|^2.
$$

(3.23)
Since $R$ is treated as a parameter to optimize, it does not need to be known a priori. Having obtained the optimum values of $R$ and $k_{q,ij}$, $c$ is finally obtained as the mean of all the $c_0(k_{q,ij}, R)$:

$$c = \frac{1}{N} \sum_{i,j} c_0(k_{q,ij}, R),$$ \hspace{1cm} (3.24)

where $N = 4$ for the case of two cameras and two light sources.

A generalized form of (3.23)-(3.24) can be expressed as

$$\min_{k_{q,ij}, R} \sum_{i,j} w_{i,i} w_{b,b} \| c_{i,j} (k_{q,ij}, R) - c_{b,b} (k_{q,ij}, R) \|^2$$ \hspace{1cm} (3.25)

and

$$c = \text{mean}(w_{i,j} c_0 (k_{q,ij}, R)),$$ \hspace{1cm} (3.26)

where the $w_{ij}$ are weight factors. The use of binary weight factors to select a subset of all available corneal reflection images is discussed in Chapter 4.

If for one of the cameras the plane defined by $o_j$, $l_1$ and $u_{1j}$, and the plane defined by $o_j$, $l_2$ and $u_{2j}$ are coincident, (3.18) cannot be used. If for both cameras the plane defined by $o_j$, $l_1$ and $u_{1j}$, and the plane defined by $o_j$, $l_2$ and $u_{2j}$ are coincident (guaranteed if $o_1$, $o_2$, $l_1$ and $l_2$ are collinear), (3.20) cannot be used either since $M$ has rank 1. However, the method to solve for the coordinates of $c$ using (3.2) and (3.7), with $i = 1, 2$, $j = 1, 2$, (3.23)-(3.24) (or (3.25)-(3.26)) is still valid. Consequently, this last method can be used regardless of the relative positions of the cameras and light sources.

The preceding discussion shows that two cameras and two light sources constitute the simplest system configuration that allows for the determination of the coordinates of the center of curvature of the cornea, $c$, without knowing $R$ (i.e., without the need to determine the radius of curvature of the cornea through a personal calibration procedure), in the presence of head movements and regardless of the relative positions of the cameras and the light sources.
Although all the preceding methods for the determination of the 3-D coordinates of the center of curvature of the cornea can provide identical results in ideal conditions, they can exhibit significantly different behaviors in the presence of noise in the image coordinates of the corneal reflections, corneal asphericity and errors in system parameters. This is studied in detail in Chapter 4.

### 3.2.6 Two cameras and more than two light sources

Increasing the number of light sources can contribute to improve the robustness of the calculation of the coordinates of \( c \). The methods for the calculation of \( c \) using more than two light sources are fairly straightforward extensions of the methods discussed in the previous section. The benefits of using more than two light sources will become apparent in Chapter 4.

It should be noted, again, that as the number of light sources / corneal reflections is increased, the chances of interference of the corneal reflections with the extraction of the pupil boundary from the images captured by the cameras is also increased. A poor extraction of the pupil boundary points can result in a significant detriment to system performance. A reasonable trade-off is to use 3-4 light sources.

### 3.2.7 Beyond two cameras (with multiple light sources)

Using more than two cameras could contribute to an improvement in the robustness of the system at the expense of a considerable increase in complexity and cost. Even though specific practical situations may benefit from the use of more cameras, from the theoretical point of view it is of limited interest. Nevertheless, if the coordinates of the center of curvature of the cornea were to be determined using more than two cameras, this would be done with a straightforward extension of the methods described in Section 3.2.5 (equations (3.20)-(3.21), or (3.23)-(3.24) or (3.25)-(3.26)).

### 3.3 Reconstruction of the optic axis of the eye

Having discussed the determination of the coordinates of the center of curvature of the cornea, the next step is to consider different methods for the reconstruction of the optic axis of the eye in 3-D space from the coordinates of the pupil center or pupil boundary points extracted from the
eye images captured by the camera(s). Three of the methods are based on the pupil center and one is based on the pupil boundary. The two methods based on the pupil center that are described in Sections 3.3.1 and 3.3.2 are meant to reconstruct the optic axis of the eye as the line defined by the center of curvature of the cornea \(c\) and the center of the true pupil \(p\) using the model from Section 2.5.4.1. Since the model from Section 2.5.4.1 explicitly considers the refraction at the front corneal surface, the methods from Sections 3.3.1 and 3.3.2 are referred to as using an “explicit refraction model”. The third method based on the pupil center, which is described in Section 3.3.3, assumes that the optic axis of the eye can be reconstructed as the line defined by the center of curvature of the cornea and the center of the entrance pupil (virtual image of the pupil created by refraction at the front corneal surface, \(p_v\) –see Fig. 2.7). Given the way in which the refraction at the cornea is considered in this method, this method is referred to as using an “implicit refraction model” (note that some researchers refer to this approach as “refraction-ignored” [93]). The method based on the pupil boundary that is described in Section 3.3.4 follows the explicit refraction model from Section 2.5.4.1 to reconstruct the optic axis of the eye as the line defined by \(c\) and \(p\).

The methods based on the pupil center assume that the coordinates of the image of the pupil center \(v_j\) are known. Since, in general, as discussed later in Section 3.3.4, the image of the pupil center does not coincide with the center of the pupil image in the images captured by the camera(s), using the center of the pupil image as an estimate of the image of the pupil center makes the methods based on the pupil center approximate. On the other hand, the method based on the pupil boundary is exact within the assumption that the corneal surface is spherical (in reality, of course, all methods are approximate to some extent since real corneas are not exactly spherical).

The methods based on the pupil center are not only more common but also simpler and significantly less computationally expensive than the method based on the pupil boundary. The significant difference in computational expense is due to the fact that the methods based on the pupil center provide closed-form solutions whereas the method based on the pupil boundary relies on numerical optimization. The methods based on the pupil center, due to their simplicity, provide valuable insight into the problem, particularly regarding the subject-specific eye parameters that need to be obtained a priori through a personal calibration procedure.
The sensitivity of the four different methods to noise in the image coordinates of the pupil-iris boundary points (the center of the pupil image is determined as the center of the ellipse that is fitted in least-squares sense to these boundary points), corneal asphericity and errors in system parameters, as well as the “inherent” bias of the methods that are based on the pupil center, are studied in detail through numerical simulations in Chapter 4 for the two-camera case.

3.3.1 Based on the pupil center with explicit refraction model – Method I (two cameras only)

As explained in Section 2.5.4.1, the condition of the law of refraction which states that the incident ray, the refracted ray and the normal at the point of refraction are coplanar implies that, for each camera, the pupil center \( \mathbf{p} \), the point of refraction \( \mathbf{r}_j \), the nodal point of the camera \( \mathbf{o}_j \), the image of the pupil center \( \mathbf{v}_j \), and the center of curvature of the cornea \( \mathbf{c} \) are coplanar. It then follows that

\[
(o_1 - v_1) \times (c - o_1) \cdot (p - c) = 0 \\
(o_2 - v_2) \times (c - o_2) \cdot (p - c) = 0.
\] (3.27)

Since the optic axis of the eye is defined by points \( \mathbf{c} \) and \( \mathbf{p} \), if \( \mathbf{c} \), \( \mathbf{o}_j \) and \( \mathbf{v}_j \) are not collinear for either of the two cameras (i.e., \( [(o_j - v_j) \times (c - o_j)] \neq 0, j = 1, 2 \)), these equations mean that the optic axis of the eye belongs to the plane defined by points \( \mathbf{c} \), \( \mathbf{o}_1 \) and \( \mathbf{v}_1 \) (normal given by \( [(o_1 - v_1) \times (c - o_1)] \)) and to the plane defined by points \( \mathbf{c} \), \( \mathbf{o}_2 \) and \( \mathbf{v}_2 \) (normal given by \( [(o_2 - v_2) \times (c - o_2)] \)). If, in addition, those two planes are not coincident (i.e., \( [(o_1 - v_1) \times (c - o_1)] \) and \( [(o_2 - v_2) \times (c - o_2)] \) are not parallel), the optic axis of the eye is given by the line of the intersection of those two planes and its direction is given by the unit vector

\[
\omega = \pm \frac{[(o_1 - v_1) \times (c - o_1)] \times [(o_2 - v_2) \times (c - o_2)]}{\left\| (o_1 - v_1) \times (c - o_1) \right\| \times \left\| (o_2 - v_2) \times (c - o_2) \right\|},
\] (3.28)

where the sign of \( \omega \) is chosen so that it points forward (coming out of the eye through the cornea). In this way, the optic axis of the eye can be reconstructed in 3-D space as the line going through \( \mathbf{c} \) with direction given by \( \omega \). If \( \mathbf{c} \) is found using at least two light sources in conjunction with the two cameras, by using this method it is then possible to reconstruct the optic axis of the eye in 3-D space without actually knowing any eye parameter [76], [80], [84].
In order to obtain (3.28), it was assumed that \((o_j - v_j) \times (c - o_j) \neq 0\), \(j = 1, 2\), and that \([(o_1 - v_1) \times (c - o_1)]\) and \([(o_2 - v_2) \times (c - o_2)]\) are not parallel. If any of these conditions does not hold, then \([(o_1 - v_1) \times (c - o_1)]\times[(o_2 - v_2) \times (c - o_2)] = 0\) and (3.28) cannot be used. The condition that \([(o_j - v_j) \times (c - o_j)] = 0\) implies that the center of curvature of the cornea, \(c\), the nodal point of camera \(j, o_j\), and the image of the pupil center, \(v_j\), are collinear. Since any line passing through point \(c\) is normal to the spherical corneal surface, the line defined by points \(o_j\) and \(v_j\) is normal to the corneal surface. Since points \(o_j\) and \(v_j\) are on the refracted ray coming from the pupil center, \(p\), the refracted ray is normal to the corneal surface (i.e., there is no refraction) and therefore point \(p\) is collinear with points \(o_j, v_j\) and \(c\). Since the optic axis of the eye is defined by points \(c\) and \(p\), it implies that the optic axis of the eye goes through the nodal point of the camera, \(o_j\). In summary, if the optic axis of the eye passes through the nodal point of camera \(j, o_j\), then \([(o_j - v_j) \times (c - o_j)] = 0\) and hence (3.28) cannot be used. Note that in this particular case, the direction of the optic axis of the eye is simply given by \(o = (v_j - o_j)/\|v_j - o_j\|\).

The condition that \([(o_1 - v_1) \times (c - o_1)]\) and \([(o_2 - v_2) \times (c - o_2)]\) are parallel implies that points \(c, o_1, v_1, o_2\) and \(v_2\) are all on a single plane. Equation (3.27) implies then that the optic axis of the eye, defined by the center of curvature of the cornea, \(c\), and the pupil center, \(p\), is also in that plane. Consequently, this situation occurs when the optic axis of the eye is coplanar with the line defined by the nodal points of the cameras, \(o_1\) and \(o_2\).

Since the condition that the optic axis of the eye passes through the nodal point of a camera is a particular case of the condition that the optic axis of the eye is coplanar with the line connecting the nodal points of the cameras, and since in practice the condition that the optic axis of the eye is parallel to the line connecting the nodal points of the cameras is unrealistic, the above discussion can be summarized by saying that (3.28) is valid as long as the optic axis of the eye does not intersect the line defined by the nodal points of the cameras [76], [80], [84]. This restriction does not exist in the other methods presented next.

### 3.3.2 Based on the pupil center with explicit refraction model – Method II

In this case, the reconstruction of the optic axis of the eye consists of determining first the 3-D coordinates of the pupil center, \(p\), and then reconstructing the optic axis as the line defined by \(c\)
and \( p \). By substituting (2.42) into (2.43) and applying constraint (2.50), it follows that the coordinates of the point of refraction, \( \mathbf{r}_j \), are given by (2.42) with

\[
k_{r,j} = -\frac{(\mathbf{o}_j - \mathbf{c}) \cdot (\mathbf{o}_j - \mathbf{v}_j) - \sqrt{(\mathbf{o}_j - \mathbf{c}) \cdot (\mathbf{o}_j - \mathbf{v}_j)^2 - \|\mathbf{o}_j - \mathbf{v}_j\|^2 (\|\mathbf{o}_j - \mathbf{c}\|^2 - R^2)}}{\|\mathbf{o}_j - \mathbf{v}_j\|^2}.
\] (3.29)

Now, let

\[
\mathbf{t}_j = \frac{\mathbf{p} - \mathbf{r}_j}{\|\mathbf{p} - \mathbf{r}_j\|}
\] (3.30)

be the unit vector in the direction of the incident ray originating at the pupil center (see Fig. 2.7),

\[
\mathbf{z}_j = \frac{\mathbf{o}_j - \mathbf{r}_j}{\|\mathbf{o}_j - \mathbf{r}_j\|} = \frac{\mathbf{v}_j - \mathbf{o}_j}{\|\mathbf{v}_j - \mathbf{o}_j\|}
\] (3.31)

be the unit vector in the direction of the refracted ray passing through the nodal point of the camera, and

\[
\mathbf{n}_j = \frac{\mathbf{r}_j - \mathbf{c}}{\|\mathbf{r}_j - \mathbf{c}\|} = \frac{\mathbf{r}_j - \mathbf{c}}{R}
\] (3.32)

be the unit vector normal to the corneal surface at the point of refraction. It can then be shown [77] that, from the law of refraction, given \( \mathbf{z}_j \) and \( \mathbf{n}_j \), \( \mathbf{t}_j \) is given by

\[
\mathbf{t}_j = \frac{n_2}{n_1} \left\{ \left[ \mathbf{n}_j \cdot \mathbf{z}_j - \sqrt{\left(\frac{n_1}{n_2}\right)^2 - 1 + (\mathbf{n}_j \cdot \mathbf{z}_j)^2} \right] \mathbf{n}_j - \mathbf{z}_j \right\},
\] (3.33)

where \( n_1 \) is the effective index of refraction of the aqueous humor and cornea combined (= 1.3375 [110]) and \( n_2 \) is the index of refraction of air (\( \cong 1 \)).

It then follows that

\[
\mathbf{p} = \mathbf{r}_j + k_{p,j} \mathbf{t}_j \quad \text{for some } k_{p,j},
\] (3.34)
which provides a line in which $p$ is located (more specifically, it is the incident ray in 3-D space). The final step in the calculation of the coordinates of $p$ depends on the number of cameras.

### 3.3.2.1 One camera

In the case of one camera ($j = 1$), (3.34) defines $p$ up to the factor $k_p (= k_{p,j}, j = 1$ –since there is a single camera, the subscript $j$ that identifies the camera is dropped for simplicity of notation) and another condition is needed to uniquely determine $p$. This condition is that the distance between the pupil center and the center of curvature of the cornea is given by $K$ (see Section 2.2.4 and equation (2.28)), i.e.,

$$\|p - c\| = K .$$  \hspace{1cm} (3.35)

Substituting (3.34) into (3.35) and solving for $k_p$ with the constraint that

$$\|p - o\| < \|c - o\| ,$$  \hspace{1cm} (3.36)

results in

$$k_p = -(r - c) \bullet \mathbf{1} - \sqrt{[(r - c) \bullet \mathbf{1}]^2 - (R^2 - K^2)} .$$  \hspace{1cm} (3.37)

Using this value of $k_p$ in (3.34) gives the coordinates of $p$. Having determined the coordinates of $c$ and $p$, the unit vector in the direction of the optic axis of the eye is given by

$$\omega = \frac{p - c}{\|p - c\|} .$$  \hspace{1cm} (3.38)

In summary, using this method, it is possible to reconstruct the optic axis of the eye using a single camera as long as the subject-specific eye parameters $R$ and $K$ are known (i.e., estimated through a personal calibration procedure). Experimental results using this method are presented in [83]-[85].

### 3.3.2.2 Two cameras

In the case of two cameras, $p$ can be found as the intersection of the line described by (3.34) with $j = 1$ and the line defined by (3.34) with $j = 2$ [94]. Since, in practice, due to noise, those lines
may not intersect, \( p \) is found as the midpoint of the shortest segment defined by a point belonging to each of those lines:

\[
p = \frac{1}{2} \left[ t_1 + t_2 \right] \left[ \begin{array}{ccc}
   t_1 \cdot t_1 & -t_1 \cdot t_2 & -t_1 \cdot (r_1 - r_2) \\
   -t_1 \cdot t_2 & t_2 \cdot t_2 & t_2 \cdot (r_1 - r_2) \\
   -t_1 \cdot (r_1 - r_2) & t_2 \cdot (r_1 - r_2) & \frac{1}{2} (r_1 + r_2)
\end{array} \right],
\]

(3.39)

where \( r_j \) is given by (2.42) and (3.29), and \( t_j \) is given by (3.31)-(3.33). Having found \( p \), the unit vector in the direction of the optic axis of the eye is given by (3.38).

In this case, the only subject-specific eye parameter that needs to be known is the radius of curvature of the cornea, \( R \) (needed to calculate \( r_j \) with (2.42) and (3.29)). When at least two light sources are used in conjunction with the two cameras, however, \( R \) does not need to be obtained through a personal calibration procedure: it can be obtained either during the calculation of \( c \) (e.g., using (3.23)-(3.24) or (3.25)-(3.26)) or after the calculation of \( c \) when \( R \) is not part of the calculations to determine \( c \) (e.g., when using (3.16) and (3.18), or (3.20) and (3.21)/(3.22)). In the latter case, \( R \) can be found as follows. For the image of the corneal reflection due to light source \( i \) in camera \( j \), \( u_{ij} \), the corresponding point of reflection on the corneal surface, \( q_{ij} \), is given by (3.2) as a function of the scalar parameter \( k_{q,ij} \). By substituting (3.2) into (3.5) and solving for \( k_{q,ij} \), and then substituting the resulting value of \( k_{q,ij} \) back into (3.2), the coordinates of \( q_{ij} \) are determined. Then, the radius of curvature of the cornea can be estimated for each \( i \) and \( j \) as

\[
\hat{R}_{ij} = \| q_{ij} - c \|.
\]

(3.40)

Finally, all the \( \hat{R}_{ij} \)'s are averaged to reduce the effect of image noise, model approximations and numerical errors:

\[
R = \text{mean}(\hat{R}_{ij}).
\]

(3.41)

In summary, using this method, it is possible to reconstruct the optic axis of the eye in 3-D space using two cameras and at least two light sources without the need to determine any subject-specific eye parameter through a personal calibration procedure, and without any constraint on the orientation of the optic axis of the eye.
3.3.3 Based on the pupil center with implicit refraction model

Due to the refraction at the cornea, the cameras observe a virtual image of the pupil (entrance pupil) rather than the true pupil. As in Section 2.5.4.1 (see also Fig. 2.7), consider an imaginary ray that comes from the pupil center, \( p \), and refracts at a point \( r_j \) on the corneal surface such that the refracted ray passes through the nodal point of camera \( j \), \( o_j \), and intersects the camera image plane at a point \( v_j \) (image of the pupil center). This refraction results in the formation of a virtual image of the pupil center (virtual pupil center), \( p_{v,j} \), located between the pupil center and the corneal surface, in the extension of the refracted ray:

\[
p_{v,j} = o_j + k_{p,j}(o_j - v_j) \quad \text{for some } k_{p,j}.
\]

The steps that follow in the reconstruction of the optic axis of the eye depend on the number of cameras.

3.3.3.1 One camera

In the case of one camera \((j = 1)\), (3.42) defines \( p_v \) (= \( p_{v,1} \)) up to the factor \( k_{p,v} \) (= \( k_{p,v,1} \) –since there is a single camera, the subscript \( j \) that identifies the camera is dropped for simplicity of notation) and another condition is needed to uniquely determine \( p_v \). This condition is that the distance between the virtual pupil center and the center of curvature of the cornea is given by \( K_v \), that is,

\[
\|p_v - c\| = K_v.
\]

Substituting (3.42) into (3.43) and solving for \( k_{p,v} \) subject to the constraint that

\[
\|p_v - o\| < \|c - o\|,
\]

results in

\[
k_{p,v} = \frac{-(o - c) \cdot (o - v) - \sqrt{[(o - c) \cdot (o - v)]^2 - \|o - v\|^2 (\|o - c\|^2 - K_v^2)}}{\|o - v\|^2}.
\]
Using this value of $k_v$ in (3.42) gives the coordinates of $p_v$. Assuming that the virtual pupil center, $p_v$, is in the optic axis of the eye, the unit vector in the direction of the optic axis of the eye is then given by

$$\mathbf{w} = \frac{p_v - c}{\|p_v - c\|}. \quad (3.46)$$

In summary, this method can be used to reconstruct the optic axis of the eye using a single camera as long as the parameter $K_v$ is estimated through a personal calibration procedure. Even though the radius of curvature of the cornea, $R$, is not used for the calculation of the coordinates of $p_v$, it is typically used in the calculation of the coordinates of the center of curvature of the cornea, $c$.

Despite the fact that, in strict terms, the value of $K_v$ varies with the relative position and orientation of the eye with respect to the camera ([61], [62]) and with the pupil diameter, good experimental results using this method are presented in [78].

### 3.3.3.2 Two cameras

In strict terms, the spatial location of $p_{v,j}$ depends on the position of the nodal point of the camera, $o_j$, relative to the eye. Therefore, in general, the spatial location of $p_{v,j}$ is slightly different for each of the two cameras. Despite this, an approximate virtual pupil center, $p_v$, can be found as the midpoint of the shortest segment defined by a point belonging to each of the lines given by (3.42), $j = 1, 2$, i.e.,

$$p_v = \frac{1}{2} [h_1 \ h_2] \begin{bmatrix} h_1 \cdot h_1 & -h_1 \cdot h_2 \\ -h_1 \cdot h_2 & h_2 \cdot h_2 \end{bmatrix}^{-1} \begin{bmatrix} -h_1 \cdot (o_1 - o_2) \\ h_2 \cdot (o_1 - o_2) \end{bmatrix} + \frac{1}{2} (o_1 + o_2). \quad (3.47)$$

Assuming that $p_v$ is in the optic axis of the eye, the unit vector in the direction of the optic axis of the eye is the given by (3.46) [73], [86], [87], [95]. Note that the calculation of $p_v$ is independent of the calculation of $c$ and independent of any eye parameter.

In summary, using this method, it is also possible to reconstruct the optic axis of the eye in 3-D space using two cameras and at least two light sources without the need to determine any subject-specific eye parameter through a personal calibration procedure, and without any
constraint on the orientation of the optic axis of the eye.

### 3.3.4 Based on the pupil boundary with explicit refraction model

The methods discussed previously assume that the image of the pupil center, \( v_j \), can be determined. In practice, however, \( v_j \) is estimated as the center of the pupil image in the camera image plane. As pointed out in [77], [81], [90], in general, due to the refraction at the front corneal surface followed by the perspective projection at the camera, the image of the pupil center does not coincide with the center of the pupil image. Consequently, using the center of the pupil image in place of the image of the pupil center results in point-of-gaze estimation bias.

The method discussed next overcomes this problem. It relies on the reconstruction of the pupil boundary in 3-D space from the pupil boundary points extracted from the images captured by the camera(s), under the assumptions that the front corneal surface is spherical, the pupil is circular and the optic axis of the eye contains the pupil center and is perpendicular to the plane of the pupil.

Let \( p_{b,jk} \) be a point in the pupil boundary such that a ray of light originating from it refracts at the front corneal surface at point \( r_{b,jk} \), goes through the nodal point of camera \( j \), \( o_j \), and intersects the camera image plane at point \( v_{b,jk} \), the \( k \)-th boundary point of the pupil image captured by camera \( j \). Given \( c \), \( o_j \) and \( v_{b,jk} \), \( r_{b,jk} \) can be obtained as

\[
r_{b,jk} = o_j + k_{n,jk} (o_j - v_{b,jk}),
\]

where

\[
k_{n,jk} = \frac{- (o_j - c) \cdot (o_j - v_{b,jk}) - \sqrt{[(o_j - c) \cdot (o_j - v_{b,jk})]^2 - \|o_j - v_{b,jk}\|^2 \left( \|o_j - c\|^2 - R^2 \right)}}{\|o_j - v_{b,jk}\|^2},
\]

which is a generalized version of (2.42) and (3.29).

Now, let

\[
t_{b,jk} = \frac{p_{b,jk} - r_{b,jk}}{\|p_{b,jk} - r_{b,jk}\|}
\]

be the unit vector in the direction of the incident ray originating at the pupil boundary point,
be the unit vector in the direction of the refracted ray passing through the nodal point of the camera, and

\begin{equation}
\eta_{b,jk} = \frac{r_{b,jk} - c}{\|r_{b,jk} - c\|} = \frac{r_{b,jk} - c}{R}
\end{equation}

be the unit vector normal to the corneal surface at the point of refraction. It then follows that, given $\xi_{b,jk}$ and $\eta_{b,jk}$, $\tau_{b,jk}$ is given by

\begin{equation}
\tau_{b,jk} = \frac{n_2}{n_1} \left( \eta_{b,jk} \cdot \xi_{b,jk} - \sqrt{\left(\frac{n_1}{n_2}\right)^2 - 1 + (\eta_{b,jk} \cdot \xi_{b,jk})^2} \right) \eta_{b,jk} - \xi_{b,jk} \right). 
\end{equation}

Note that (3.49)-(3.52) are generalized versions of (3.30)-(3.33). Having $r_{b,jk}$ and $\tau_{b,jk}$, $p_{b,jk}$ is given by

\begin{equation}
p_{b,jk} = r_{b,jk} + k_{p_{b,jk}} \tau_{b,jk} \text{ for some } k_{p_{b,jk}}.
\end{equation}

Since the plane of the pupil is perpendicular to the optic axis of the eye and the distance between the center of curvature of the cornea, $c$, and the pupil plane is $K$ (see Section 2.2.4 and equation (2.28)), $p_{b,jk}$ has to satisfy

\begin{equation}
(p_{b,jk} - c) \cdot \omega = K,
\end{equation}

where $\omega$ is the unit vector in the direction of the optic axis of the eye (Section 2.5.3; equation (2.26)). Substituting (3.53) into (3.54), it follows that

\begin{equation}
k_{p_{b,jk}} = \frac{K - (r_{b,jk} - c) \cdot \omega}{\tau_{b,jk} \cdot \omega}.
\end{equation}

Since the pupil is assumed to be circular, $p_{b,jk}$ also has to satisfy
where the pupil center, \( p \), is given by (2.28) and \( r_{\text{pupil}} \) is the radius of the pupil.

The problem of reconstructing the optic axis of the eye consists then of finding \( \omega \equiv \omega(\theta_{\text{eye}}, \phi_{\text{eye}}) \) (see (2.26)) such that all the \( p_{b,jk} \)'s obtained using (3.48), (3.50)-(3.53) and (3.55) satisfy (3.56) for all \( j \) and all \( k \). Since in practice the coordinates of \( v_{b,jk} \), and therefore the coordinates of \( r_{b,jk} \) and the components of \( u_{b,j} \), are corrupted by noise, the condition expressed by equation (3.56) for all \( j \) and all \( k \) has to be turned into a minimization problem, whose actual expression depends on the number of cameras. For the same reason, even though, theoretically, three pupil boundary points are enough to reconstruct the pupil (three non-collinear points define a circle), many more pupil boundary points need to be used in practice.

Note that the preceding system of equations depends on the subject-specific eye parameters \( R \) and \( K \), as well as the time-varying parameter \( r_{\text{pupil}} \). The need for the a priori determination of \( R \) and \( K \) through a personal calibration procedure also depends on the system configuration, as it is discussed next.

### 3.3.4.1 One camera

For the case of a single camera (\( j = 1 \)) the subscript that identifies the camera can be dropped for simplicity of notation (\( p_{b,k} = p_{b,1k}, v_{b,k} = v_{b,1k}, r_{b,k} = r_{b,1k}, u_{b,k} = u_{b,1k} \)) and the orientation of the optic axis of the eye, \( \omega(\theta_{\text{eye}}, \phi_{\text{eye}}) \), is found by solving the following minimization problem:

\[
\min_{\theta_{\text{eye}}, \phi_{\text{eye}}, r_{\text{pupil}}} \sum_{k} \left( \left\| p_{b,k}(\theta_{\text{eye}}, \phi_{\text{eye}}, K) - p(\theta_{\text{eye}}, \phi_{\text{eye}}, K) \right\| - r_{\text{pupil}} \right)^2 = \min_{\theta_{\text{eye}}, \phi_{\text{eye}}, r_{\text{pupil}}} \sum_{k} \left( \left\| r_{b,k} - c \right\| + \frac{K - (r_{b,k} - c) \cdot \omega(\theta_{\text{eye}}, \phi_{\text{eye}})}{u_{b,k} \cdot \omega(\theta_{\text{eye}}, \phi_{\text{eye})}} - K \omega(\theta_{\text{eye}}, \phi_{\text{eye}}) \right\| - r_{\text{pupil}} \right)^2
\]  

(3.57)

where the last expression is obtained using (2.28), (3.53) and (3.55). Note that the optimization over \( r_{\text{pupil}} \) can be avoided by substituting
\[ r_{pupil} = \frac{1}{N_{\text{boundary points}}} \sum_k \| p_{b,k} - p \| \]  

(3.58)

into (3.57).

To solve the above minimization problem, \( R \) and \( K \) have to be obtained a priori through a personal calibration procedure (\( R \) is needed to obtain the \( r_{b,k} \)'s for (3.57) using (3.48)). Even though when multiple light sources are used it might be theoretically possible, under certain conditions, to determine the coordinates of the center of curvature of the cornea, \( c \), without the a priori knowledge of the value of \( R \) and then estimate \( R \) either during or after the calculation of \( c \), not calibrating for \( R \) is not recommended in practice.

Note that the essence of this method is that of the method presented in [90]-[93].

3.3.4.2 Two cameras

For the case of two cameras \( (j = 1, 2) \) the orientation of the optic axis of the eye \( (\omega(\theta_{\text{eye}}, \varphi_{\text{eye}})) \) is found by solving the following minimization problem:

\[
\begin{align*}
\min_{\theta_{\text{eye}}, \varphi_{\text{eye}}, K, r_{pupil}} & \sum_j \sum_k \left( \| p_{b,j,k}(\theta_{\text{eye}}, \varphi_{\text{eye}}, K) - p(\theta_{\text{eye}}, \varphi_{\text{eye}}, K) \| - r_{pupil} \right)^2 = \\
& \min_{\theta_{\text{eye}}, \varphi_{\text{eye}}, K, r_{pupil}} \sum_j \sum_k \left( \| r_{b,j,k} - c \| + \frac{K - (r_{b,j,k} - c) \bullet \omega(\theta_{\text{eye}}, \varphi_{\text{eye}})}{t_{b,j,k} \bullet \omega(\theta_{\text{eye}}, \varphi_{\text{eye}})} t_{b,j,k} - K \omega(\theta_{\text{eye}}, \varphi_{\text{eye}}) \| - r_{pupil} \right)^2 \tag{3.59}
\end{align*}
\]

where the last expression is obtained using (2.28), (3.53) and (3.55). Note that, in this case, the optimization over \( r_{pupil} \) can be avoided by substituting

\[ r_{pupil} = \frac{1}{N_{\text{boundary points}}} \sum_j \sum_k \| p_{b,j,k} - p \| \]  

(3.60)

into (3.59).

Note that for the case of multiple cameras, \( K \) can be treated as a parameter to be optimized (see (3.59)) and therefore it does not need to be obtained a priori through a personal calibration procedure. In order to obtain the \( r_{b,j,k} \)'s for (3.59) (using (3.48)), the radius of curvature of the
cornea, $R$, must be known. When multiple light sources are used, the value of $R$ is readily obtained during or after the determination of the coordinates of the center of curvature of the cornea, $c$ (see discussion after (3.39)). This implies that $R$ does not need to be obtained a priori through a personal calibration procedure either. In summary, if at least two cameras and at least two light sources are used, the optic axis of the eye in 3-D space can be reconstructed without the need to obtain $R$ and $K$ through a personal calibration procedure.

### 3.3.5 Brief summary of the different methods

Regardless of which particular method is used to reconstruct the optic axis of the eye in 3-D space, the following brief, general summary can be provided. Using one camera and at least two light sources, the optic axis of the eye can be reconstructed if two subject-specific eye parameters (either $R$ and $K$, or $R$ and $K_v$) are obtained a priori through a personal calibration procedure. Using two cameras and one light source the optic axis of the eye can be reconstructed if $R$ has been obtained through personal calibration. Using two cameras and at least two light sources, the optic axis of the eye can be reconstructed without the need to obtain any subject-specific eye parameter through personal calibration.

A comparative simulation study of the different methods to reconstruct the optic axis of the eye with a single camera is presented in [93]. A comparative simulation study of the different methods to reconstruct the optic axis of the eye with two cameras is presented in Chapter 4. The simulation study in Chapter 4 focuses on the sensitivity to noise in the image coordinates of the pupil-iris boundary points (the center of the pupil image is determined as the center of the ellipse that is fitted in least-squares sense to these boundary points), corneal asphericity and errors in system parameters, as well as the “inherent” bias of the methods that are based on the pupil center.

### 3.4 Reconstruction of the visual axis and estimation of the point-of-gaze

Following the above methodologies, the pan and tilt angles of the optic axis of the eye with respect to the WCS, $\theta_{\text{eye}}$ and $\phi_{\text{eye}}$, can be determined (if $\theta_{\text{eye}}$ and $\phi_{\text{eye}}$ are not found directly, they can be obtained from $\omega$ (the unit vector in the direction of the optic axis of the eye with respect
to the WCS) and (2.26) using (A.19) and (A.20)). If the torsion of the eye about its optic axis, $\kappa_{\text{eye}}$, is measured independently, estimated with some eye torsion model such as Listing’s law (the estimation of the point-of-gaze using Listing’s law is discussed in detail in Appendix A, Sections A.1.1 and A.1.1.2), or simply assumed to be nil, then the orientation of the eye is fully specified with its 3 degrees of freedom. Having $\theta_{\text{eye}}$, $\varphi_{\text{eye}}$ and $\kappa_{\text{eye}}$, the rotation matrix that describes the orientation of the eye with respect to the WCS, $\mathbf{R}_{\text{eye}} \equiv \mathbf{R}_{\text{eye}}(\theta_{\text{eye}}, \varphi_{\text{eye}}, \kappa_{\text{eye}})$, can be obtained with (A.2)-(A.6). If the orientation of the visual axis with respect to the ECS (described by the horizontal and vertical angles, $\alpha_{\text{eye}}$ and $\beta_{\text{eye}}$, or simply by $\mathbf{v}_{\text{ECS}}$ given by (2.1)) is known, then the unit vector in the direction of the visual axis of the eye with respect to the WCS, $\mathbf{v}$, is found with (2.30) and the entire visual axis in 3-D space is given by (2.31). The point-of-gaze is then given by (2.31) with a value of $k_g$ such that the visual axis intersects the scene. In the case of a planar scene at $Z = 0$, that value of $k_g$ is given by

$$k_g = -\frac{cz}{v_z} . \quad (3.61)$$

3.5 Summary of the analysis of the different system configurations and discussion of their personal calibration requirements

A single camera and a single light source allow for the estimation of the point-of-gaze from the pupil and the corneal reflection only if the head is stationary with respect to the system or if an additional device (e.g., an ultrasonic transducer or an auto-focus system) is used to provide further information about the relative position of the eye with respect to the system, and as long as the subject-specific eye parameters $R$, $K$ (or $K_0$), $\alpha_{\text{eye}}$ and $\beta_{\text{eye}}$ are obtained through a personal calibration procedure.

One camera and two light sources constitute the simplest system configuration that allows for the estimation of the point-of-gaze without any constraints on head movements, using only the pupil and the corneal reflections extracted from the images captured by the camera. Increasing the number of light sources can contribute to improve the robustness of the point-of-gaze estimation as long as the increased number of corneal reflections does not interfere with the extraction of
the pupil-iris boundary from the images captured by the camera. To be able to estimate the point-of-gaze, the subject-specific eye parameters $R$, $K$ (or $K_v$), $\alpha_{\text{eye}}$ and $\beta_{\text{eye}}$ should be obtained through a personal calibration procedure. Even though it might be theoretically possible, under certain conditions, to avoid calibrating for $R$, this is not recommended in practice.

Two cameras and one light source also allow for the estimation of the point-of-gaze without any constraints on head movements, using only the pupil and the corneal reflection extracted from the images captured by the cameras. To be able to estimate the point-of-gaze, the subject-specific eye parameters $R$, $\alpha_{\text{eye}}$ and $\beta_{\text{eye}}$ should be obtained through a personal calibration procedure (the need to calibrate for $K$ (or $K_v$) is removed). Even though it might be theoretically possible, under certain conditions, to avoid calibrating for $R$, this is not recommended in practice. By adding a second light source, the need to calibrate for $R$ can be removed regardless of the relative positions of the eye, the cameras and the light sources. For this reason, a system configuration with two cameras and a single light source is of limited interest.

Two cameras and two light sources constitute the simplest system configuration that allows for the reconstruction of the optic axis of the eye in 3-D space in the presence of head movements, using only the pupil and the corneal reflections extracted from the images captured by the cameras and without knowing any subject-specific eye parameter. The ability to reconstruct the optic axis of the eye without the need for a personal calibration procedure is particularly important as it can enable the measurement of eye movements in situations in which subject cooperation cannot be expected (e.g., infants, mentally challenged individuals, non-human subjects) or in which subjects are unable to fixate a point accurately (e.g., Age-related Macular Degeneration) or simply cannot fixate (e.g., oscillopsia). Using two cameras and two light sources the point-of-gaze can be estimated after obtaining the subject-specific eye parameters $\alpha_{\text{eye}}$ and $\beta_{\text{eye}}$ through a personal calibration procedure. Increasing the number of light sources can contribute to improve the robustness of the point-of-gaze estimation as long as the increased number of corneal reflections does not interfere with the extraction of the pupil-iris boundary from the images captured by the cameras.

A personal calibration procedure that estimates $R$ and/or $K$ (or $K_v$), $\alpha_{\text{eye}}$ and $\beta_{\text{eye}}$ (3-4 degrees of freedom; applicable to systems with a single camera or systems with two cameras and a single light source) requires the subject to fixate at least 2 known points. Since fixations are not perfect,
in practice, more calibration points should be used to obtain a reasonably robust calibration. A reasonable number of calibration points ranges from 4 to 9. In recent publications [82], [92], it is suggested that using one camera and multiple light sources it is possible to estimate the point-of-gaze after completing a calibration procedure in which the subject has to fixate a single point. However, to do that, the methodologies presented in [82] and [92] need to make assumptions that can result in significant point-of-gaze estimation errors for a large fraction of the population. In fact, it can be shown ([61], [62], [78]) that in a properly chosen Cartesian coordinate system, \( R \) and \( K \) (or \( K_v \)) have predominantly a gain-like behavior, while \( \alpha_{\text{eye}} \) has predominantly a horizontal offset-like behavior and \( \beta_{\text{eye}} \) has predominantly a vertical offset-like behavior, supporting the notion that at least 2 calibration points are required to calibrate for these subject-specific eye parameters. Typically, to obtain \( R \) and/or \( K \) (or \( K_v \)), \( \alpha_{\text{eye}} \) and \( \beta_{\text{eye}} \) through a multiple-point calibration procedure, these eye parameters are optimized to minimize the sum of the square distances between the target calibration points and the estimated points-of-gaze.

A personal calibration procedure that estimates only \( \alpha_{\text{eye}} \) and \( \beta_{\text{eye}} \) (applicable to systems with two or more cameras and two or more light sources) requires the subject to fixate a single known point. The basic procedure to find \( \alpha_{\text{eye}} \) and \( \beta_{\text{eye}} \) is as follows. Suppose that when the subject fixates the calibration point \( g \), the coordinates of the center of curvature of the cornea, \( c \), are determined as discussed in Section 3.2.5, and the orientation of the optic axis of the eye with respect to the WCS (described either by its pan and tilt angles, \( \theta_{\text{eye}} \) and \( \varphi_{\text{eye}} \), or by its unit vector \( \omega \)) is found as discussed in Section 3.3 (particularly Sections 3.3.1, 3.3.2.2, 3.3.3.2 or 3.3.4.2). Having \( c \) and \( g \), the unit vector in the direction of the visual axis with respect to the WCS, \( v \), is found as

\[
v = \frac{g - c}{\Vert g - c \Vert}.
\]

If the torsion of the eye about its optic axis, \( \kappa_{\text{eye}} \), is measured independently, estimated with some eye torsion model such as Listing’s law (the single-point calibration using Listing’s law is discussed in detail in Appendix A, Sections A.1.1 and A.1.1.3), or simply assumed to be nil, then the orientation of the eye is fully specified with its 3 degrees of freedom. Having \( \theta_{\text{eye}} \), \( \varphi_{\text{eye}} \) and \( \kappa_{\text{eye}} \), the rotation matrix that describes the orientation of the eye with respect to the WCS, \( R_{\text{eye}} \equiv R_{\text{eye}}(\theta_{\text{eye}}, \varphi_{\text{eye}}, \kappa_{\text{eye}}) \), can be obtained with (A.2)-(A.6). Then, the unit vector in the direction of
the visual axis with respect to the ECS, \( \mathbf{v}_{\text{ECS}} \), can be obtained from (2.30) as

\[
\mathbf{v}_{\text{ECS}}(\alpha_{\text{eye}}, \beta_{\text{eye}}) = \mathbf{R}^T(\theta_{\text{eye}}, \varphi_{\text{eye}}, \kappa_{\text{eye}}) \mathbf{v}(\theta_{\text{eye}}, \varphi_{\text{eye}}, \kappa_{\text{eye}}, \alpha_{\text{eye}}, \beta_{\text{eye}}).
\]

Finally, \( \alpha_{\text{eye}} \) and \( \beta_{\text{eye}} \) can be obtained from \( \mathbf{v}_{\text{ECS}} \) and (2.1) (note that in most cases, it is enough to find \( \mathbf{v}_{\text{ECS}} \)).

In practice, whenever multiple-point personal calibration procedures are possible, system configurations with a single camera and multiple light sources are preferred. Not only are these system configurations simpler and less costly than system configurations with multiple cameras but also the use of multiple calibration points can help to improve system robustness. Since the multiple-point personal calibration procedures are associated with more degrees of freedom in the mathematical model, the multiple-point personal calibration can help to absorb errors in model parameters [78] and deviations from modeling assumptions (especially those that have offset-like and gain-like effects). Furthermore, the multiple-point personal calibration can be exploited to fit mapping functions (e.g., a homographic transformation) to refine the point-of-gaze estimation accuracy in the presence of errors in system parameters that cannot be compensated for through the calibration of the eye model parameters and/or when there are significant deviations in the shape of the corneal surface from the ideal spherical shape assumed in the mathematical model (e.g., strong corneal asphericity, especially when it is aggravated by corneal astigmatism). A key benefit of the multiple-point personal calibration is that, in many practical situations, the requirements on the system calibration (measurement / estimation of system parameters) and certain requirements on the system geometry can be relaxed.

When multiple-point personal calibration procedures are not possible, system configurations with two (or more) cameras and multiple light sources are to be used. As mentioned previously, these system configurations allow for the reconstruction of the optic axis of the eye in 3-D space, and therefore the measurement of eye movements, without personal calibration. In order to estimate the point-of-gaze, a single-point personal calibration procedure is needed. The drawbacks of the use of multiple cameras include not only the obvious increase of system complexity and cost, but also significantly more stringent requirements on the system geometry and the system calibration. Nevertheless, systems with two cameras and multiple light sources can enable applications that are very difficult or impossible to carry out using systems that require multiple-
point personal calibration procedures. Furthermore, as it is shown later, by optimizing the geometry of the system setup and using specific point-of-gaze estimation methods, systems with two cameras and multiple light sources using a single-point personal calibration procedure can attain a point-of-gaze estimation accuracy of 0.4-0.6° of visual angle. This accuracy is comparable to the best commercially available systems, which use multiple-point personal calibration procedures. The remainder of this thesis concentrates on the estimation of the point-of-gaze using two cameras and two or more light sources.
Chapter 4
Simulation Study

4.1 Introduction

This chapter presents a detailed simulation study of different point-of-gaze estimation methods that are based on a spherical corneal model and use two cameras and two or more light sources. The sensitivity of the point-of-gaze estimates to several sources of errors (noise in the image coordinates of the eye features, corneal asphericity, errors in system parameters) is evaluated for the different methods and for different system setups (number of light sources, relative positions of the cameras and the light sources). This simulation study is used to determine combinations of system setups and gaze estimation methods that result in improved point-of-gaze estimation robustness, thus providing guidelines for optimal system implementation.

The following section summarizes the different point-of-gaze estimation methods that are considered in the simulation study. Section 4.3 describes the general simulation methodology and Section 4.4 summarizes the model parameters that are used in the simulations. Section 4.5 presents a brief evaluation of the point-of-gaze estimation bias that is inherent to some of the point-of-gaze estimation methods due to certain model assumptions and simplifications. Section 4.6 studies the sensitivities of the different point-of-gaze estimation methods to noise in the image coordinates of the eye features, corneal asphericity and error in a selected system parameter for four different setups of a system with two cameras and two light sources (recall that, as it is shown in Chapter 3, two cameras and two light sources is the simplest system configuration that can be used to reconstruct the optic axis of the eye in 3-D space without personal calibration, and to estimate the point-of-gaze after completing a single-point personal calibration procedure). The simulation study from Section 4.6 provides several general observations about the performance of the different methods and the role of the relative positions of the cameras and the light sources. Based on these observations, Section 4.7 focuses attention on a subset of the point-of-gaze estimation methods and system setups with two cameras and four light sources (the additional light sources help to improve system robustness and reduce the
effect of corneal asphericity). Section 4.7.1 studies the sensitivities of the subset of point-of-gaze estimation methods to noise in the image coordinates of the eye features and corneal asphericity as a function of the camera separation and the position of two of the light sources. Based on the findings from Section 4.7.1 and some practical considerations, a system setup that minimizes the point-of-gaze estimation error is selected. The selected system setup is evaluated through simulations in Section 4.7.2. The simulations in Sections 4.5 through 4.7.1 are carried out for a single fixed position of the center of the eyeball to simplify the analysis of the results and keep the computational expense at a reasonable level. The simulations in Section 4.7.2 are carried out for several different positions of the center of the eyeball spanning the entire region of operation of the system setup studied in order to evaluate system performance under head movements.

### 4.2 Point-of-gaze estimation methods studied

A total of 5 methods for the calculation of the 3-D coordinates of the center of curvature of the cornea, \( c \), and 5 methods for the subsequent reconstruction of the optic axis of the eye in 3-D space are considered. These methods are summarized in Sections 4.2.1 and 4.2.2, respectively.

#### 4.2.1 Calculation of the 3-D coordinates of the center of curvature of the cornea

The calculation of the 3-D coordinates of the center of curvature of the cornea, \( c \), using two cameras and two light sources, is described in Section 3.2.5. The 5 methods for the calculation of \( c \) to be studied are the following:

1) Using (3.20) and (3.21). In this case, \( c \) is found as the intersection (in least squares sense using a matrix left-pseudoinverse) of the 4 planes defined by the nodal point of camera \( j \), \( o_j \), light source \( i \), \( l_i \), and its corresponding corneal reflection image, \( u_{ij} \), with \( i = 1, 2 \), \( j = 1, 2 \). This method will thus be referred to as the “calculation of \( c \) using Plane Intersection with matrix PseudoInverse with 4 Corneal Reflection images” (two from each camera), or, in abbreviated form, as “CPlIntPsInv-4CR”.

2) Using (3.20) with 3 rows and (3.22). In this case, which can be considered as a variant of the preceding one, \( c \) is found as the intersection (using a matrix inverse) of 3 of the 4 planes defined by the nodal point of camera \( j \), \( o_j \), light source \( i \), \( l_i \), and its corresponding corneal reflection images.
reflection image, $u_{ij}$, with $i = 1, 2$, $j = 1, 2$. The 3 selected planes correspond to the 3 corneal reflection images that are closest to the center of the pupil image in the respective eye image (i.e., the 3 $u_{ij}$’s that have the smallest $\|u_{ij} - \hat{v}_j\|$, where $\hat{v}_j$ is the center of the pupil image in the image plane of camera $j$). As it will be shown later, by selecting the corneal reflection images in this manner the point-of-gaze estimation bias due to corneal asphericity can be reduced. This is because, typically, the spherical corneal model is a good approximation to real corneas only for the central part of the cornea [27]. This method will be referred to as the “calculation of $c$ using Plane Intersections with matrix Inverse with 3 Corneal Reflection images”, or, in abbreviated form, as “CPlIntInv-3CR”.

3) Using (3.16) and (3.18). In this case, first, for each camera $j$, the line connecting the nodal point, $o_j$, with the center of curvature of the cornea, $c$, is found as the intersection of the plane defined by $o_j$, $l_1$ and $u_{1j}$, and the plane defined by $o_j$, $l_2$ and $u_{2j}$. Then, $c$ is determined as the intersection of the resulting lines for $j = 1, 2$ (triangulation technique). This method will thus be referred to as the “calculation of $c$ using Plane Intersections and Triangulation with 4 Corneal Reflection images” (two from each camera), or, in abbreviated form, as “CPlIntTriang-4CR”.

4) Using (3.2), (3.7), (3.23) and (3.24). In this case, the calculation of $c$ is not based on plane intersections and both corneal reflection images from both cameras are used. This method will thus be referred to as the “calculation of $c$ with No Plane Intersections with 4 Corneal Reflection images” (two from each camera), or, in abbreviated form, as “CNoPlInt-4CR”.

5) Using (3.2), (3.7), (3.25) and (3.26) with 3 of the 4 corneal reflection images (variant of the previous method). The 3 corneal reflection images are selected as in 2), that is, the 3 corneal reflection images that are closest to the center of the pupil image in the respective eye image. Each weight factor $w_{ij}$ in (3.25) and (3.26) is set to 1 if the image of the corneal reflection due to light source $i$ in camera $j$, $u_{ij}$, is used, or 0 otherwise. This method will thus be referred to as the “calculation of $c$ with No Plane Intersections with 3 Corneal Reflection images”, or, in abbreviated form, as “CNoPlInt-3CR”.
4.2.2 Subsequent reconstruction of the optic axis of the eye in 3-D space

The subsequent reconstruction of the optic axis of the eye in 3-D space is described in Section 3.3. The 5 methods for the reconstruction of the optic axis of the eye to be studied are as follows:

1) The method described in Section 3.3.1. In this case, the optic axis of the eye is found as the intersection of the plane defined by \( \mathbf{c}, \mathbf{o}_1 \) and \( \mathbf{v}_1 \) and the plane defined by \( \mathbf{c}, \mathbf{o}_2 \) and \( \mathbf{v}_2 \) (recall that \( \mathbf{o}_j \) is the nodal point of camera \( j \) and \( \mathbf{v}_j \) is the image of the pupil center in camera \( j \)). This method will thus be referred to as “based on the Pupil Center using Plane Intersection”, or, in abbreviated form, as “\( \text{PCPlInt} \)”.

2) The method described in Section 3.3.2.2. In this case, the pupil center, \( \mathbf{p} \), is found using a triangulation technique after refracting at the corneal surface the rays obtained by back-projection of the pupil center images. Then, the optic axis is reconstructed as the line defined by \( \mathbf{c} \) and \( \mathbf{p} \). This method will thus be referred to as “based on the Pupil Center using Triangulation with Refraction”, or, in abbreviated form, as “\( \text{PCTriangRefr} \)”.

3) The method described in Section 3.3.3.2. In this case, the virtual pupil center, \( \mathbf{p}_v \), is found through direct triangulation using the back-projection of the pupil center images. Then, the optic axis is reconstructed as the line defined by \( \mathbf{c} \) and \( \mathbf{p}_v \). This method will thus be referred to as “based on the Pupil Center using direct Triangulation”, or, in abbreviated form, as “\( \text{PCTriang} \)”.

4) The method described in Section 3.3.4.2. In this case, the reconstruction of the optic axis of the eye is “based on the Pupil Boundary points extracted from the eye images”, and, therefore, this method will be referred to in abbreviated form as “\( \text{PB} \)”.

5) The method described in Section 3.3.4.2 combined with ellipse fitting. In this case, which is a variant of the previous one, instead of using the pupil boundary points extracted from the eye images directly, an ellipse is fitted (in least squares sense) to the pupil boundary points extracted from each image and a set of points sampled at regular intervals from the fitted ellipse is then used for the reconstruction of the optic axis of the eye. This method will thus be referred to as “based on the Pupil Boundary with Ellipse Fitting”, or, in abbreviated form as “\( \text{PB-EF} \)”. The interest in this method stems from the facts that (a) it can be more convenient to record only 5 ellipse parameters for each pupil image rather than a variable
number of pupil boundary points (the number of pupil boundary points varies with the pupil diameter and the relative position and orientation of the eye with respect to each camera, among other factors); and (b) even though the perspective projection of a circle is an ellipse, in general, there is no guarantee that after refraction at the cornea the image of a circular pupil is truly elliptical (the study of this method can therefore provide an indirect evaluation of the assumption that the pupil image is elliptical). Note that the center of the fitted ellipse is taken as the center of the pupil image, which, in turn, is used as an estimate of the image of the pupil center for the methods that are based on the pupil center (“PC...”) –this is usual practice in the gaze estimation field.

4.3 General simulation methodology

Given a set of eye parameters, the system parameters (position of the light sources, camera parameters) and the 3-D positions of the center of the eyeball, \( d \), and the point-of-gaze, \( g \), the coordinates of the images of the corneal reflections and 12 uniformly spaced pupil boundary points are calculated for each camera with respect to the ICS (Section 2.3.2) as discussed in detail in Section 2.6. The calculations using a spherical corneal model are described in Section 2.6.2.1 whereas the calculations using an ellipsoidal corneal model are described in Section 2.6.2.2. The eye features are validated as described in Section 2.6.3 with \( \tau_{\text{valid}} = 6 \) mm (the validation stage determines whether the calculated points of reflection associated with the corneal reflections and the calculated points of refraction associated with the pupil boundary are within the extent of the cornea –whenever the validation stage fails for the simulations of this chapter, it will be expressly indicated). The eye and system parameters used for the generation of the synthetic eye feature data are provided in Section 4.4.

For simulations with noise in the image coordinates of the eye features, each coordinate of the corneal reflection images is corrupted with additive zero-mean Gaussian noise with a standard deviation of 0.1 pixel whereas each coordinate of the pupil boundary point images is corrupted with additive zero-mean Gaussian noise with a standard deviation of 0.3 pixel. This noise in the pupil boundary point images results in a standard deviation of approximately 0.1 pixel in the center of the pupil image. These noise characteristics are similar to those observed with the prototype system described in Chapter 5 (Section 5.2) using a stationary artificial eye. For each
position of the center of the eyeball and each point-of-gaze, 100 independent noise realizations are used.

An ellipse is fitted (in least squares sense) to the 12 pupil boundary point images from each camera. The center of the fitted ellipse (center of the pupil image) is used as an estimate of the image of the pupil center for the methods for the reconstruction of the optic axis of the eye that are based on the pupil center (“PC…” –see Section 4.2.2). When the PB-EF method (Section 4.2.2, 5)) for the reconstruction of the optic axis of the eye is used, 6 sample points from the fitted ellipse are taken every 60°.

The torsion of the eye about its optic axis, $\kappa_{\text{eye}}$, is assumed to be nil for all the calculations in Chapter 4 and Chapter 5.

4.4 Model parameters for the simulations

This section summarizes the eye and system parameters used for the simulations.

4.4.1 Eye parameters

The eye parameters used for the generation of the synthetic eye feature data are summarized in Table 4.1.
Table 4.1: Eye parameters for the simulations

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Common parameters</strong></td>
<td></td>
</tr>
<tr>
<td>(D)</td>
<td>Distance between the center of the eyeball / center of rotation of the eye ((d)) and the nodal point of the eye / center of curvature of the spherical cornea ((c))</td>
</tr>
<tr>
<td>(K)</td>
<td>Distance between the center of the pupil ((p)) and the nodal point of the eye / center of curvature of the spherical cornea ((c))</td>
</tr>
<tr>
<td>(r_{\text{pupil}})</td>
<td>Pupil radius</td>
</tr>
<tr>
<td>(n_1)</td>
<td>Effective relative index of refraction of the cornea and aqueous humor combined (a.k.a. Standard Keratometric Index, SKI)</td>
</tr>
<tr>
<td>(\alpha_{\text{eye}})</td>
<td>Horizontal angular deviation of the visual axis from the optic axis of the eye (w.r.t. the ECS—see Section 2.2.2)</td>
</tr>
<tr>
<td>(\beta_{\text{eye}})</td>
<td>Vertical angular deviation of the visual axis from the optic axis of the eye (w.r.t. the ECS—see Section 2.2.2)</td>
</tr>
<tr>
<td><strong>Spherical corneal model (Section 2.2.3.1)</strong></td>
<td></td>
</tr>
<tr>
<td>(R)</td>
<td>Radius of curvature of the cornea</td>
</tr>
<tr>
<td><strong>Ellipsoidal corneal model (Section 2.2.3.2)</strong></td>
<td></td>
</tr>
<tr>
<td>(R_0)</td>
<td>Radius of curvature at the apex of the cornea</td>
</tr>
<tr>
<td>(R_{\tau^*} = R_0)</td>
<td>Radius of curvature of the cornea at distance (\tau^* = 6) mm from the optic axis of the eye (nominally, at the limbus)</td>
</tr>
<tr>
<td>(D_{\text{apex}})</td>
<td>Distance between the apex of the cornea and the center of the eyeball</td>
</tr>
<tr>
<td>(\xi)</td>
<td>Ratio between the major and minor axes of the elliptical cross-section of the cornea perpendicular to the optic axis</td>
</tr>
<tr>
<td>(\delta)</td>
<td>Orientation of the major axis of the above elliptical cross-section of the cornea (irrelevant if (\xi = 1))</td>
</tr>
</tbody>
</table>

Notes:

(a) The pupil diameter typically varies between 2 and 8 mm. Since the deviation of the center of the pupil image from the image of the pupil center increases with the pupil diameter, using a 4 mm pupil radius represents the worst-case scenario for the methods for the reconstruction of the optic axis of the eye (Section 4.2.2) that are based on the pupil center (“PC...”).

(b) Based on previous experience [78].

(c) \(\xi > 1\) is used to model corneal astigmatism; \(\xi = 1\) means no astigmatism (the cross-sections of the cornea perpendicular to the optic axis are circular).
4.4.2 System parameters

The system parameters used for the simulations are based on the prototype system described in Section 5.2, which estimates the point-of-gaze on a computer screen.

4.4.2.1 Cameras

4.4.2.1.1 Extrinsic parameters

The cameras are positioned below the screen to minimize the interference from the upper eyelid. The coordinates of the nodal points of the cameras are given by

\[
\mathbf{o}_1 = \begin{bmatrix} -o_x \\ -210 \\ 20 \end{bmatrix} \text{ mm}, \quad \mathbf{o}_2 = \begin{bmatrix} o_x \\ -210 \\ 20 \end{bmatrix} \text{ mm}, \quad o_x > 0. \tag{4.1}
\]

The optic axes of the cameras intersect at

\[
\mathbf{d}^* = \begin{bmatrix} 0 \\ 125 \\ 650 \end{bmatrix} \text{ mm}. \tag{4.2}
\]

Consequently, the unit vector in the direction of the optic axis of camera \( j \) (the \( z_{\text{cam}} \)-axis of the CCS –see Section 2.3.1) with respect to the WCS, \( \mathbf{k}_{\text{cam},j} \), can be found as

\[
\mathbf{k}_{\text{cam},j} = \frac{\mathbf{d}^* - \mathbf{o}_j}{\| \mathbf{d}^* - \mathbf{o}_j \|}. \tag{4.3}
\]

The \( x_{\text{cam}} \)-axis of the CCS is set to be horizontal while the \( y_{\text{cam}} \)-axis of the CCS points upwards. Therefore, the unit vector in the direction of the \( x_{\text{cam}} \)-axis of the CCS with respect to the WCS, \( \mathbf{i}_{\text{cam},j} \), is given by

\[
\mathbf{i}_{\text{cam},j} = \frac{[0 \ 1 \ 0]^T \times \mathbf{k}_{\text{cam},j}}{\| [0 \ 1 \ 0]^T \times \mathbf{k}_{\text{cam},j} \|}, \tag{4.4}
\]

and the unit vector in the direction of the \( y_{\text{cam}} \)-axis of the CCS with respect to the WCS, \( \mathbf{j}_{\text{cam},j} \), is given by
\[ \mathbf{j}_{\text{cam},j} = \mathbf{k}_{\text{cam},j} \times \mathbf{i}_{\text{cam},j} \cdot \] (4.5)

The rotation matrix that describes the orientation of the CCS of camera \( j \) with respect to the WCS (Section 2.5.2), \( \mathbf{R}_{\text{cam},j} \), is then given by

\[ \mathbf{R}_{\text{cam},j} = [\mathbf{i}_{\text{cam},j} \quad \mathbf{j}_{\text{cam},j} \quad \mathbf{k}_{\text{cam},j}] . \] (4.6)

### 4.4.2.1.2 Intrinsic parameters

The prototype system described in Section 5.2 uses two Scorpion SCOR-14SOM cameras from Point Grey Research (Richmond, BC, Canada). These cameras are based on the monochrome CCD image sensor ICX267AL from Sony, which has a maximum resolution of 1392 pixels x 1040 pixels (square pixels). The cameras are assumed to be configured in a custom imaging mode at a resolution of 1392 pixels x 900 pixels (at the maximum horizontal resolution while being able to reach a frame rate of 20 Hz) using a region-of-interest centered in the image sensor. The principal point is assumed to be at the center of the image sensor. The camera lenses in the simulations are distortion-free. The lenses are focused at \( d^* \), and, therefore, the effective focal length given by (2.19) is

\[ \lambda_j = \frac{1}{1 - \frac{1}{f} \frac{1}{\|d^* - \mathbf{o}_j\|}}, \] (4.7)

where \( f \) is the focal length of the lens.

The intrinsic camera parameters are summarized in Table 4.2.
Table 4.2: Intrinsic camera parameters for the simulations

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{pixel pitch}_x$, $\text{pixel pitch}_y$</td>
<td>Distances in units of length between the centers of adjacent pixels in the $x$ and $y$ directions (across the columns and across the rows), respectively</td>
<td>4.65 μm/pixel</td>
</tr>
<tr>
<td>$c_{\text{center}}$</td>
<td>Column coordinate in pixels of the principal point (the intersection of the optic axis of the camera with the image sensor)</td>
<td>695.5 pixels *</td>
</tr>
<tr>
<td>$r_{\text{center}}$</td>
<td>Row coordinate in pixels of the principal point (the intersection of the optic axis of the camera with the image sensor)</td>
<td>449.5 pixels *</td>
</tr>
<tr>
<td>$s_{\text{cam}}$</td>
<td>Skew coefficient (or “skewness” coefficient)</td>
<td>0</td>
</tr>
<tr>
<td>$f$</td>
<td>Focal length of the lens</td>
<td>35 mm</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Effective focal length of the lens</td>
<td>Eq. (4.7)</td>
</tr>
<tr>
<td>$k_{r.d.1}$, $k_{r.d.2}$, $k_{r.d.3}$, $k_{t.d.1}$, $k_{t.d.2}$</td>
<td>Lens distortion coefficients</td>
<td>0</td>
</tr>
</tbody>
</table>

* The top left pixel of the image has coordinates (0, 0) with respect to the ICS (Section 2.3.2)

### 4.4.2.2 Light sources

All the system setups tested through the simulations have two light sources symmetrically positioned at the sides of the computer monitor:

$$\mathbf{l}_1 = \begin{bmatrix} -250 \\ l_{1-2,y} \end{bmatrix} \text{mm} , \quad \mathbf{l}_2 = \begin{bmatrix} 250 \\ l_{1-2,y} \end{bmatrix} \text{mm} ,$$

(4.8)

where $l_{1-2,y}$ is an adjustable parameter.

System setups with four light sources have an additional light source centered below the screen and an additional light source centered above the screen:

$$\mathbf{l}_3 = \begin{bmatrix} 0 \\ -215 \end{bmatrix} \text{mm} , \quad \mathbf{l}_4 = \begin{bmatrix} 0 \\ 215 \end{bmatrix} \text{mm} .$$

(4.9)
### 4.4.2.3 Scene

The scene in the prototype system described in Section 5.2 is the screen of a 19” LCD monitor with a resolution of 1280 pixels x 1024 pixels (5:4 aspect ratio). The viewable area of the screen is 376.32 mm x 301.06 mm. The dimensions of the screen are rounded for the simulations to 380 mm x 300 mm:

\[
-190 \text{mm} \leq X_{\text{scene}} \leq 190 \text{mm} \\
-150 \text{mm} \leq Y_{\text{scene}} \leq 150 \text{mm} \\
Z_{\text{scene}} = 0
\]  

#### (4.10)

### 4.5 Evaluation of the inherent point-of-gaze estimation bias

In the absence of noise in the eye features and errors in the system parameters, if the front corneal surface is spherical, all 5 methods for the calculation of the 3-D coordinates of the center of curvature of the cornea that are summarized in Section 4.2.1 are exact. On the other hand, out of the 5 methods for the subsequent reconstruction of the optic axis of the eye in 3-D space that are summarized in Section 4.2.2, only the PB method can be considered exact. The methods that are based on the pupil center (PC...) and use the center of the ellipse that is fitted to the pupil boundary image points as an estimate of the image of the pupil center, and the PB-EF method, which uses samples of the fitted ellipse, are expected to exhibit point-of-gaze estimation bias. The purpose of this section is to quantify this bias through numerical simulations.

These simulations are carried out for a right eye with a spherical cornea, a single fixed position of the center of the eyeball (\(d = d^* = [0 \ 125 \ 650]^T \text{mm}\)), 25 points-of-gaze arranged in a 5-by-5 rectangular grid spanning the entire screen (including the center and the four corners) and two different separations between the nodal points of the cameras (100 mm, i.e., \(o_X = 50 \text{mm}\), and 300 mm, i.e., \(o_X = 150 \text{mm}\)). These two different camera separations correspond, approximately, to the minimum and maximum separations that are possible in the prototype system described in Section 5.2. The point-of-gaze is estimated using the actual values of the system parameters and the actual values of \(\alpha_{\text{eye}}\) and \(\beta_{\text{eye}}\). For the PCTriangRefr, PB and PB-EF methods, the actual value of \(R\) is also used. Note that, for these particular simulations, the point-of-gaze is estimated using the coordinates of \(c\) obtained during the generation of the synthetic eye feature data instead
of calculating \( c \) from the corneal reflection images. The goal is to quantify the inherent bias of the methods for the subsequent reconstruction of the optic axis of the eye in 3-D space under “perfect” conditions.

The root-mean-square (RMS) and maximum (MAX) bias for each case are given in Table 4.3 and Table 4.4. The inherent bias of the \( PCPlInt \) method increases with the camera separation but is completely negligible. The inherent bias of the \( PCTriang \) method is the largest of all and it decreases slightly with the camera separation. Recall that this method not only uses the center of the pupil image as an estimate of the image of the pupil center (in general, these two points are not coincident –see Section 3.3.4) but also assumes that the virtual pupil center is in the optic axis of the eye (Section 3.3.3.2). The comparison of the bias of this method with the bias of the other methods that also use the center of the pupil image as an estimate of the image of the pupil center (i.e., \( PCPlInt \) and \( PCTriangRefr \)) suggests that the assumption that the virtual pupil center is in the optic axis of the eye is the primary source of the point-of-gaze estimation bias of the \( PCTriang \) method. The inherent bias of the \( PCTriangRefr \) method, which also decreases with the camera separation, is the second largest but is significantly smaller than that of the \( PCTriang \) method. The inherent bias of the \( PB \) method is completely negligible and it can be attributed to numerical errors since, theoretically, it is exact for the present simulation conditions. Nevertheless, it is worth noting that the numerical error, as well as the computation time of the numerical optimization used in this method, decrease with the camera separation. This is an expected result since increasing the camera separation implies increasing the angle of convergence of the cameras, which should improve the numerical stability of any 3-D reconstruction technique based on stereo vision. The inherent bias of the \( PB-EF \) method is relatively small and it increases with the camera separation. Since the \( PB-EF \) method differs from the \( PB \) method in the ellipse fitting-sampling step (see Section 4.2.2, 5), the bias exhibited by the \( PB-EF \) method suggests that the boundary of the pupil image is not exactly elliptical.

Table 4.3 and Table 4.4 also provide the inherent point-of-gaze estimation bias at the screen center. Typically, \( \alpha_{eye} \) and \( \beta_{eye} \) are calibrated by having the subject fixate a target shown at the center of the screen. The relatively small values of the bias at the screen center (compared to the MAX Bias and the RMS Bias) suggest that calibrating for \( \alpha_{eye} \) and \( \beta_{eye} \) would only have a marginal effect on the calculated values of the MAX Bias and the RMS Bias.
Table 4.3: Inherent point-of-gaze estimation bias when $o_X = 50$ mm and the pupil diameter is 8 mm

<table>
<thead>
<tr>
<th>Method</th>
<th>PCPlInt</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMS Bias [mm]</td>
<td>4.06·10^{-6}</td>
<td>2.91</td>
<td>1.05</td>
<td>3.23·10^{-5}</td>
<td>1.24·10^{-1}</td>
</tr>
<tr>
<td>MAX Bias [mm]</td>
<td>1.15·10^{-5}</td>
<td>8.21</td>
<td>2.94</td>
<td>7.74·10^{-5}</td>
<td>3.37·10^{-1}</td>
</tr>
<tr>
<td>Bias at screen center [mm]</td>
<td>1.51·10^{-8}</td>
<td>1.95·10^{-1}</td>
<td>7.01·10^{-2}</td>
<td>3.65·10^{-5}</td>
<td>4.10·10^{-3}</td>
</tr>
</tbody>
</table>

Table 4.4: Inherent point-of-gaze estimation bias when $o_X = 150$ mm and the pupil diameter is 8 mm

<table>
<thead>
<tr>
<th>Method</th>
<th>PCPlInt</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMS Bias [mm]</td>
<td>2.31·10^{-5}</td>
<td>2.50</td>
<td>8.93·10^{-1}</td>
<td>6.86·10^{-6}</td>
<td>2.19·10^{-1}</td>
</tr>
<tr>
<td>MAX Bias [mm]</td>
<td>1.04·10^{-4}</td>
<td>7.54</td>
<td>2.66</td>
<td>2.07·10^{-5}</td>
<td>9.06·10^{-1}</td>
</tr>
<tr>
<td>Bias at screen center [mm]</td>
<td>4.94·10^{-8}</td>
<td>3.46·10^{-1}</td>
<td>1.25·10^{-1}</td>
<td>5.10·10^{-6}</td>
<td>2.18·10^{-2}</td>
</tr>
</tbody>
</table>

Fig. 4.1 shows the inherent point-of-gaze estimation bias of the $PCTriang$ method when $o_X = 150$ mm and the pupil diameter is 8 mm. As it can be seen in this figure, the largest bias occurs when the simulated right eye fixates the top right corner of the screen (largest angular deviation between the optic axis of the eye and the optic axes of the cameras for this simulation). Fig. 4.2 illustrates how the inherent bias of the $PCTriang$, $PCTriangRefr$ and $PB-EF$ methods increases with the pupil diameter, as mentioned earlier.

![Fig. 4.1](image)

Fig. 4.1: Inherent point-of-gaze estimation bias of the $PCTriang$ method when $o_X = 150$ mm and the pupil diameter is 8 mm.
(+ : actual point-of-gaze, ○ : estimated point-of-gaze)
4.6 Sensitivities of the point-of-gaze estimation with two cameras and two light sources

This section presents a simulation study of the sensitivity of the different point-of-gaze estimation methods to several sources of errors (noise in the image coordinates of the eye features, corneal asphericity, error in a selected system parameter) for a system with two cameras and two light sources. As it is shown in Chapter 3, two cameras and two light sources is the simplest system configuration that can be used to reconstruct the optic axis of the eye in 3-D.

Fig. 4.2: Inherent point-of-gaze estimation bias as a function of the pupil diameter when $\alpha_x = 150$ mm.
space without knowing any subject-specific eye parameter, and to estimate the point-of-gaze after completing a single-point personal calibration procedure.

All 25 combinations of the 5 methods for the calculation of the 3-D coordinates of the center of curvature of the cornea (Section 4.2.1) and the 5 methods for the subsequent reconstruction of the optic axis of the eye in 3-D space (Section 4.2.2) are considered. The simulations in this section are carried out for a single fixed position of the center of the eyeball ($d = d^* = [0 \ 125 \ 650]^T$ mm), 25 points-of-gaze arranged in a 5-by-5 rectangular grid spanning the entire screen (including the center and the four corners), two different separations between the nodal points of the cameras and two different values of the vertical coordinate of the light sources for each camera separation. The two different camera separations correspond, approximately, to the minimum and maximum separations that are possible in the prototype system described in Section 5.2. Increasing the camera separation while keeping the point of intersection of the optic axes of the cameras fixed implies increasing the angle of convergence of the cameras, which should improve the robustness of any 3-D reconstruction technique based on stereo vision. The vertical coordinate of the light sources ($l_{i-2,y}$ in (4.8)) should have a significant effect on the methods for the calculation of the 3-D coordinates of the center of curvature of the cornea (Section 4.2.1) that are based on the intersection of planes defined by the nodal point of camera $j$, $o_j$, light source $i$, $l_i$, and its corresponding corneal reflection image, $u_{ij}$ ($CPlInt…$) but a marginal effect on the methods that do not depend on plane intersections ($CNoPlInt…$). The 4 system setups considered are summarized in Table 4.5, where $\theta_{opt.ax.cam}'$ is the angle of convergence of the optic axes of the cameras, and $\theta_{l.s.}$ is the angle subtended by the two light sources, $l_1$ and $l_2$, at the nodal point of each camera, $o_j$. The angle $\theta_{l.s.}$ is an approximation to the angle between the plane defined by $o_j$, $l_1$ and $u_{ij}$, and the plane defined by $o_j$, $l_2$ and $u_{ij}$. Of course, $\theta_{l.s.} = 90^\circ$, should result in the lowest sensitivity of the $CPlInt…$ methods to noise in the estimated coordinates of the centers of the corneal reflection images.
Table 4.5: System setups

<table>
<thead>
<tr>
<th>Setup #</th>
<th>(o_x) [mm]</th>
<th>(l_{1,2,y}) [mm]</th>
<th>(\theta_{\text{opt.ax.cam's}}) [º]</th>
<th>(\theta_s) [º]</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>50</td>
<td>-173</td>
<td>8.02</td>
<td>160</td>
</tr>
<tr>
<td>II</td>
<td>50</td>
<td>34</td>
<td>8.02</td>
<td>90</td>
</tr>
<tr>
<td>III</td>
<td>150</td>
<td>-190</td>
<td>23.74</td>
<td>160</td>
</tr>
<tr>
<td>IV</td>
<td>150</td>
<td>-11</td>
<td>23.74</td>
<td>90</td>
</tr>
</tbody>
</table>

4.6.1 Sensitivity to noise in the image coordinates of the eye features

In these simulations, the synthetic eye features are generated with the spherical corneal model and noise is added to the eye features as described in Section 4.3. The point-of-gaze is estimated using the actual values of the system parameters and the actual values of \(\alpha_{\text{eye}}\) and \(\beta_{\text{eye}}\). To quantify the dispersion of the point-of-gaze estimates due to noise by itself, the distance between the noisy point-of-gaze estimates and the corresponding noise-free point-of-gaze estimates is determined. Since the dispersion of the point-of-gaze estimates depends on the coordinates of the fixation point, the RMS distance between the noisy point-of-gaze estimates and the corresponding noise-free point-of-gaze estimates is determined for each of the 25 fixation points tested (RMS Dispersion ea. fix. pt.). The maximum value of the 25 RMS dispersions (MAX(RMS Dispersion ea. fix. pt.)) for each point-of-gaze estimation method is provided in Table 4.6 (setup I), Table 4.8 (setup II), Table 4.10 (setup III), and Table 4.12 (setup IV). The RMS distance between the noisy point-of-gaze estimates and the corresponding noise-free point-of-gaze estimates for all fixation points (RMS Dispersion) for each point-of-gaze estimation method is provided in Table 4.7 (setup I), Table 4.9 (setup II), Table 4.11 (setup III), and Table 4.13 (setup IV). Since for each system setup all the methods estimate the point-of-gaze for the same noisy eye feature data, and since the pseudo-random number generator is reset for each system setup, the simulation results can be compared both across methods and across setups.

From the results of these simulations, the following observations can be made:

- As expected, increasing the angle between the optic axes of the cameras (\(\theta_{\text{opt.ax.cam's}}\)) reduces the sensitivity to noise of all methods. For example, compare Fig. 4.3(a) with Fig. 4.3(c), Fig. 4.3(b) with Fig. 4.3(d), Fig. 4.4(a) with Fig. 4.4(c), Fig. 4.4(b) with Fig. 4.4(d), and Fig. 4.5
with Fig. 4.6. Note also how the sensitivity to noise depends on the coordinates of the fixation point.

- Calculation of the 3-D coordinates of the center of curvature of the cornea:

  - The sensitivity to noise of the $CPlInt...$ methods is strongly dependent on the angle $\theta_{l.s.}$ subtended by the two light sources at the nodal point of each camera (Fig. 4.3) whereas the sensitivity to noise of the $CNoPlInt...$ methods is largely independent of $\theta_{l.s.}$ (Fig. 4.4), as predicted earlier.

  - In general terms, the $CNoPlInt...$ methods perform better than the $CPlInt...$ methods and the “-4CR” methods perform better than the “-3CR” methods: of the 5 methods tested, the $CNoPlInt-4CR$ method performs best and the $CPlIntInv-3CR$ method performs worst. The $CNoPlInt...$ methods perform only slightly better than the $CPlInt...$ methods for system setups that are favorable to the $CPlInt...$ methods (i.e., $\theta_{l.s.} = 90^\circ$ –for example, compare Fig. 4.3(b) with Fig. 4.4(b), and Fig. 4.3(d) with Fig. 4.4(d)), and dramatically better than the $CPlInt...$ methods for system setups that are unfavorable to the $CPlInt...$ methods (e.g., $\theta_{l.s.} = 160^\circ$ –for example, compare Fig. 4.3(a) with Fig. 4.4(a), and Fig. 4.3(c) with Fig. 4.4(c)). Note that the two $CPlInt...-4CR$ methods perform similarly to each other.

- Subsequent reconstruction of the optic axis of the eye in 3-D space:

  - In general terms, the $PCPlInt$ method exhibits the highest sensitivity to noise whereas the $PB$ and $PB-EF$ methods exhibit the lowest (for example, see Fig. 4.5 and Fig. 4.6). In most cases, the $PCPlInt$ method is significantly worse that all the other methods. Furthermore, the sensitivity to noise of the $PCPlInt$ method increases towards the bottom of the screen (for example, see Fig. 4.5(a) and Fig. 4.6(a)). This is an expected result since from the discussion in Section 3.3.1 it follows that the sensitivity of the $PCPlInt$ method should increase as the optic axis of the eye gets closer to the line defined by the nodal points of the cameras (recall that the cameras are under the screen).

  - The $PB$ and $PB-EF$ methods perform slightly better than the $PCTriang$ and $PCTriangRefr$ methods for favorable system setups (i.e., larger $\theta_{opt.ax.cam's}$ –for example, see Fig. 4.6(b)-(e)), and significantly better than the $PCTriang$ and $PCTriangRefr$ methods for unfavorable
system setups (i.e., smaller $\theta_{\text{opt.ax.cam's}}$—for example, see Fig. 4.5(b)-(e)). The PCTriang method tends to perform marginally better than the PCTriangRefr method. The PB and PB-EF methods perform fairly similarly to each other.

- In summary, the CNoPlInt-4CR + PB/PB-EF method with a large angle between the optic axes of the cameras provides the lowest sensitivity to noise, virtually independently of the position of the light sources.

### Table 4.6: Noise sensitivity – Setup I ($\theta_{\text{opt.ax.cam's}} = 8.02^\circ$, $\theta_{l.s.} = 160^\circ$) – MAX(RMS Dispersion ea. fix. pt.) [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCPlInt</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPlIntInv-3CR</td>
<td>70.89</td>
<td>48.69</td>
<td>49.44</td>
<td>22.38</td>
<td>23.07</td>
</tr>
<tr>
<td>CPlIntPsInv-4CR</td>
<td>58.39</td>
<td>28.73</td>
<td>30.01</td>
<td>16.35</td>
<td>16.38</td>
</tr>
<tr>
<td>CPlIntTriang-4CR</td>
<td>58.27</td>
<td>28.76</td>
<td>30.04</td>
<td>16.35</td>
<td>16.38</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>50.96</td>
<td>11.62</td>
<td>12.12</td>
<td>7.12</td>
<td>7.03</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>50.69</td>
<td>10.24</td>
<td>10.69</td>
<td>6.51</td>
<td>6.46</td>
</tr>
</tbody>
</table>

### Table 4.7: Noise sensitivity – Setup I ($\theta_{\text{opt.ax.cam's}} = 8.02^\circ$, $\theta_{l.s.} = 160^\circ$) – RMS Dispersion [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCPlInt</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPlIntInv-3CR</td>
<td>33.25</td>
<td>29.41</td>
<td>29.92</td>
<td>18.14</td>
<td>18.11</td>
</tr>
<tr>
<td>CPlIntPsInv-4CR</td>
<td>23.39</td>
<td>19.43</td>
<td>19.81</td>
<td>12.93</td>
<td>12.95</td>
</tr>
<tr>
<td>CPlIntTriang-4CR</td>
<td>23.39</td>
<td>19.44</td>
<td>19.82</td>
<td>12.95</td>
<td>12.96</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>13.88</td>
<td>7.39</td>
<td>7.52</td>
<td>5.54</td>
<td>5.48</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>13.40</td>
<td>6.66</td>
<td>6.78</td>
<td>5.18</td>
<td>5.12</td>
</tr>
</tbody>
</table>
Table 4.8: Noise sensitivity – Setup II ($\theta_{\text{opt.ax.cam's}} = 8.02^\circ$, $\theta_{\text{l.s.}} = 90^\circ$) – MAX(RMS Dispersion ea. fix. pt.) [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCPlInt</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIEntInv-3CR</td>
<td>51.41</td>
<td>13.26</td>
<td>13.84</td>
<td>8.26</td>
<td>8.23</td>
</tr>
<tr>
<td>CPIEntPsInv-4CR</td>
<td>50.58</td>
<td>11.38</td>
<td>11.88</td>
<td>6.89</td>
<td>6.84</td>
</tr>
<tr>
<td>CPIEntTriang-4CR</td>
<td>50.58</td>
<td>11.38</td>
<td>11.88</td>
<td>6.89</td>
<td>6.83</td>
</tr>
<tr>
<td>CNoPlEnt-3CR</td>
<td>51.18</td>
<td>11.38</td>
<td>11.89</td>
<td>7.11</td>
<td>7.03</td>
</tr>
<tr>
<td>CNoPlEnt-4CR</td>
<td>50.72</td>
<td>10.16</td>
<td>10.60</td>
<td>6.51</td>
<td>6.46</td>
</tr>
</tbody>
</table>

Table 4.9: Noise sensitivity – Setup II ($\theta_{\text{opt.ax.cam's}} = 8.02^\circ$, $\theta_{\text{l.s.}} = 90^\circ$) – RMS Dispersion [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCPlInt</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIEntInv-3CR</td>
<td>14.72</td>
<td>8.69</td>
<td>8.85</td>
<td>6.19</td>
<td>6.13</td>
</tr>
<tr>
<td>CPIEntPsInv-4CR</td>
<td>13.85</td>
<td>7.51</td>
<td>7.64</td>
<td>5.60</td>
<td>5.56</td>
</tr>
<tr>
<td>CPIEntTriang-4CR</td>
<td>13.85</td>
<td>7.51</td>
<td>7.64</td>
<td>5.60</td>
<td>5.56</td>
</tr>
<tr>
<td>CNoPlEnt-3CR</td>
<td>13.83</td>
<td>7.23</td>
<td>7.36</td>
<td>5.47</td>
<td>5.41</td>
</tr>
<tr>
<td>CNoPlEnt-4CR</td>
<td>13.40</td>
<td>6.64</td>
<td>6.76</td>
<td>5.18</td>
<td>5.13</td>
</tr>
</tbody>
</table>
Table 4.10: Noise sensitivity – Setup III (θ_{opt.ax.cam's} = 23.74°, θ_{l.s.} = 160°) – MAX(RMS Dispersion ea. fix. pt.) [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCPlInt</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPlIntInv-3CR</td>
<td>28.84</td>
<td>28.73</td>
<td>28.92</td>
<td>23.20</td>
<td>23.61</td>
</tr>
<tr>
<td>CPlIntPsInv-4CR</td>
<td>13.22</td>
<td>10.52</td>
<td>10.96</td>
<td>10.00</td>
<td>10.07</td>
</tr>
<tr>
<td>CPlIntTriang-4CR</td>
<td>13.29</td>
<td>10.75</td>
<td>11.20</td>
<td>10.11</td>
<td>10.18</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>10.40</td>
<td>4.78</td>
<td>4.95</td>
<td>4.08</td>
<td>4.14</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>10.29</td>
<td>4.07</td>
<td>4.22</td>
<td>3.65</td>
<td>3.71</td>
</tr>
</tbody>
</table>

Table 4.11: Noise sensitivity – Setup III (θ_{opt.ax.cam's} = 23.74°, θ_{l.s.} = 160°) – RMS Dispersion [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCPlInt</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPlIntInv-3CR</td>
<td>18.69</td>
<td>18.28</td>
<td>18.39</td>
<td>16.42</td>
<td>16.49</td>
</tr>
<tr>
<td>CPlIntPsInv-4CR</td>
<td>8.39</td>
<td>7.76</td>
<td>7.88</td>
<td>7.36</td>
<td>7.39</td>
</tr>
<tr>
<td>CPlIntTriang-4CR</td>
<td>8.61</td>
<td>7.99</td>
<td>8.11</td>
<td>7.58</td>
<td>7.61</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>4.34</td>
<td>3.31</td>
<td>3.35</td>
<td>3.12</td>
<td>3.12</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>4.06</td>
<td>2.96</td>
<td>2.99</td>
<td>2.83</td>
<td>2.83</td>
</tr>
</tbody>
</table>
Table 4.12: Noise sensitivity – Setup IV ($\theta_{opt.ax.cam's} = 23.74^\circ$, $\theta_{l.s.} = 90^\circ$) – MAX(RMS Dispersion ea. fix. pt.) [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCPlInt</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPlIntInv-3CR</td>
<td>10.60</td>
<td>5.41</td>
<td>5.60</td>
<td>4.81</td>
<td>4.93</td>
</tr>
<tr>
<td>CPlIntPsInv-4CR</td>
<td>10.43</td>
<td>4.28</td>
<td>4.45</td>
<td>3.99</td>
<td>4.05</td>
</tr>
<tr>
<td>CPlIntTriang-4CR</td>
<td>10.43</td>
<td>4.28</td>
<td>4.45</td>
<td>3.99</td>
<td>4.05</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>10.44</td>
<td>4.48</td>
<td>4.65</td>
<td>3.90</td>
<td>3.96</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>10.31</td>
<td>3.95</td>
<td>4.10</td>
<td>3.59</td>
<td>3.64</td>
</tr>
</tbody>
</table>

Table 4.13: Noise sensitivity – Setup IV ($\theta_{opt.ax.cam's} = 23.74^\circ$, $\theta_{l.s.} = 90^\circ$) – RMS Dispersion [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCPlInt</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPlIntInv-3CR</td>
<td>4.80</td>
<td>3.84</td>
<td>3.88</td>
<td>3.58</td>
<td>3.59</td>
</tr>
<tr>
<td>CPlIntPsInv-4CR</td>
<td>4.30</td>
<td>3.25</td>
<td>3.29</td>
<td>3.09</td>
<td>3.10</td>
</tr>
<tr>
<td>CPlIntTriang-4CR</td>
<td>4.30</td>
<td>3.25</td>
<td>3.29</td>
<td>3.09</td>
<td>3.10</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>4.22</td>
<td>3.14</td>
<td>3.18</td>
<td>2.98</td>
<td>2.99</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>4.03</td>
<td>2.91</td>
<td>2.95</td>
<td>2.80</td>
<td>2.80</td>
</tr>
</tbody>
</table>
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(a) Setup I \( (\theta_{\text{opt.ax.cam's}} = 8.02^\circ, \theta_{\text{l.s.}} = 160^\circ) \)

(b) Setup II \( (\theta_{\text{opt.ax.cam's}} = 8.02^\circ, \theta_{\text{l.s.}} = 90^\circ) \)

(c) Setup III \( (\theta_{\text{opt.ax.cam's}} = 23.74^\circ, \theta_{\text{l.s.}} = 160^\circ) \)

(d) Setup IV \( (\theta_{\text{opt.ax.cam's}} = 23.74^\circ, \theta_{\text{l.s.}} = 90^\circ) \)

Fig. 4.3: Noise sensitivity of the \textit{CPIntTriang-4CR + PB} method
\(+: \text{actual point-of-gaze, } \times: \text{estimated point-of-gaze}\).
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(a) Setup I ($\theta_{\text{opt, ax, cam's}} = 8.02^\circ$, $\theta_{\text{l.s.}} = 160^\circ$)

(b) Setup II ($\theta_{\text{opt, ax, cam's}} = 8.02^\circ$, $\theta_{\text{l.s.}} = 90^\circ$)

(c) Setup III ($\theta_{\text{opt, ax, cam's}} = 23.74^\circ$, $\theta_{\text{l.s.}} = 160^\circ$)

(d) Setup IV ($\theta_{\text{opt, ax, cam's}} = 23.74^\circ$, $\theta_{\text{l.s.}} = 90^\circ$)

Fig. 4.4: Noise sensitivity of the CNoPlInt-4CR + PB method.
(+ : actual point-of-gaze, × : estimated point-of-gaze)
Fig. 4.5: Noise sensitivity of the different methods for the subsequent reconstruction of the optic axis of the eye with system setup II ($\theta_{\text{opt.ax.cam}} = 8.02^\circ$, $\theta_{\text{b.s.}} = 90^\circ$) when the 3-D coordinates of the center of curvature of the cornea are calculated with the CNoPlInt-4CR method.

(+ : actual point-of-gaze, × : estimated point-of-gaze)
Fig. 4.6: Noise sensitivity of the different methods for the subsequent reconstruction of the optic axis of the eye with system setup IV ($\theta_{\text{opt.ax.cam's}} = 23.74^\circ$, $\theta_{\text{l.s.}} = 90^\circ$) when the 3-D coordinates of the center of curvature of the cornea are calculated with the $C\text{NoPlInt-4CR}$ method.

(+ : actual point-of-gaze, $\times$ : estimated point-of-gaze)
4.6.2 Effect of corneal asphericity

In these simulations, the synthetic eye features are generated with the ellipsoidal corneal model and no noise is added to the eye features. The point-of-gaze is estimated using the actual values of the system parameters after calibrating $\alpha_{\text{eye}}$ and $\beta_{\text{eye}}$ for the screen center (i.e., when the simulated eye gazes at $g = [0 \ 0 \ 0]^T$). To quantify the effect of corneal asphericity, the distance between each point-of-gaze estimate and its corresponding actual point-of-gaze (bias) is determined (keep in mind that this bias is a combination of the bias due to corneal asphericity and the inherent bias, if any). The MAX bias for each point-of-gaze estimation method is provided in Table 4.14 (setup I), Table 4.16 (setup II), Table 4.18 (setup III), and Table 4.20 (setup IV), whereas the RMS bias is provided in Table 4.15 (setup I), Table 4.17 (setup II), Table 4.19 (setup III), and Table 4.21 (setup IV). It must be noted that the point-of-gaze is not estimated for 1 fixation point for setups I and IV and 2 fixation points for setup III (for example, see Fig. 4.7 through Fig. 4.10) because, in the calculation of the coordinates of the images of the corneal reflections for those fixation points, one of the points of reflection ($q_{ij}$) is more than $\tau_{\text{VALID}} = 6$ mm from the optic axis of the eye (i.e., for one of the cameras the reflection of one of the light sources falls outside the cornea, and therefore one of the cameras sees only one corneal reflection). Consequently, the MAX and RMS bias provided in Table 4.14 through Table 4.21 cannot be compared across the different system setups, even though they can still be compared across the different point-of-gaze estimation methods. The problem of not being able to estimate the point-of-gaze for a certain region of the screen can be solved by using additional light sources as discussed in Section 4.7.

From the results of these simulations, the following observations can be made:

- Increasing the angle between the optic axes of the cameras ($\theta_{\text{opt.ax.cam}}$) has a detrimental effect in the sense that the region of the screen for which the point-of-gaze cannot be estimated becomes larger. For example, compare setup I with setup III and setup II with setup IV in Fig. 4.7 through Fig. 4.10.

- The vertical coordinates of the light sources also have a role on the size of the region of the screen for which the point-of-gaze cannot be estimated: it is smaller when $\theta_{\text{l.s.}} = 90^\circ$ than when $\theta_{\text{l.s.}} = 160^\circ$. For example, compare setup I with setup II and setup III with setup IV in
Fig. 4.7 through Fig. 4.10.

- Beyond its effect on the size of the region of the screen for which the point-of-gaze cannot be estimated, the vertical coordinates of the light sources have a much stronger effect on the magnitude of the point-of-gaze estimation bias of the \( CPInt \) methods than on the bias of the \( CNoPlInt \) methods. For example, compare the differences between setups I/III (\( \theta_{l.s.} = 160^\circ \)) and setups II/IV (\( \theta_{l.s.} = 90^\circ \)) in Fig. 4.7 (\( CPInt \)) vs. Fig. 4.9 (\( CNoPlInt \)), and in Fig. 4.8 (\( CPInt \)) vs. Fig. 4.10 (\( CNoPlInt \)).

- For the calculation of the 3-D coordinates of the center of curvature of the cornea, in general terms, the \( CNoPlInt \) methods perform better than the \( CPInt \) methods (for example, compare Fig. 4.7 with Fig. 4.9, and Fig. 4.8 with Fig. 4.10) and the “-3CR” methods perform better than the “-4CR” methods (for example, compare Fig. 4.7 with Fig. 4.8, and Fig. 4.9 with Fig. 4.10). The \( CNoPlInt \) methods perform slightly better than the \( CPInt \) methods when \( \theta_{l.s.} = 90^\circ \) (setups II/IV), and dramatically better than the \( CPInt \) methods when \( \theta_{l.s.} = 160^\circ \) (setups I/III). Of the 5 methods tested, the \( CNoPlInt-3CR \) method performs best and the \( CPInt-4CR \) methods perform worst (the two \( CPInt-4CR \) methods perform similarly to each other).

- The performance of the methods for the subsequent reconstruction of the optic axis of the eye in 3-D space can be rated from best to worst as follows: 1) \( PB \) and \( PB-EF \) methods, 2) \( PCPlInt \) method, 3) \( PCTriangRefr \) method, and 4) \( PCTriang \) method (keep in mind the contribution of the inherent bias).

- In summary, the \( CNoPlInt-3CR + PB/PB-EF \) method provides the smallest point-of-gaze estimation bias.

The simulation results from this section together with the simulation results from the previous section suggest that the attention should be focused on the \( CNoPlInt-3CR/4CR + PB/PB-EF \) methods. However, before narrowing down the remainder of the simulation study to these methods, it is worth considering the sensitivity of the different methods to errors in a selected system parameter as described in the next section.
Table 4.14: Effect of corneal asphericity – Setup I ($\theta_{\text{opt.ax.cam's}} = 8.02^\circ$, $\theta_{l.s.} = 160^\circ$) – MAX Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCPlInt</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPlIntInv-3CR</td>
<td>50.45</td>
<td>50.78</td>
<td>50.48</td>
<td>49.06</td>
<td>49.02</td>
</tr>
<tr>
<td>CPlIntPsInv-4CR</td>
<td>55.19</td>
<td>55.91</td>
<td>55.49</td>
<td>52.15</td>
<td>52.11</td>
</tr>
<tr>
<td>CPlIntTriang-4CR</td>
<td>54.82</td>
<td>55.55</td>
<td>55.12</td>
<td>51.68</td>
<td>51.63</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>14.16</td>
<td>19.88</td>
<td>16.14</td>
<td>7.27</td>
<td>7.22</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>35.34</td>
<td>40.24</td>
<td>37.35</td>
<td>20.75</td>
<td>20.46</td>
</tr>
</tbody>
</table>

*Note:* The point-of-gaze was not estimated for one fixation point (top right corner of the screen) because one corneal reflection was missing (i.e., it did not pass the validation stage in the generation of the synthetic eye features).

Table 4.15: Effect of corneal asphericity – Setup I ($\theta_{\text{opt.ax.cam's}} = 8.02^\circ$, $\theta_{l.s.} = 160^\circ$) – RMS Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCPlInt</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPlIntInv-3CR</td>
<td>24.08</td>
<td>24.04</td>
<td>24.03</td>
<td>21.96</td>
<td>21.83</td>
</tr>
<tr>
<td>CPlIntPsInv-4CR</td>
<td>26.80</td>
<td>27.56</td>
<td>27.12</td>
<td>24.81</td>
<td>24.81</td>
</tr>
<tr>
<td>CPlIntTriang-4CR</td>
<td>26.71</td>
<td>27.49</td>
<td>27.04</td>
<td>24.67</td>
<td>24.67</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>4.38</td>
<td>6.23</td>
<td>5.00</td>
<td>3.01</td>
<td>3.00</td>
</tr>
</tbody>
</table>

*Note:* The point-of-gaze was not estimated for one fixation point (top right corner of the screen) because one corneal reflection was missing (i.e., it did not pass the validation stage in the generation of the synthetic eye features).
Table 4.16: Effect of corneal asphericity – Setup II ($\theta_{opt.ax.cam’s} = 8.02^\circ$, $\theta_{l.s.} = 90^\circ$) – MAX Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCPlInt</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIInv-3CR</td>
<td>13.04</td>
<td>14.55</td>
<td>13.31</td>
<td>12.36</td>
<td>12.39</td>
</tr>
<tr>
<td>CPIIInv-4CR</td>
<td>37.19</td>
<td>43.15</td>
<td>39.49</td>
<td>26.97</td>
<td>27.14</td>
</tr>
<tr>
<td>CPIITriang-4CR</td>
<td>37.22</td>
<td>43.18</td>
<td>39.52</td>
<td>27.00</td>
<td>27.17</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>11.96</td>
<td>15.99</td>
<td>12.11</td>
<td>11.65</td>
<td>11.65</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>35.72</td>
<td>41.50</td>
<td>37.94</td>
<td>24.23</td>
<td>24.39</td>
</tr>
</tbody>
</table>

Table 4.17: Effect of corneal asphericity – Setup II ($\theta_{opt.ax.cam’s} = 8.02^\circ$, $\theta_{l.s.} = 90^\circ$) – RMS Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCPlInt</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIInv-3CR</td>
<td>6.07</td>
<td>6.79</td>
<td>6.16</td>
<td>5.41</td>
<td>5.43</td>
</tr>
<tr>
<td>CPIIInv-4CR</td>
<td>14.99</td>
<td>16.83</td>
<td>15.65</td>
<td>10.71</td>
<td>10.76</td>
</tr>
<tr>
<td>CPIITriang-4CR</td>
<td>15.00</td>
<td>16.85</td>
<td>15.67</td>
<td>10.71</td>
<td>10.76</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>4.68</td>
<td>5.88</td>
<td>4.95</td>
<td>4.07</td>
<td>4.08</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>13.65</td>
<td>15.57</td>
<td>14.35</td>
<td>9.38</td>
<td>9.33</td>
</tr>
</tbody>
</table>
Table 4.18: Effect of corneal asphericity – Setup III ($\theta_{\text{opt,ax.cami}} = 23.74^\circ$, $\theta_{\text{ax}} = 160^\circ$) – MAX Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCPlInt</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPlIntInv-3CR</td>
<td>47.37</td>
<td>48.49</td>
<td>47.59</td>
<td>45.34</td>
<td>45.44</td>
</tr>
<tr>
<td>CPlIntPsInv-4CR</td>
<td>62.54</td>
<td>63.75</td>
<td>63.02</td>
<td>61.83 *</td>
<td>62.35 *</td>
</tr>
<tr>
<td>CPlIntTriang-4CR</td>
<td>60.54</td>
<td>61.80</td>
<td>61.09</td>
<td>60.08 *</td>
<td>60.68 *</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>6.60</td>
<td>10.94</td>
<td>8.18</td>
<td>6.27</td>
<td>6.25</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>28.71</td>
<td>32.14</td>
<td>30.12</td>
<td>27.68</td>
<td>27.49</td>
</tr>
</tbody>
</table>

*Note:* The point-of-gaze was not estimated for two fixation points (2 topmost on the right edge of the screen) because one corneal reflection was missing (i.e., it did not pass the validation stage in the generation of the synthetic eye features).

* : The point-of-gaze was not estimated for one additional fixation point because at least one back-projected ray from a pupil boundary image point did not intersect the corneal surface (i.e., $k_{n,j}$ in (3.48) is not a real number).

Table 4.19: Effect of corneal asphericity – Setup III ($\theta_{\text{opt,ax.cami}} = 23.74^\circ$, $\theta_{\text{ax}} = 160^\circ$) – RMS Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCPlInt</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPlIntInv-3CR</td>
<td>23.29</td>
<td>23.45</td>
<td>23.30</td>
<td>22.37</td>
<td>22.43</td>
</tr>
<tr>
<td>CPlIntPsInv-4CR</td>
<td>29.26</td>
<td>29.87</td>
<td>29.53</td>
<td>29.31 *</td>
<td>29.37 *</td>
</tr>
<tr>
<td>CPlIntTriang-4CR</td>
<td>28.50</td>
<td>29.16</td>
<td>28.81</td>
<td>28.27 *</td>
<td>28.42 *</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>1.95</td>
<td>3.27</td>
<td>2.39</td>
<td>1.88</td>
<td>1.87</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>10.79</td>
<td>12.05</td>
<td>11.28</td>
<td>10.34</td>
<td>10.31</td>
</tr>
</tbody>
</table>

*Note:* The point-of-gaze was not estimated for two fixation points (2 topmost on the right edge of the screen) because one corneal reflection was missing (i.e., it did not pass the validation stage in the generation of the synthetic eye features).

* : The point-of-gaze was not estimated for one additional fixation point because at least one back-projected ray from a pupil boundary image point did not intersect the corneal surface (i.e., $k_{n,j}$ in (3.48) is not a real number).
Table 4.20: Effect of corneal asphericity – Setup IV \((\theta_{\text{opt.,cam}} = 23.74^\circ, \ \theta_{\text{ax}} = 90^\circ)\) – MAX Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCPlInt</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntInv-3CR</td>
<td>7.87</td>
<td>8.23</td>
<td>7.89</td>
<td>6.95</td>
<td>7.00</td>
</tr>
<tr>
<td>CPIIntPsInv-4CR</td>
<td>26.14</td>
<td>30.80</td>
<td>27.90</td>
<td>25.20</td>
<td>25.08</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>5.50</td>
<td>9.99</td>
<td>6.35</td>
<td>5.36</td>
<td>5.34</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>30.32</td>
<td>34.49</td>
<td>31.91</td>
<td>28.25</td>
<td>27.76</td>
</tr>
</tbody>
</table>

**Note:** The point-of-gaze was not estimated for one fixation point (top right corner of the screen) because one corneal reflection was missing (i.e., it did not pass the validation stage in the generation of the synthetic eye features).

Table 4.21: Effect of corneal asphericity – Setup IV \((\theta_{\text{opt.,cam}} = 23.74^\circ, \ \theta_{\text{ax}} = 90^\circ)\) – RMS Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCPlInt</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntInv-3CR</td>
<td>4.10</td>
<td>4.56</td>
<td>4.16</td>
<td>3.87</td>
<td>3.85</td>
</tr>
<tr>
<td>CPIIntPsInv-4CR</td>
<td>12.93</td>
<td>14.25</td>
<td>13.38</td>
<td>12.45</td>
<td>12.45</td>
</tr>
<tr>
<td>CPIIntTriang-4CR</td>
<td>12.94</td>
<td>14.27</td>
<td>13.40</td>
<td>12.46</td>
<td>12.46</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>2.24</td>
<td>3.27</td>
<td>2.47</td>
<td>2.12</td>
<td>2.09</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>11.81</td>
<td>13.14</td>
<td>12.28</td>
<td>11.22</td>
<td>11.14</td>
</tr>
</tbody>
</table>

**Note:** The point-of-gaze was not estimated for one fixation point (top right corner of the screen) because one corneal reflection was missing (i.e., it did not pass the validation stage in the generation of the synthetic eye features).
Fig. 4.7: Effect of corneal asphericity – Bias of the *CPIntTriang-4CR + PCTriang* method.

(+ : actual point-of-gaze, ○ : estimated point-of-gaze)
(a) Setup I ($\theta_{\text{opt.ax.cam's}} = 8.02^\circ$, $\theta_{\text{l.s.}} = 160^\circ$)

(b) Setup II ($\theta_{\text{opt.ax.cam's}} = 8.02^\circ$, $\theta_{\text{l.s.}} = 90^\circ$)

(c) Setup III ($\theta_{\text{opt.ax.cam's}} = 23.74^\circ$, $\theta_{\text{l.s.}} = 160^\circ$)

(d) Setup IV ($\theta_{\text{opt.ax.cam's}} = 23.74^\circ$, $\theta_{\text{l.s.}} = 90^\circ$)

Fig. 4.8: Effect of corneal asphericity – Bias of the $CPIIntInv-3CR + CPIInt$ method.
($+$: actual point-of-gaze, $\circ$: estimated point-of-gaze)
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Fig. 4.9: Effect of corneal asphericity – Bias of the CNoPlInt-4CR + PB method.
(+ : actual point-of-gaze, ○ : estimated point-of-gaze)
(a) Setup I ($\theta_{\text{opt.ax.cam's}} = 8.02^\circ$, $\theta_{\text{l.s.}} = 160^\circ$)

(b) Setup II ($\theta_{\text{opt.ax.cam's}} = 8.02^\circ$, $\theta_{\text{l.s.}} = 90^\circ$)

(c) Setup III ($\theta_{\text{opt.ax.cam's}} = 23.74^\circ$, $\theta_{\text{l.s.}} = 160^\circ$)

(d) Setup IV ($\theta_{\text{opt.ax.cam's}} = 23.74^\circ$, $\theta_{\text{l.s.}} = 90^\circ$)

Fig. 4.10: Effect of corneal asphericity – Bias of the CNoPlInt-3CR + PB method.

(+: actual point-of-gaze, ○: estimated point-of-gaze)
4.6.3 Sensitivity to error in a selected system parameter

In this section, the sensitivity of the point-of-gaze estimates to an error in the tilt angle of one of the cameras is studied through simulations. The tilt angle of a camera is the angle between the optic axis of the camera and a horizontal plane (it is defined analytically in Appendix C). The tilt angle of one of the cameras is selected here because most of the point-of-gaze estimation methods are highly sensitive to small errors in this parameter. An extensive study of the sensitivity to errors in several system parameters is presented later.

In these simulations, the synthetic eye features are generated with the spherical corneal model and no noise is added to the eye features. The point-of-gaze is estimated using the actual values of the system parameters except for the tilt angle of camera 1, which is 0.1° larger than the actual value, after calibrating $\alpha_{\text{eye}}$ and $\beta_{\text{eye}}$ for the screen center. To quantify the effect of this system parameter error, the distance between each point-of-gaze estimate and its corresponding actual point-of-gaze (bias) is determined (keep in mind that this bias is a combination of the bias due to the system parameter error and the inherent bias, if any). The MAX bias for each point-of-gaze estimation method is provided in Table 4.22 (setup I), Table 4.24 (setup II), Table 4.26 (setup III), and Table 4.28 (setup IV), whereas the RMS bias is provided in Table 4.23 (setup I), Table 4.25 (setup II), Table 4.27 (setup III), and Table 4.29 (setup IV).

The results of these simulations show that the only methods that perform reasonably in the presence of a 0.1° error in the tilt angle of camera 1 for all four system setups are the $\text{CPIIntTriang-4CR + PCTriang}$ and the $\text{CNoPlInt-4CR + PCTriang}$ methods. Furthermore, the bias exhibited by these two methods is very close to the inherent bias of the $\text{PCTriang}$ method (see Table 4.3 and Table 4.4), and the calibrated values of $\alpha_{\text{eye}}$ and $\beta_{\text{eye}}$ are very close to their actual values (within 0.03°). The $\text{CPIIntPsInv-4CR + PCTriang}$ method with setups II and IV ($\theta_{\text{l.s.}} = 90°$) performs similarly to the $\text{CPIIntTriang-4CR + PCTriang}$ and the $\text{CNoPlInt-4CR + PCTriang}$ methods. The performance of the $\text{CPIIntTriang-4CR + PCTriangRefr}$ and the $\text{CNoPlInt-4CR + PCTriangRefr}$ methods with setups III and IV ($\theta_{\text{opt.ax.cam's}} = 23.74°$) and the $\text{CPIIntPsInv-4CR + PCTriangRefr}$ method with setup IV could be possibly acceptable in some applications although their MAX Bias is about 2.6-2.9 times larger and their RMS Bias is about 5-5.5 times larger than those of the $\text{CPIIntTriang-4CR + PCTriang}$ and the $\text{CNoPlInt-4CR + PCTriang}$ methods.
Another observation from these simulations is that increasing the camera separation, and consequently the angle of convergence of the optic axis of the cameras ($\theta_{\text{opt.ax.cam's}}$), has a beneficial effect in reducing the effect of error in the parameter studied.

In any case, the results of these simulations suggest that the $CPI_{\text{IntTriang-4CR}} + PCTriang$ and the $CNoPl_{\text{Int-4CR}} + PCTriang$ methods should be considered further. The following section provides a summary of the simulation results obtained so far.

Table 4.22: Effect of a 0.1° error in the tilt angle of camera 1 – Setup I ($\theta_{\text{opt.ax.cam's}} = 8.02^\circ$, $\theta_{\text{l.s.}} = 160^\circ$) – MAX Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCPlInt</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPI_{IntInv-3CR}</td>
<td>316.92</td>
<td>793.75</td>
<td>791.22</td>
<td>576.10</td>
<td>576.10</td>
</tr>
<tr>
<td>CPI_{IntPsInv-4CR}</td>
<td>22214.76</td>
<td>708.52</td>
<td>132099508.31</td>
<td>428.04</td>
<td>431.90</td>
</tr>
<tr>
<td>CPI_{IntTriang-4CR}</td>
<td>10716.14</td>
<td>8.44</td>
<td>475.07</td>
<td>135.60</td>
<td>136.47</td>
</tr>
<tr>
<td>CNoPl_{Int-3CR}</td>
<td>7157.40</td>
<td>70.16</td>
<td>833.27</td>
<td>198.12</td>
<td>198.10</td>
</tr>
<tr>
<td>CNoPl_{Int-4CR}</td>
<td>10969.49</td>
<td>7.99</td>
<td>490.09</td>
<td>137.08</td>
<td>137.96</td>
</tr>
</tbody>
</table>

Table 4.23: Effect of a 0.1° error in the tilt angle of camera 1 – Setup I ($\theta_{\text{opt.ax.cam's}} = 8.02^\circ$, $\theta_{\text{l.s.}} = 160^\circ$) – RMS Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCPlInt</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPI_{IntInv-3CR}</td>
<td>149.63</td>
<td>437.86</td>
<td>436.41</td>
<td>305.63</td>
<td>305.63</td>
</tr>
<tr>
<td>CPI_{IntPsInv-4CR}</td>
<td>4495.29</td>
<td>299.63</td>
<td>26419911.41</td>
<td>211.93</td>
<td>212.67</td>
</tr>
<tr>
<td>CPI_{IntTriang-4CR}</td>
<td>2304.27</td>
<td>2.96</td>
<td>248.89</td>
<td>64.72</td>
<td>64.97</td>
</tr>
<tr>
<td>CNoPl_{Int-3CR}</td>
<td>1645.92</td>
<td>37.14</td>
<td>324.06</td>
<td>83.00</td>
<td>82.62</td>
</tr>
<tr>
<td>CNoPl_{Int-4CR}</td>
<td>2352.72</td>
<td>2.76</td>
<td>255.15</td>
<td>65.36</td>
<td>65.61</td>
</tr>
</tbody>
</table>
Table 4.24: Effect of a 0.1° error in the tilt angle of camera 1 – Setup II ($\theta_{opt.ax.cam's} = 8.02°$, $\theta_{l.s.} = 90°$) – MAX Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCPlInt</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPlIntInv-3CR</td>
<td>250701.44</td>
<td>806.18</td>
<td>717.82</td>
<td>152.24</td>
<td>151.18</td>
</tr>
<tr>
<td>CPlIntPsInv-4CR</td>
<td>11344.69</td>
<td>7.32</td>
<td>491.22</td>
<td>136.77</td>
<td>137.65</td>
</tr>
<tr>
<td>CPlIntTriang-4CR</td>
<td>10888.12</td>
<td>8.23</td>
<td>482.99</td>
<td>136.43</td>
<td>137.31</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>7126.17</td>
<td>69.29</td>
<td>816.15</td>
<td>199.46</td>
<td>199.43</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>11173.00</td>
<td>8.01</td>
<td>489.94</td>
<td>137.23</td>
<td>138.11</td>
</tr>
</tbody>
</table>

* : The point-of-gaze was not estimated for 10 of the 25 fixation points because at least one back-projected ray from a pupil boundary image point did not intersect the corneal surface (i.e., $k_{\gamma,j,k}$ in (3.48) is not a real number).

Table 4.25: Effect of a 0.1° error in the tilt angle of camera 1 – Setup II ($\theta_{opt.ax.cam's} = 8.02°$, $\theta_{l.s.} = 90°$) – RMS Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCPlInt</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPlIntInv-3CR</td>
<td>50140.87</td>
<td>487.84</td>
<td>434.61</td>
<td>93.71</td>
<td>93.66</td>
</tr>
<tr>
<td>CPlIntPsInv-4CR</td>
<td>2406.85</td>
<td>2.54</td>
<td>256.21</td>
<td>65.62</td>
<td>65.86</td>
</tr>
<tr>
<td>CPlIntTriang-4CR</td>
<td>2336.47</td>
<td>2.86</td>
<td>252.23</td>
<td>65.09</td>
<td>65.34</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>1634.33</td>
<td>36.25</td>
<td>317.12</td>
<td>83.11</td>
<td>82.76</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>2390.92</td>
<td>2.77</td>
<td>255.08</td>
<td>65.43</td>
<td>65.68</td>
</tr>
</tbody>
</table>

* : The point-of-gaze was not estimated for 10 of the 25 fixation points because at least one back-projected ray from a pupil boundary image point did not intersect the corneal surface (i.e., $k_{\gamma,j,k}$ in (3.48) is not a real number).
Table 4.26: Effect of a 0.1° error in the tilt angle of camera 1 – Setup III ($\theta_{\text{opt.cam's}} = 23.74^\circ$, $\theta_{\text{l.s.}} = 160^\circ$) – MAX Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCPlInt</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntInv-3CR</td>
<td>315.37</td>
<td>769.32</td>
<td>769.24</td>
<td>561.56</td>
<td>561.56</td>
</tr>
<tr>
<td>CPIIntPsInv-4CR</td>
<td>700.99</td>
<td>33.22</td>
<td>42.89</td>
<td>76.53</td>
<td>78.02</td>
</tr>
<tr>
<td>CPIIntTriang-4CR</td>
<td>130837.16</td>
<td>7.76</td>
<td>20.36</td>
<td>58.17</td>
<td>58.91</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>1358.62</td>
<td>68.54</td>
<td>91.37</td>
<td>119.88</td>
<td>118.38</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>148333.57</td>
<td>7.31</td>
<td>21.19</td>
<td>60.07</td>
<td>60.80</td>
</tr>
</tbody>
</table>

Table 4.27: Effect of a 0.1° error in the tilt angle of camera 1 – Setup III ($\theta_{\text{opt.cam's}} = 23.74^\circ$, $\theta_{\text{l.s.}} = 160^\circ$) – RMS Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCPlInt</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntInv-3CR</td>
<td>165.37</td>
<td>425.04</td>
<td>425.35</td>
<td>298.03</td>
<td>298.03</td>
</tr>
<tr>
<td>CPIIntPsInv-4CR</td>
<td>172.96</td>
<td>14.98</td>
<td>16.5</td>
<td>31.21</td>
<td>32.61</td>
</tr>
<tr>
<td>CPIIntTriang-4CR</td>
<td>26170.82</td>
<td>2.59</td>
<td>12.92</td>
<td>27.45</td>
<td>28.35</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>366.46</td>
<td>37.21</td>
<td>42.81</td>
<td>50.28</td>
<td>48.76</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>29669.79</td>
<td>2.44</td>
<td>13.46</td>
<td>28.40</td>
<td>29.27</td>
</tr>
</tbody>
</table>
Table 4.28: Effect of a 0.1° error in the tilt angle of camera 1 – Setup IV (θ_{opt.ax.cam’s} = 23.74°, θ_{l.s.} = 90°) – MAX Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCPlInt</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntInv-3CR</td>
<td>1075.13</td>
<td>2345.5</td>
<td>1726.12</td>
<td>632.29 *</td>
<td>1086.31 **</td>
</tr>
<tr>
<td>CPIIntPsInv-4CR</td>
<td>4402.57</td>
<td>7.05</td>
<td>20.5</td>
<td>59.84</td>
<td>60.61</td>
</tr>
<tr>
<td>CPIIntTriang-4CR</td>
<td>116940.94</td>
<td>7.54</td>
<td>20.76</td>
<td>59.27</td>
<td>60.01</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>1415.24</td>
<td>68.49</td>
<td>91.18</td>
<td>120.07</td>
<td>118.56</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>40077.75</td>
<td>7.32</td>
<td>21.16</td>
<td>60.06</td>
<td>60.79</td>
</tr>
</tbody>
</table>

* : The point-of-gaze was not estimated for 8 of the 25 fixation points because at least one back-projected ray from a pupil boundary image point did not intersect the corneal surface (i.e., \( k_{b,j,k} \) in (3.48) is not a real number).

** : The point-of-gaze was not estimated for 7 of the 25 fixation points because at least one back-projected ray from a pupil boundary image point did not intersect the corneal surface (i.e., \( k_{b,j,k} \) in (3.48) is not a real number).

Table 4.29: Effect of a 0.1° error in the tilt angle of camera 1 – Setup IV (θ_{opt.ax.cam’s} = 23.74°, θ_{l.s.} = 90°) – RMS Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCPlInt</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntInv-3CR</td>
<td>397.08</td>
<td>869.38</td>
<td>700.62</td>
<td>211.46 *</td>
<td>328.75 **</td>
</tr>
<tr>
<td>CPIIntPsInv-4CR</td>
<td>955.72</td>
<td>2.38</td>
<td>13.47</td>
<td>28.67</td>
<td>29.55</td>
</tr>
<tr>
<td>CPIIntTriang-4CR</td>
<td>23392.04</td>
<td>2.51</td>
<td>13.19</td>
<td>28.01</td>
<td>28.89</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>374.41</td>
<td>36.72</td>
<td>41.97</td>
<td>49.54</td>
<td>48.09</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>8027.19</td>
<td>2.44</td>
<td>13.44</td>
<td>28.40</td>
<td>29.27</td>
</tr>
</tbody>
</table>

* : The point-of-gaze was not estimated for 8 of the 25 fixation points because at least one back-projected ray from a pupil boundary image point did not intersect the corneal surface (i.e., \( k_{b,j,k} \) in (3.48) is not a real number).

** : The point-of-gaze was not estimated for 7 of the 25 fixation points because at least one back-projected ray from a pupil boundary image point did not intersect the corneal surface (i.e., \( k_{b,j,k} \) in (3.48) is not a real number).
4.6.4 Summary of simulation results

The most important general observations from the simulation results presented so far can be summarized as follows:

1) In the absence of error in the system parameters the following is observed: the $CNoPlInt$... methods for the calculation of the 3-D coordinates of the center of curvature of the cornea perform consistently better than the $CPlInt$... methods in the presence of noise in the image coordinates of the eye features and corneal asphericity. The “-4CR” methods perform better in the presence of noise in the image coordinates of the eye features while the “-3CR” methods perform better in the presence of corneal asphericity. The $PB$ and $PB-EF$ methods for the subsequent reconstruction of the optic axis of the eye in 3-D space perform consistently better than the other methods in the presence of noise in the image coordinates of the eye features and corneal asphericity. For “favorable” system setups the $PCTriangRefr$ method can provide a second choice. Note that the $PCTriangRefr$ method is much less computationally expensive than the $PB$ and $PB-EF$ methods since the former provides a closed-form solution whereas the latter rely on numerical optimization.

2) In the presence of error in the system parameter tested in the previous section (tilt angle of one of the cameras), the $CPlIntTriang-4CR + PCTriang$ and the $CNoPlInt-4CR + PCTriang$ methods are the only methods that have a consistently reasonable performance for all the system setups considered.

3) Increasing the angle between the optic axes of the cameras ($\theta_{\text{opt.ax.cam's}}$) reduces the sensitivity to noise in the image coordinates of the eye features and the effect of error in the system parameter tested in the previous section (tilt angle of one of the cameras) but can have a detrimental effect in the presence of corneal asphericity.

4) The vertical coordinates of the light sources play a role in system sensitivities, particularly on the ability to estimate the point-of-gaze in certain regions of the screen. Beyond this, the effect of the vertical coordinates of the light sources is much stronger on the $CPlInt$... methods for the calculation of the 3-D coordinates of the center of curvature of the cornea than on the $CNoPlInt$... methods.
Based on 1) and 2), the remainder of this chapter concentrates on the methods indicated in Table 4.30. Based on 3) and 4), the effect of the system setup on system performance is studied further, now using 4 light sources in order to improve the system robustness, particularly to corneal asphericity.

<table>
<thead>
<tr>
<th>Method</th>
<th>PCPlInt</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntInv-3CR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CPIIntPsInv-4CR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CPIIntTriang-4CR</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CNoPIInt-3CR</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>CNoPIInt-4CR</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
</tbody>
</table>

### 4.7 Sensitivities of the point-of-gaze estimation with two cameras and four light sources

The use of more than the minimum of two light sources can help to improve the system robustness by increasing the likelihood that at least two corneal reflections are available for each camera regardless of the head position and the point-of-gaze on the screen, and in the presence of eyelid and eyelash interferences. Moreover, the use of more than two light sources can help to reduce the effect of corneal asphericity. Typically, the radius of curvature of the front corneal surface increases towards the boundary with the sclera and only the central part is approximately spherical [27]. By using the two light sources that produce corneal reflections that are closest to the pupil center in the eye images, it is therefore possible to reduce the point-of-gaze estimation bias due to corneal asphericity. In fact, as it is shown through simulations in the remainder of this chapter, the reduction of the effect of corneal asphericity resulting from this approach can be significant, particularly when the geometrical arrangement of the light sources is optimized. Consequently, this approach is followed in all the simulations and experiments described in the
remainder of this thesis. Note that the light sources are selected in such a way that the same pair of light sources is used with both cameras\(^\text{10}\). Formally, the selection of the light sources for each gaze estimate is carried out as follows. Let \(DPCCR_{ij}\) be the distance between the center of the pupil and the corneal reflection corresponding to light source \(i\) in the image from camera \(j\). Then, after finding \(M_i = \max(DPCCR_{i1}, DPCCR_{i2})\) for each of the light sources, the two light sources corresponding to the two smallest \(M_i\) are selected. After selecting the pair of light sources with its corresponding pair of corneal reflections, the point-of-gaze is estimated using the methods for two cameras and two light sources (summarized in Section 4.2, restricted to the subset indicated in Table 4.30 for the remainder of this chapter).

To demonstrate the improved performance using 4 light sources, a simulation is carried out with \(o_X = 150\) mm (\(\theta_{opt.ax.cam's} = 23.74^\circ\)) and \(l_{1-2,Y} = 0\) mm (the coordinates of the 4 light sources are provided in Section 4.4.2.2 and \(l_{1-2,Y}\) is the vertical coordinate of the light sources that are located at the sides of the screen; \(\pm o_X\) is the \(X\) coordinate of the nodal points of the cameras, which are provided in Section 4.4.2.1.1). In this simulation, which is also carried out for a single fixed position of the center of the eyeball \((\textbf{d} = \textbf{d}^* = [0 125 650]^T\) mm) and 25 points-of-gaze arranged in a 5-by-5 rectangular grid spanning the entire screen (including the center and the four corners), the synthetic eye features are generated with the ellipsoidal corneal model and no noise is added to the eye features. The point-of-gaze is estimated using the actual values of the system parameters after calibrating \(\alpha_{eye}\) and \(\beta_{eye}\) for the screen center. To quantify the effect of corneal asphericity, the distance between each point-of-gaze estimate and its corresponding actual point-of-gaze (bias) is determined (keep in mind that this bias is a combination of the bias due to corneal asphericity and the inherent bias, if any). The MAX bias for each point-of-gaze estimation method tested is provided in Table 4.31, whereas the RMS bias is provided in Table 4.32. Fig. 4.11 shows the point-of-gaze estimates for 4 of the 9 methods tested. Not only can the point-of-gaze be estimated for any point on the screen but also the point-of-gaze estimation bias is smaller than for any of the setups with 2 light sources studied before (compare Fig. 4.11(a) with Fig. 4.7, Fig. 4.11(c) with Fig. 4.9, and Fig. 4.11(d) with Fig. 4.10).

\(^{10}\) Alternatively and for increased flexibility, the two light sources could selected independently for each camera, which means that occasionally one camera would be associated with one pair of light sources and the other camera would be associated with a different pair. However, this approach is less robust to errors in system parameters (especially, errors in the extrinsic camera parameters) than the one used in this thesis.
Table 4.31: Effect of corneal asphericity – System with 4 light sources with $l_{1,2,Y} = 0$ mm and $a_X = 150$ mm ($\theta_{\text{opt.ax.cam's}} = 23.74^\circ$) – MAX Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPInlTriang-4CR</td>
<td>28.92</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>16.77</td>
<td>12.31</td>
<td>8.74</td>
<td>8.06</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>21.73</td>
<td>17.47</td>
<td>13.44</td>
<td>12.85</td>
</tr>
</tbody>
</table>

Table 4.32: Effect of corneal asphericity – System with 4 light sources with $l_{1,2,Y} = 0$ mm and $a_X = 150$ mm ($\theta_{\text{opt.ax.cam's}} = 23.74^\circ$) – RMS Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPInlTriang-4CR</td>
<td>9.54</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>5.00</td>
<td>3.57</td>
<td>2.54</td>
<td>2.41</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>7.35</td>
<td>5.95</td>
<td>4.82</td>
<td>4.72</td>
</tr>
</tbody>
</table>
Chapter 4 - Simulation Study

4.7.1 Effects of noise in the image coordinates of the eye features and corneal asphericity as a function of system setup for a fixed position of the center of the eyeball

Having demonstrated the performance improvement using 4 light sources, the effects of noise in the image coordinates of the eye features and corneal asphericity are evaluated through simulations as a function of the camera separation (and consequently the angle of convergence of the cameras, $\theta_{\text{opt.ax.cam's}}$), and as a function of the vertical coordinate of the light sources that are located at the sides of the screen. In these simulations, which are also carried out for a single
fixed position of the center of the eyeball ($d = d^* = [0 125 650]^T$ mm) and 25 points-of-gaze arranged in a 5-by-5 rectangular grid spanning the entire screen, the synthetic eye features are generated with the ellipsoidal corneal model and noise is added to the eye features as described in Section 4.3. The point-of-gaze is estimated using the actual values of the system parameters after calibrating $\alpha_{\text{eye}}$ and $\beta_{\text{eye}}$ for the screen center in noise-free conditions.

To evaluate the effects of noise in the eye features and corneal asphericity as a function of the camera separation, the vertical coordinate of the light sources that are located at the sides of the screen, $l_{1-2,Y}$, is kept constant at 0 mm, while $o_X$ is varied from 50 mm to 200 mm in steps of 25 mm (the distance between the nodal points of the cameras varies between 100 mm and 400 mm in steps of 50 mm). The angle of convergence of the cameras, $\theta_{\text{opt.ax.cam}'s}$, for each tested value of $o_X$ is provided in Table 4.33.

<table>
<thead>
<tr>
<th>$o_X$ [mm]</th>
<th>$\theta_{\text{opt.ax.cam}'s}$ [$^\circ$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>8.02</td>
</tr>
<tr>
<td>75</td>
<td>12.00</td>
</tr>
<tr>
<td>100</td>
<td>15.96</td>
</tr>
<tr>
<td>125</td>
<td>19.87</td>
</tr>
<tr>
<td>150</td>
<td>23.74</td>
</tr>
<tr>
<td>175</td>
<td>27.56</td>
</tr>
<tr>
<td>200</td>
<td>31.32</td>
</tr>
</tbody>
</table>

The RMS Dispersion as a function of $o_X$ is shown in Fig. 4.12 (recall that the RMS Dispersion is a measure of the dispersion or scattering of the noisy point-of-gaze estimates with respect to the corresponding noise-free point-of-gaze estimates, i.e., it is a measure of the effect of noise in the image coordinates of the eye features by itself, or, in other words, a measure of noise sensitivity). Note that since the $PB$ and $PB-EF$ methods exhibit a very similar performance, only the $PB$ method is included in Fig. 4.12 (through Fig. 4.17) for the sake of clarity. The results shown in
Fig. 4.12 are consistent with the observations from Section 4.6.1:

- Increasing the angle between the optic axes of the cameras ($\theta_{\text{opt.ax.cam's}}$) reduces the sensitivity to noise of all methods.

- The $CNoPlInt\ldots$ methods for the calculation of the 3-D coordinates of the center of curvature of the cornea exhibit a lower noise sensitivity than the $CPlInt\ldots$ method and the “-4CR” methods exhibit a lower noise sensitivity than the corresponding “-3CR” methods.

- The $PB$ (and $PB-EF$) method for the subsequent reconstruction of the optic axis of the eye in 3-D space exhibit the lowest noise sensitivity. The $PCTriang$ method exhibits a marginally lower noise sensitivity than the $PCTriangRefr$ method.

The RMS Bias as a function of $\alpha_X$ is shown in Fig. 4.13 (recall that the bias refers to the distance of the noise-free point-of-gaze estimates from the corresponding actual points-of-gaze, and that this bias is a combination of the bias due to corneal asphericity and the inherent bias, if any). The results from this figure are consistent with observations from Sections 4.5 and 4.6.2:

- The $CNoPlInt\ldots$ methods for the calculation of the 3-D coordinates of the center of curvature of the cornea exhibit a lower bias than the $CPlInt\ldots$ method and the “-3CR” methods exhibit a lower bias than the corresponding “-4CR” methods.

- For a given method for the calculation of the 3-D coordinates of the center of curvature of the cornea, the $PB$ (and $PB-EF$) method for the subsequent reconstruction of the optic axis of the eye in 3-D space exhibit the lowest bias, followed by the $PCTriangRefr$ method in second place and the $PCTriang$ method in third place.

- Increasing the angle between the optic axes of the cameras ($\theta_{\text{opt.ax.cam's}}$) increases the bias due to corneal asphericity, as can be observed with the $CNoPlInt\ldots + PB$ methods, which have no inherent bias. On the other hand, as shown in Section 4.5, increasing the angle between the optic axes of the cameras decreases the inherent bias of the $\ldots + PCTriangRefr/PCTriang$ methods. The decrease of the inherent bias of these methods tends to overpower the increase of the bias due to corneal asphericity. As a result, the total bias of the $\ldots + PCTriangRefr/PCTriang$ methods decreases as $\alpha_X$ increases for most values of $\alpha_X$ tested (for the entire range of values of $\alpha_X$ tested for the $CPlIntTriang-4CR + PCTriang$ method).
The RMS Error as a function of $o_X$ is shown in Fig. 4.14 (here “error” refers to the distance of the noisy point-of-gaze estimates from the corresponding actual points-of-gaze, i.e., it is the total error, including the combined effects of noise in the eye features, corneal asphericity and inherent bias, if any). This figure shows that the RMS Error decreases for all methods as $o_X$ increases. This is an expected result for the … + PCTriangRefr/PCTriang methods for which the RMS Dispersion decreases as $o_X$ increases for the entire range of values of $o_X$ tested, and the RMS Bias decreases as $o_X$ increases for most values of $o_X$ tested (for the entire range of values of $o_X$ tested for the CPIIntTriang-4CR + PCTriang method). In the case of the CNoPlInt-4CR + PB method, the reduction of the noise sensitivity is almost cancelled out by the increase of the bias due to corneal asphericity. In the case of the CNoPlInt-3CR + PB method, which exhibits the lowest RMS Error, the reduction of the noise sensitivity overpowers the increase of the bias due to corneal asphericity.

Having shown that increasing the camera separation, and hence the angle of convergence of the optic axes of the cameras ($\theta_{opt.ax.cam’s}$), reduces the RMS Error of the point-of-gaze estimates, it is time to make a practical consideration about $\theta_{opt.ax.cam’s}$. If for a single camera it is possible to track the eye features over an angular range of head rotation about a vertical axis (yaw) $\theta_{yaw-single cam}$, then for two cameras with an angle of convergence of their optic axes $\theta_{opt.ax.cam’s}$, the yaw angular range for which the eye features can be tracked for both cameras simultaneously is reduced to roughly $\theta_{yaw-single cam} - \theta_{opt.ax.cam’s}$. Experience has shown that $\theta_{opt.ax.cam’s}$ greater than about 25º results in an unnatural restriction to the yaw angular range tolerated by the system. For most practical cases, $\theta_{opt.ax.cam’s}$ in the range 15-25º seems to provide a reasonable trade-off between point-of-gaze estimation error and the yaw angular range tolerated by the system. Based on these observations, $o_X$ is set to 150 mm (300 mm between the nodal points of the cameras, $\theta_{opt.ax.cam’s} = 23.74º$) for the remainder of the simulation study in this chapter.
Fig. 4.12: Noise sensitivity as a function of $o_x$ for the system with 4 light sources with $l_{1,2,y} = 0$ mm.

Fig. 4.13: Effect of corneal asphericity – point-of-gaze estimation bias as a function of $o_x$ for the system with 4 light sources with $l_{1,2,y} = 0$ mm.
To evaluate the effects of noise in the eye features and corneal asphericity as a function of the vertical coordinate of the light sources that are located at the sides of the screen, $o_x$ is set to 150 mm and $l_{1-2,Y}$ is varied from -150 mm to 150 mm in steps of 25 mm. The RMS Dispersion as a function of $l_{1-2,Y}$ is shown in Fig. 4.15. Consistently with the observations from Section 4.6.1, the noise sensitivity of the $CPlInt…$ method for the calculation of the 3-D coordinates of the center of curvature of the cornea is strongly dependent on the position of the light sources whereas the noise sensitivity of the $CNoPlInt…$ methods is weakly dependent on $l_{1-2,Y}$ but it is lowest in the central range of values of $l_{1-2,Y}$ tested. The variation of the noise sensitivity of the $CNoPlInt…$ methods with $l_{1-2,Y}$ is not very significant for most practical purposes. The relative performance comparison between the different methods follows similar observations as for Fig. 4.12.

The RMS Bias as a function of $l_{1-2,Y}$ is shown in Fig. 4.16. The RMS Bias decreases with $l_{1-2,Y}$ for the entire range of $l_{1-2,Y}$ tested, with the rate of decrease becoming lower for larger values of $l_{1-2,Y}$. The RMS Bias of the “-3CR” methods decreases with $l_{1-2,Y}$ at a faster rate than the “-4CR” methods. The relative performance comparison between the different methods follows similar observations as for Fig. 4.13.
The RMS Error as a function of $l_{1-2,Y}$ is shown in Fig. 4.17. The RMS Error decreases with $l_{1-2,Y}$ for the entire range of $l_{1-2,Y}$ tested, with the rate of decrease becoming lower for larger values of $l_{1-2,Y}$. The RMS Error of the “-3CR” methods decreases with $l_{1-2,Y}$ at a faster rate than the “-4CR” methods until it tends to plateau between $l_{1-2,Y} = 50$ mm and $l_{1-2,Y} = 150$ mm. The relative performance comparison between the different methods follows similar observations as for Fig. 4.14. Note that the reduction of the total point-of-gaze estimation error with $l_{1-2,Y}$ is due to the corresponding reduction of the point-of-gaze estimation bias (Fig. 4.16).

From the analysis of the RMS Error shown in Fig. 4.17 it seems reasonable to set $l_{1-2,Y} = 50$ mm. In any case, there is another practical consideration: in order to prevent the upper eyelid from casting a shadow on the eye, which can interfere significantly with the extraction of the pupil from the images captured by the cameras, most (or all) of the illumination sources should be below the eye. For the system setup studied, the upper limit for $l_{1-2,Y}$ arising from such practical consideration is about 50 mm. Based on this, $l_{1-2,Y}$ is set to 50 mm for the remainder of this chapter.

![Graph showing RMS Error as a function of $l_{1-2,Y}$](image)

Fig. 4.15: Noise sensitivity of the system with 4 light sources as a function of $l_{1-2,Y}$ when $o_X = 150$ mm.
Fig. 4.16: Effect of corneal asphericity – point-of-gaze estimation bias of the system with 4 light sources as a function of $l_{1,2,Y}$ when $o_x = 150$ mm.

Fig. 4.17: Total point-of-gaze estimation error of the system with 4 light sources as a function of $l_{1,2,Y}$ when $o_x = 150$ mm.
4.7.2 Effects of noise in the image coordinates of the eye features and corneal asphericity for the selected system setup under head movements

Having selected a setup ($\alpha_X = 150\,\text{mm},\ l_{1,2,y} = 50\,\text{mm}$) for the system with 4 light sources, its performance in the presence of noise in the image coordinates of the eye features and corneal asphericity is evaluated under head movements. In these simulations, the synthetic eye features are generated with the ellipsoidal corneal model and noise is added to the eye features. The center of the eyeball ($d$) of the simulated right eye adopts 27 different positions (Table 4.34) arranged in a 3-by-3 grid spanning, approximately, the entire volume of operation of the system (the volume of operation is defined by the intersection of the fields of view of both cameras and their depths of field—the depth of field is based on the prototype system described in Section 5.2). For each position of $d$, the simulated eye gazes at 25 points arranged in a 5-by-5 rectangular grid spanning the entire screen (same points-of-gaze as in all previous simulations). The point-of-gaze is estimated using the actual values of the system parameters after calibrating $\alpha_{\text{eye}}$ and $\beta_{\text{eye}}$ for the screen center in noise-free conditions.

The results of these simulations for 4 of the 9 methods studied are shown in Fig. 4.18. The RMS Dispersion is presented in Table 4.35 (mm) and Table 4.36 (degrees of visual angle), the RMS Bias is presented in Table 4.37 (mm) and Table 4.38 (degrees), and the RMS Error is presented in Table 4.39 (mm) and Table 4.40 (degrees). The point-of-gaze estimation method that exhibits the lowest RMS Error is the $\text{CNoPlInt-3CR + PB/PB-EF}$ method (Fig. 4.18(d)).

In order to provide a better visualization of the point-of-gaze estimation bias, the above simulations are repeated for 99 points-of-gaze arranged in a 9-by-11 rectangular grid spanning the entire screen under noise-free conditions. The results for 4 of the 9 methods studied are shown in Fig. 4.19 (same 4 methods shown in Fig. 4.18).

It should be noted, however, that in the preceding simulations there are no errors in the values of the system parameters. A study of the effect of errors in the values of several system parameters for this system setup, under the simulation conditions described in the first paragraph of this section, is presented in Appendix E. One of the findings from that study is that the only method that can have a consistently reasonable performance for all the errors in camera parameters studied is the $\text{CPlIntTriang-4CR + PCTriang}$ method (Fig. 4.18(a)).
The next chapter presents preliminary experimental results obtained with adults and infants.

Table 4.34: Positions of the center of the eyeball (d) for the simulations with head movements [mm]

<table>
<thead>
<tr>
<th>Position #</th>
<th>$d_X$</th>
<th>$d_Y$</th>
<th>$d_Z$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>125</td>
<td>650</td>
</tr>
<tr>
<td>2</td>
<td>-50</td>
<td>125</td>
<td>650</td>
</tr>
<tr>
<td>3</td>
<td>50</td>
<td>125</td>
<td>650</td>
</tr>
<tr>
<td>4</td>
<td>-50</td>
<td>150</td>
<td>650</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>150</td>
<td>650</td>
</tr>
<tr>
<td>6</td>
<td>50</td>
<td>150</td>
<td>650</td>
</tr>
<tr>
<td>7</td>
<td>-50</td>
<td>95</td>
<td>650</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>95</td>
<td>650</td>
</tr>
<tr>
<td>9</td>
<td>50</td>
<td>95</td>
<td>650</td>
</tr>
<tr>
<td>10</td>
<td>-35</td>
<td>98</td>
<td>600</td>
</tr>
<tr>
<td>11</td>
<td>0</td>
<td>98</td>
<td>600</td>
</tr>
<tr>
<td>12</td>
<td>35</td>
<td>98</td>
<td>600</td>
</tr>
<tr>
<td>13</td>
<td>-35</td>
<td>123</td>
<td>600</td>
</tr>
<tr>
<td>14</td>
<td>0</td>
<td>123</td>
<td>600</td>
</tr>
<tr>
<td>15</td>
<td>35</td>
<td>123</td>
<td>600</td>
</tr>
<tr>
<td>16</td>
<td>-35</td>
<td>71</td>
<td>600</td>
</tr>
<tr>
<td>17</td>
<td>0</td>
<td>71</td>
<td>600</td>
</tr>
<tr>
<td>18</td>
<td>35</td>
<td>71</td>
<td>600</td>
</tr>
<tr>
<td>19</td>
<td>-45</td>
<td>152</td>
<td>700</td>
</tr>
<tr>
<td>20</td>
<td>0</td>
<td>152</td>
<td>700</td>
</tr>
<tr>
<td>21</td>
<td>45</td>
<td>152</td>
<td>700</td>
</tr>
<tr>
<td>22</td>
<td>-45</td>
<td>182</td>
<td>700</td>
</tr>
<tr>
<td>23</td>
<td>0</td>
<td>182</td>
<td>700</td>
</tr>
<tr>
<td>24</td>
<td>45</td>
<td>182</td>
<td>700</td>
</tr>
<tr>
<td>25</td>
<td>-45</td>
<td>117</td>
<td>700</td>
</tr>
<tr>
<td>26</td>
<td>0</td>
<td>117</td>
<td>700</td>
</tr>
<tr>
<td>27</td>
<td>45</td>
<td>117</td>
<td>700</td>
</tr>
</tbody>
</table>
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Fig. 4.18: Point-of-gaze estimation results under head movements for the system with 4 light sources with $l_{1,2,y} = 50$ mm and $\alpha_x = 150$ mm.

(+: actual point-of-gaze, ×: estimated point-of-gaze)
Table 4.35: Noise sensitivity – System with 4 light sources with $l_{1,2,Y} = 50$ mm and $a_X = 150$ mm – RMS Dispersion [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>3.14</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>2.97</td>
<td>3.01</td>
<td>2.89</td>
<td>2.89</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>2.75</td>
<td>2.78</td>
<td>2.70</td>
<td>2.70</td>
</tr>
</tbody>
</table>

Table 4.36: Noise sensitivity – System with 4 light sources with $l_{1,2,Y} = 50$ mm and $a_X = 150$ mm – RMS Dispersion [$^\circ$]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>0.26</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>0.25</td>
<td>0.25</td>
<td>0.24</td>
<td>0.24</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>0.23</td>
<td>0.23</td>
<td>0.22</td>
<td>0.22</td>
</tr>
</tbody>
</table>

Table 4.37: Effect of corneal asphericity – System with 4 light sources with $l_{1,2,Y} = 50$ mm and $a_X = 150$ mm – RMS Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>9.41</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>4.52</td>
<td>3.03</td>
<td>2.03</td>
<td>1.88</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>7.36</td>
<td>5.95</td>
<td>4.77</td>
<td>4.65</td>
</tr>
</tbody>
</table>

Table 4.38: Effect of corneal asphericity – System with 4 light sources with $l_{1,2,Y} = 50$ mm and $a_X = 150$ mm – RMS Bias [$^\circ$]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>0.81</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>0.38</td>
<td>0.26</td>
<td>0.17</td>
<td>0.16</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>0.62</td>
<td>0.50</td>
<td>0.40</td>
<td>0.39</td>
</tr>
</tbody>
</table>
Table 4.39: Total point-of-gaze estimation error – System with 4 light sources with $l_{1,2,Y} = 50$ mm and $o_X = 150$ mm – RMS Error [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>9.86</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>5.37</td>
<td>4.23</td>
<td>3.47</td>
<td>3.41</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>7.82</td>
<td>6.53</td>
<td>5.38</td>
<td>5.32</td>
</tr>
</tbody>
</table>

Table 4.40: Total point-of-gaze estimation error – System with 4 light sources with $l_{1,2,Y} = 50$ mm and $o_X = 150$ mm – RMS Error [°]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>0.84</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>0.45</td>
<td>0.35</td>
<td>0.29</td>
<td>0.28</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>0.66</td>
<td>0.55</td>
<td>0.45</td>
<td>0.44</td>
</tr>
</tbody>
</table>
Fig. 4.19: Point-of-gaze estimation bias under head movements for the system with 4 light sources with $l_{1,2,3} = 50$ mm and $\alpha_x = 150$ mm.
(+ : actual point-of-gaze, ○ : estimated point-of-gaze)
Chapter 5
Experimental Results

5.1 Introduction

This chapter presents proof-of-concept experimental results obtained with a prototype system that uses two cameras and four light sources to estimate the point-of-gaze on a computer screen. The performance of the prototype system was evaluated with adults and infants\textsuperscript{11}. The results obtained with the adults provide a measurement of the expected point-of-gaze estimation accuracy. The results obtained with the infants demonstrate the ability of the system to monitor infants’ point-of-gaze.

Section 5.2 describes the two setups of the prototype system that were tested. Section 5.3 describes briefly the system calibration procedure (measurement / estimation of system parameters). Section 5.4 presents the experimental results with adults and Section 5.5 presents the experimental results with infants. Section 5.6 summarizes the experimental results.

5.2 System setups

The prototype system uses two synchronized monochrome CCD cameras (Scorpion SCOR-14SOM, Point Grey Research, Richmond, BC, Canada) with 35 mm lenses (aperture set to \( f/5.6 \)) and four near-infrared light sources (each light source consists of 20 infrared LEDs with nominal wavelength of 850 nm) attached to a 19” LCD monitor (5:4 aspect ratio) by a custom aluminum frame. The prototype system can tolerate moderate head movements before the eye features are no longer in the field of view of the cameras or are out of focus.

\textsuperscript{11} With approval from the research ethics board from the Hospital for Sick Children (SickKids), Toronto, Ontario, Canada.
Two setups of the prototype system were tested. The system setup used for the initial proof-of-concept experiments, including the experiments with infants presented in Section 5.5, is described in Section 5.2.1 (the initial proof-of-concept experiments are presented in [86] and [87]; the experiments with infants are included in [87]). A new system setup that is based on the guidelines derived from the simulation study from Chapter 4 is described in Section 5.2.2 (the positions of the light sources, the nodal points of the cameras and the point of intersection of the optic axes of the cameras in the new system setup are within 1 cm of those of the system setup simulated in Section 4.7.2). This new system setup was used for all the experiments with adults described in Section 5.4.

5.2.1 Initial system setup

The initial system setup is shown in Fig. 5.1. In this setup, the nodal points of the cameras were approximately 20 cm apart and the cameras were oriented such that their optic axes intersected at a distance of approximately 65 cm from the screen (typical viewing distance). Both cameras were configured to operate in a standard imaging mode with a resolution of 1280 pixels by 960 pixels and a frame rate of 15 Hz. In these conditions, the range of lateral head movements was about 10 cm when the point-of-gaze was estimated for a specific eye, about 16 cm when the point-of-gaze was estimated for either eye and about 4 cm when the point-of-gaze was estimated for both eyes simultaneously (binocular mode). The range of vertical head movements was about 8 cm and the range of backwards/forward head movements was about 10 cm.

5.2.2 New system setup

The new system setup, which is based on the guidelines derived from the simulation study from Chapter 4, is shown in Fig. 5.2. In this setup, the nodal points of the cameras are approximately 30 cm apart and, similarly to the initial system setup, the cameras are oriented such that their optic axes intersect at a distance of approximately 65 cm from the screen. Both cameras are configured to operate in a custom imaging mode with a resolution of 1392 pixels by 900 pixels and a frame rate of 20 Hz (1392 pixels is the maximum horizontal resolution of the image sensor whereas 900 pixels is the maximum vertical resolution that allows the cameras to operate at a frame rate of 20 Hz –the maximum vertical resolution of the image sensor is 1040 pixels). In these conditions, the range of lateral head movements is about 1 cm larger while the range of vertical head movements is about 1 cm smaller than in the initial setup. The range of
backwards/forward head movements remains the same. Note that the light sources at the sides of the monitor are about 5 cm higher than in the initial setup.

5.3 System calibration

In order to be able to estimate the point-of-gaze, the positions of the light sources and the intrinsic and extrinsic camera parameters must be known accurately. The positions of the light sources, \( \mathbf{l} \), with respect to the WCS (Section 2.5.1), which is attached to the LCD monitor, are measured directly using rulers and calipers. The intrinsic camera parameters and the position and orientation of the cameras with respect to the WCS (extrinsic camera parameters) are determined through the camera calibration procedure outlined in the next paragraph.

Since the cameras that capture images of the eye(s) (eye cameras) are positioned under the screen (Fig. 5.1, Fig. 5.2), and therefore cannot observe the monitor, an auxiliary camera that views both the computer screen and the region of operation of the system (Fig. 5.3) is used together with a double-sided planar checkerboard pattern. The calibration is based on a camera calibration toolbox for MATLAB® [104] and the entire calibration procedure can be summarized as follows:
(1) Images of the calibration pattern, at several different orientations within the region of operation of the system, are captured simultaneously by the two eye cameras and the auxiliary camera. (2) By using the corners of the checkerboard pattern from all the different views, the intrinsic parameters of the three cameras, and the relative position and orientation of the two eye cameras with respect to the auxiliary camera are calculated. (3) A checkerboard pattern is then displayed on the screen, and the position and orientation of the auxiliary camera with respect to the WCS is calculated. (4) Using this information, the position and orientation of the eye cameras with respect to the WCS are determined.

Since all the system components are fixed with respect to each other, the system calibration procedure needs to be performed only once during system setup and is simpler than the one described in [80].

### 5.4 Experimental results with adults

The experiments with adults were carried out with three subjects without eyeglasses or contact lenses using the new system setup (Section 5.2.2) in binocular mode (both eyes were tracked simultaneously). The head of each subject was placed at 65 cm (nominal distance), 60 cm (minimum distance) and 70 cm (maximum distance) from the screen. For each head position,
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each subject completed a number of trials (2 for Subjects 1 and 2, and 7 for Subject 3). In each trial, the subject was asked to sequentially fixate 25 target points (arranged in a 5-by-5 rectangular grid) on the computer screen. For each target point, 50 estimates (2.5 seconds @ 20 estimates/second) of the image coordinates of the centers of the corneal reflections and the parameters of the ellipse (center, major and minor axes, orientation of the major axis) fitted to the pupil-iris boundary points extracted from each eye image were recorded. The point-of-gaze was then estimated with seven different point-of-gaze estimation methods (the methods from Table 4.30 except the … + PB methods). The subject-specific angular deviation of the visual axis from the optic axis, $\alpha_{\text{eye}}$ and $\beta_{\text{eye}}$, was determined when the head was at the nominal distance from the screen and the subject fixated the target point at the center of the screen.

For each of the trials, the mean point-of-gaze estimate was calculated for each target fixation point. It is assumed that, due to the averaging, the effect of noise in the image coordinates of the eye features on the mean point-of-gaze estimates is, in general, negligible and, therefore, the mean point-of-gaze estimates can be used to evaluate the point-of-gaze estimation bias. The RMS Bias (RMS distance between the mean point-of-gaze estimates and the corresponding target fixation points) for the left and right eyes corresponding to the seven point-of-gaze estimation methods tested is summarized, respectively, in Table 5.1 and Table 5.2 for Subject 1, Table 5.9 and Table 5.10 for Subject 2, and Table 5.17 and Table 5.18 for Subject 3. For Subject 1, the relative performance of the three different methods for the calculation of the 3-D coordinates of the center of curvature of the cornea is qualitatively similar to the simulation results from Section 4.7.2 (Table 4.37): the $CPIntTriang-4CR$ method exhibits the largest RMS Bias whereas the $CNoPlInt-3CR$ method exhibits the smallest RMS Bias. In contrast, for Subjects 2 and 3, the smallest bias corresponds to the $CNoPlInt-4CR$ method. The relative performance of the three different methods for the subsequent reconstruction of the optic axis of the eye in 3-D space is not very consistent with the simulation results from Section 4.7.2 as the method that exhibits the lowest RMS Bias varies from case to case. It should be noted, however, that the performance differences between the different methods for the subsequent reconstruction of the optic axis of the eye are, in general, not significant for the experimental results. Overall, the range of the RMS Bias exhibited by the seven different methods for the estimation of the point-of-gaze is smaller for the experiments (Table 5.1, Table 5.2, Table 5.9, Table 5.10, Table 5.17 and Table 5.18) than for the simulations (Table 4.37).
The differences between the experimental RMS Bias and the RMS Bias observed in the simulations can be explained by taking into account that (a) for at least two of the subjects (Subjects 1 and 3) the degree of corneal asphericity is lower (known from corneal topography results) than in the simulations, resulting in a smaller contribution of corneal asphericity to the total bias; (b) for all three subjects the pupil diameter was smaller (for Subjects 1 and 2, significantly smaller) than in the simulations, resulting in a smaller inherent bias of the … + \textit{PCTriang} and \ldots + \textit{PCTriangRefr} methods; (c) there are fixation inaccuracies that arise from the fact that the extent of the fovea is not infinitesimal (it corresponds to 0.6-1° of visual angle [27]) and from small eye movements that occur normally during fixation [112], [113] (these fixation inaccuracies, which were not taken into account in the simulations, are most critical during the single-point personal calibration procedure); and (d) there are occasional errors in the extracted image coordinates of the eye features that cannot be modeled as a zero-mean Gaussian process (these occasional errors from the image processing algorithms are, in fact, very difficult to model). The bias due to corneal asphericity and the inherent bias depend on the point-of-gaze estimation method used whereas the bias due to the fixation inaccuracies and the occasional non-zero-mean errors from the image processing algorithms do not. As the contribution of the method-dependent bias becomes smaller ((a) and (b)), the relative contribution of the method-independent bias ((c) and (d)) becomes more significant and the differences in the total bias exhibited by the different methods become less pronounced, to the extent that point-of-gaze estimation methods that exhibit the smallest bias in the simulations do not necessarily exhibit the smallest bias in the experimental results. Nevertheless, the RMS Bias is less than 7 mm (equivalent to about 0.6° of visual angle at a distance of 65 cm) for all three subjects and all seven point-of-gaze estimation methods tested.

The mean point-of-gaze estimates corresponding to Subject 1, obtained with three of the seven point-of-gaze estimation methods tested, are presented in Fig. 5.4 for the left and right eyes in separate plots and in Fig. 5.5 for both eyes in a single plot to show the consistency between the point-of-gaze estimates from both eyes. These figures illustrate how the point-of-gaze estimation bias is reduced from the \textit{CPlIntTriang-4CR} + \textit{PCTriang} method to the \textit{CNoPlInt-4CR} + \textit{PB-EF} method and from the \textit{CNoPlInt-4CR} + \textit{PB-EF} method to the \textit{CNoPlInt-3CR} + \textit{PB-EF} method, particularly for the top half of the screen (note that the bias reduction is more pronounced for the left eye). The reduction of the point-of-gaze estimation bias results in a better consistency
between the point-of-gaze estimates from the left eye and the point-of-gaze estimates from the right eye, as it can be seen in Fig. 5.5. The mean point-of-gaze estimates corresponding to Subjects 2 and 3 are presented, respectively, in Fig. 5.7 and Fig. 5.8, and Fig. 5.10 and Fig. 5.11 (recall that Subject 3 completed 7 trials for each of the 3 head positions, that is, 21 trials in total). Even though the differences in the bias exhibited by the three point-of-gaze estimation methods shown is less pronounced than for Subject 1, overall, the $C_{NoPlInt-... + PB-EF}$ methods exhibit smaller bias than the $C_{PlIntTriang-4CR} + PCTriang$ method, which in turn results in better consistency between the point-of-gaze estimates from the left and right eyes. Note that the scattering of the mean point-of-gaze estimates is due to fixation inaccuracies (see (c) in the previous paragraph) and errors from the image processing algorithms (see (d) in the previous paragraph).

The RMS Dispersion (RMS distance between the point-of-gaze estimates and the corresponding mean point-of-gaze estimates) for the left and right eyes corresponding to the seven point-of-gaze estimation methods tested is summarized, respectively, in Table 5.3 and Table 5.4 for Subject 1, Table 5.11 and Table 5.12 for Subject 2, and Table 5.19 and Table 5.20 for Subject 3. For both eyes of all three subjects the relative performance of the three different methods for the calculation of the 3-D coordinates of the center of curvature of the cornea is similar to the simulation results from Section 4.7.2 (Table 4.35): the $C_{PlIntTriang-4CR}$ method exhibits the largest dispersion whereas the $C_{NoPlInt-4CR}$ method exhibits the smallest dispersion. The three different methods for the subsequent reconstruction of the optic axis of the eye in 3-D space exhibit very similar performances. Overall, the experimental RMS Dispersion (Table 5.3, Table 5.4, Table 5.11, Table 5.12, Table 5.19, and Table 5.20) is close to RMS Dispersion observed in the simulations from Section 4.7.2 (Table 4.35).

The RMS Error (RMS distance between the point-of-gaze estimates and the corresponding target fixation points) in mm for the left and right eyes corresponding to the seven point-of-gaze estimation methods tested is summarized, respectively, in Table 5.5 and Table 5.6 for Subject 1, Table 5.13 and Table 5.14 for Subject 2, and Table 5.21 and Table 5.22 for Subject 3. The RMS Error in degrees of visual angle is summarized in Table 5.7 and Table 5.8 for Subject 1, Table 5.15 and Table 5.16 for Subject 2, and Table 5.23 and Table 5.24 for Subject 3. For Subject 1, the relative performance of the three different methods for the calculation of the 3-D coordinates of the center of curvature of the cornea is qualitatively similar to the simulation results from
Section 4.7.2 (Table 4.39 (mm) and Table 4.40 (degrees)) for the left eye: the $\text{CP} \text{IntTriang-4CR}$ method exhibits the largest RMS Error whereas the $\text{CNoPlInt-3CR}$ method exhibits the smallest RMS Error. For his right eye, however, the $\text{CNoPlInt-4CR} + \text{PCTriangRefr}$ and $\text{CNoPlInt-4CR} + \text{PB-EF}$ methods exhibit a slightly smaller RMS Error than the $\text{CNoPlInt-3CR} + \text{PCTriangRefr}$ and $\text{CNoPlInt-3CR} + \text{PB-EF}$ methods, opposite to the simulation results. A plausible explanation for this observation is that while the RMS Bias of the $\text{CNoPlInt-4CR} + \text{PCTriangRefr}$ and $\text{CNoPlInt-4CR} + \text{PB-EF}$ methods is only about 2-3 % larger than that of the $\text{CNoPlInt-3CR} + \text{PCTriangRefr}$ and $\text{CNoPlInt-3CR} + \text{PB-EF}$ methods, the RMS Dispersion of the $\text{CNoPlInt-4CR} + \text{PCTriangRefr}$ and $\text{CNoPlInt-4CR} + \text{PB-EF}$ methods is about 7 % smaller than that of the $\text{CNoPlInt-3CR} + \text{PCTriangRefr}$ and $\text{CNoPlInt-3CR} + \text{PB-EF}$ methods, suggesting that the reduction of the dispersion by the $\text{CNoPlInt-4CR} + \text{PCTriangRefr}$ and $\text{CNoPlInt-4CR} + \text{PB-EF}$ methods overpowers the reduction of the bias by the $\text{CNoPlInt-3CR} + \text{PCTriangRefr}$ and $\text{CNoPlInt-3CR} + \text{PB-EF}$ methods, thereby resulting in a lower RMS Error for the $\text{CNoPlInt-4CR} + \text{PCTriangRefr}$ and $\text{CNoPlInt-4CR} + \text{PB-EF}$ methods. Regarding the relative performance of the three different methods for the calculation of the 3-D coordinates of the center of curvature of the cornea for Subjects 2 and 3, the smallest RMS Error corresponds to the $\text{CNoPlInt-4CR}$ method for both eyes. This is an expected result since for these two subjects the $\text{CNoPlInt-4CR}$ method exhibits both the smallest RMS Bias and the smallest RMS Dispersion. The relative performance of the three different methods for the subsequent reconstruction of the optic axis of the eye in 3-D space is not very consistent with the simulation results from Section 4.7.2 as the method that exhibits the lowest RMS Error varies from case to case. It should be noted, however, that the performance differences between the different methods for the subsequent reconstruction of the optic axis of the eye are, in general, not significant for the experimental results. Overall, similarly to the RMS Bias, the range of the RMS Error exhibited by the seven different methods for the estimation of the point-of-gaze is smaller for the experiments (Table 5.5, Table 5.6, Table 5.13, Table 5.14, Table 5.21 and Table 5.22 (mm); Table 5.7, Table 5.8, Table 5.15, Table 5.16, Table 5.23 and Table 5.24 (degrees)) than for the simulations (Table 4.39 (mm) and Table 4.40 (degrees)). The reduced range of the experimental RMS Error is due to the behavior of the bias described earlier. Nevertheless, despite the small discrepancies between experimental and simulation results, the experimental results presented in this section are very satisfactory as they show that it is possible to obtain an RMS Error of $0.4-0.6^\circ$ of visual angle (Table 5.7, Table 5.8, Table 5.15, Table 5.16, Table 5.23 and Table 5.24). Such point-of-gaze estimation accuracy is
comparable to the best commercially available systems, which use personal calibration procedures that require the subject to sequentially fixate multiple target points.

All the point-of-gaze estimates obtained with the three selected point-of-gaze estimation methods (CPlIntTriang-4CR + PCTriang method, CNoPlInt-4CR + PB-EF method and CNoPlInt-3CR + PB-EF method) are presented in Fig. 5.6 for Subject 1, Fig. 5.9 for Subject 2 and Fig. 5.12 for Subject 3 (note that since Subject 3 completed 21 trials and, nominally, 50 point-of-gaze estimates were obtained for each target fixation point in each trial, there are nominally 1050 point-of-gaze estimates per target fixation point in Fig. 5.12). Although, in general, it is somewhat difficult to appreciate the differences in the dispersion of the point-of-gaze estimates exhibited by the different point-of-gaze estimation methods, it is fairly easy to see the differences in dispersion between Fig. 5.12(a) (CPlIntTriang-4CR + PCTriang method) and Fig. 5.12(b) (CNoPlInt-4CR + PB-EF method). The differences in the bias exhibited by the different methods can be also observed in Fig. 5.6, Fig. 5.9 and Fig. 5.12.
Table 5.1: Experimental point-of-gaze estimation error for Subject 1 – *Left eye* – *RMS Bias [mm]*

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>5.53</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>3.86</td>
<td>3.57</td>
<td>3.61</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>4.95</td>
<td>4.41</td>
<td>4.59</td>
</tr>
</tbody>
</table>

Table 5.2: Experimental point-of-gaze estimation error for Subject 1 – *Right eye* – *RMS Bias [mm]*

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>4.51</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>3.80</td>
<td>3.83</td>
<td>3.69</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>4.07</td>
<td>3.93</td>
<td>3.78</td>
</tr>
</tbody>
</table>

Table 5.3: Experimental point-of-gaze estimation error for Subject 1 – *Left eye* – *RMS Dispersion [mm]*

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>3.32</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>3.19</td>
<td>3.20</td>
<td>3.19</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>2.93</td>
<td>2.94</td>
<td>2.94</td>
</tr>
</tbody>
</table>

Table 5.4: Experimental point-of-gaze estimation error for Subject 1 – *Right eye* – *RMS Dispersion [mm]*

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>3.34</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>3.17</td>
<td>3.18</td>
<td>3.13</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>2.95</td>
<td>2.96</td>
<td>2.92</td>
</tr>
</tbody>
</table>
Table 5.5: Experimental point-of-gaze estimation error for Subject 1 – *Left eye – RMS Error* [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>6.45</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>5.01</td>
<td>4.80</td>
<td>4.82</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>5.75</td>
<td>5.30</td>
<td>5.44</td>
</tr>
</tbody>
</table>

Table 5.6: Experimental point-of-gaze estimation error for Subject 1 – *Right eye – RMS Error* [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>5.60</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>4.95</td>
<td>4.99</td>
<td>4.84</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>5.02</td>
<td>4.92</td>
<td>4.78</td>
</tr>
</tbody>
</table>

Table 5.7: Experimental point-of-gaze estimation error for Subject 1 – *Left eye – RMS Error* [°]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>0.54</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>0.41</td>
<td>0.39</td>
<td>0.40</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>0.48</td>
<td>0.44</td>
<td>0.45</td>
</tr>
</tbody>
</table>

Table 5.8: Experimental point-of-gaze estimation error for Subject 1 – *Right eye – RMS Error* [°]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>0.46</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>0.41</td>
<td>0.41</td>
<td>0.40</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>0.41</td>
<td>0.40</td>
<td>0.39</td>
</tr>
</tbody>
</table>
Fig. 5.4: Experimental mean point-of-gaze estimates for Subject 1.  
(+ : target fixation point, ○ : estimated point-of-gaze)
Fig. 5.5: Experimental mean point-of-gaze estimates for Subject 1. 
(+ : target fixation point, ◄ : estimated point-of-gaze for the left eye, ◄ : estimated point-of-gaze for the right eye)
Fig. 5.6: Experimental point-of-gaze estimates for Subject 1.
(+ : target fixation point, × : estimated point-of-gaze)
Table 5.9: Experimental point-of-gaze estimation error for Subject 2 – *Left eye – RMS Bias [mm]*

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>6.71</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>6.68</td>
<td>6.70</td>
<td>6.72</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>6.41</td>
<td>6.30</td>
<td>6.33</td>
</tr>
</tbody>
</table>

Table 5.10: Experimental point-of-gaze estimation error for Subject 2 – *Right eye – RMS Bias [mm]*

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>5.77</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>5.84</td>
<td>6.05</td>
<td>5.90</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>5.40</td>
<td>5.35</td>
<td>5.36</td>
</tr>
</tbody>
</table>

Table 5.11: Experimental point-of-gaze estimation error for Subject 2 – *Left eye – RMS Dispersion [mm]*

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>2.84</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>2.71</td>
<td>2.72</td>
<td>2.67</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>2.50</td>
<td>2.51</td>
<td>2.47</td>
</tr>
</tbody>
</table>

Table 5.12: Experimental point-of-gaze estimation error for Subject 2 – *Right eye – RMS Dispersion [mm]*

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>3.18</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>3.02</td>
<td>3.04</td>
<td>2.99</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>2.78</td>
<td>2.80</td>
<td>2.76</td>
</tr>
</tbody>
</table>
Table 5.13: Experimental point-of-gaze estimation error for Subject 2 – Left eye – RMS Error [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>7.28</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>7.23</td>
<td>7.25</td>
<td>7.26</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>6.88</td>
<td>6.79</td>
<td>6.81</td>
</tr>
</tbody>
</table>

Table 5.14: Experimental point-of-gaze estimation error for Subject 2 – Right eye – RMS Error [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>6.58</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>6.58</td>
<td>6.77</td>
<td>6.62</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>6.08</td>
<td>6.05</td>
<td>6.03</td>
</tr>
</tbody>
</table>

Table 5.15: Experimental point-of-gaze estimation error for Subject 2 – Left eye – RMS Error [°]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>0.59</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>0.58</td>
<td>0.58</td>
<td>0.58</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>0.56</td>
<td>0.55</td>
<td>0.55</td>
</tr>
</tbody>
</table>

Table 5.16: Experimental point-of-gaze estimation error for Subject 2 – Right eye – RMS Error [°]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>0.54</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>0.54</td>
<td>0.56</td>
<td>0.55</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
</tr>
</tbody>
</table>
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Fig. 5.7: Experimental mean point-of-gaze estimates for Subject 2.

(+ : target fixation point, ○ : estimated point-of-gaze)
Chapter 5 - Experimental Results

Fig. 5.8: Experimental mean point-of-gaze estimates for Subject 2.
(+ : target fixation point, ◄ : estimated point-of-gaze for the left eye, ► : estimated point-of-gaze for the right eye)
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(a) $CPI\text{IntTriang}-4CR + PCTriang$

(b) $CNoPI\text{Int}-4CR + PB-EF$

(c) $CNoPI\text{Int}-3CR + PB-EF$

Fig. 5.9: Experimental point-of-gaze estimates for Subject 2.
(+ : target fixation point, × : estimated point-of-gaze)
### Table 5.17: Experimental point-of-gaze estimation error for Subject 3 – Left eye – RMS Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>6.46</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>6.32</td>
<td>6.14</td>
<td>6.09</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>5.86</td>
<td>5.63</td>
<td>5.60</td>
</tr>
</tbody>
</table>

### Table 5.18: Experimental point-of-gaze estimation error for Subject 3 – Right eye – RMS Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>5.63</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>5.29</td>
<td>5.10</td>
<td>5.14</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>4.80</td>
<td>4.70</td>
<td>4.94</td>
</tr>
</tbody>
</table>

### Table 5.19: Experimental point-of-gaze estimation error for Subject 3 – Left eye – RMS Dispersion [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>3.34</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>3.07</td>
<td>3.08</td>
<td>3.02</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>2.86</td>
<td>2.87</td>
<td>2.83</td>
</tr>
</tbody>
</table>

### Table 5.20: Experimental point-of-gaze estimation error for Subject 3 – Right eye – RMS Dispersion [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>3.30</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>3.11</td>
<td>3.12</td>
<td>3.07</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>2.86</td>
<td>2.87</td>
<td>2.83</td>
</tr>
</tbody>
</table>
Table 5.21: Experimental point-of-gaze estimation error for Subject 3 – *Left eye – RMS Error* [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIIntTriang-4CR</td>
<td>7.27</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>7.02</td>
<td>6.86</td>
<td>6.79</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>6.51</td>
<td>6.30</td>
<td>6.26</td>
</tr>
</tbody>
</table>

Table 5.22: Experimental point-of-gaze estimation error for Subject 3 – *Right eye – RMS Error* [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIIntTriang-4CR</td>
<td>6.52</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>6.14</td>
<td>5.98</td>
<td>5.99</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>5.59</td>
<td>5.51</td>
<td>5.69</td>
</tr>
</tbody>
</table>

Table 5.23: Experimental point-of-gaze estimation error for Subject 3 – *Left eye – RMS Error* [°]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIIntTriang-4CR</td>
<td>0.60</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>0.58</td>
<td>0.57</td>
<td>0.56</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>0.54</td>
<td>0.52</td>
<td>0.52</td>
</tr>
</tbody>
</table>

Table 5.24: Experimental point-of-gaze estimation error for Subject 3 – *Right eye – RMS Error* [°]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIIntTriang-4CR</td>
<td>0.54</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>0.50</td>
<td>0.49</td>
<td>0.49</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>0.46</td>
<td>0.45</td>
<td>0.47</td>
</tr>
</tbody>
</table>
Fig. 5.10: Experimental mean point-of-gaze estimates for Subject 3.
(+ : target fixation point, ○ : estimated point-of-gaze)
Fig. 5.11: Experimental mean point-of-gaze estimates for Subject 3. 
(+ : target fixation point, ◄ : estimated point-of-gaze for the left eye, ▶ : estimated point-of-gaze for the right eye)
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(a) CPIIntTriang-4CR + PCTriang

(b) CNoPlInt-4CR + PB-EF

(c) CNoPlInt-3CR + PB-EF

Fig. 5.12: Experimental point-of-gaze estimates for Subject 3.
(+ : target fixation point, × : estimated point-of-gaze)
5.5 Experimental results with infants

The goal of the experiments with infants was to demonstrate the ability to detect whether infants fixate a visual stimulus and record the eye movements elicited by a moving grating (optokinetic nystagmus) using the proposed point-of-gaze estimation system. In these experiments, which were carried out with the initial system setup (Section 5.2.1), the infants sat on their parent’s lap with their face at about 65 cm from the screen and the point-of-gaze was estimated for both eyes simultaneously (with the CPIIntTriang-4CR + PCTriang method). In order to calibrate for the subject-specific angular deviation of the visual axis from the optic axis, $\alpha_{\text{eye}}$ and $\beta_{\text{eye}}$, a prominent looming stimulus was presented at the center of the screen for about 3 seconds. A 500 ms tone was produced at the onset of the stimulus. After the calibration procedure, two different experiments were carried out.

In the first experiment (fixation experiment), the same looming stimulus was presented sequentially at the center of the screen and at several pre-selected random positions on the screen. The looming stimulus was presented at each position for 3 seconds and a 500 ms tone was produced at the onset of the stimulus at each new position. The recordings of the $X$ and $Y$-coordinates (with respect to the WCS) of the stimulus position and the point-of-gaze estimates as a function of time, corresponding to one of the infants, are shown in Fig. 5.13. Fig. 5.13 demonstrates that it is relatively easy to determine from the recordings that the visual stimulus was seen by the infant at all seven positions.

![Graph showing the recording of the stimulus position and the estimates of the infant's point-of-gaze.](image)

Fig. 5.13: Recording of the stimulus position (solid line) and the estimates of the infant’s point-of-gaze (dotted line: right eye, dashed line: left eye) as a function of time for the fixation experiment. The gap in the traces corresponds to a period without recording when the infant turned the head away.
In the second experiment (optokinetic nystagmus experiment), a full-screen black and white vertical grating (square wave, 50% duty cycle, full contrast) with a spatial frequency of 0.8 cycles/cm (equivalent to about 0.7 cycles/degree) was moving from left to right at a speed of 25 mm/second (equivalent to about 2.2 degrees/second). A recording of the horizontal eye movements elicited by this stimulus is shown in Fig. 5.14. This recording exhibits four clear segments of the slow phase (slow smooth eye movements that track the motion of the grating) of the optokinetic nystagmus. One fast phase (corrective saccade in the opposite direction of the motion) is also indicated in this figure. The infant’s eye movements demonstrate that she followed the moving grating pattern. Note that since this experiment consisted of measuring eye movements rather than the absolute coordinates of the point-of-gaze, it would have been enough to measure the movements of the optic axis of the eye. Since the system can reconstruct the optic axis of the eye in 3-D space without personal calibration, the personal calibration was therefore not essential for this experiment.

The results shown in Fig. 5.13 and Fig. 5.14 demonstrate that by monitoring the point-of-gaze it is relatively easy to determine if and when infants see the visual stimuli.

Fig. 5.14: Optokinetic nystagmus in a 7-month old infant. The horizontal component of the infant’s point-of-gaze estimates is shown (dotted line: right eye, dashed line: left eye). The slow phase eye movements track the motion of the grating and the fast phase eye movements correspond to corrective saccades in the opposite direction.
5.6 Summary of experimental results

The experimental results with adults show that using the proposed methodologies it is possible to estimate the point-of-gaze with an accuracy of 0.4-0.6° of visual angle after completing a single-point personal calibration procedure. Such point-of-gaze estimation accuracy is comparable to the best commercially available systems, which require multiple-point personal calibration procedures. Furthermore, to the best of my knowledge, the point-of-gaze estimation accuracy obtained with this prototype system is significantly better than that of any other working systems described in the literature that use a single-point personal calibration procedure (e.g., [80], [94]).

The experimental results with infants demonstrate the ability of a system that requires a single-point personal calibration procedure to estimate infants’ point-of-gaze. The ability to monitor infants’ visual scanning behavior can enable many applications that currently rely on subjective measurements performed by trained human observers and are very difficult or impossible to carry out with systems that require multiple-point personal calibration procedures. Some examples of applications with infants are the study of the development and the objective assessment of functions of the visual and oculomotor systems of preverbal infants, the objective determination of attention allocation, and the study of cognitive development.
Chapter 6
Summary of Contributions and Future Work

6.1 Summary of contributions

All the goals set for this thesis (Section 1.2) were attained and the ability to estimate the point-of-gaze using the methodologies developed in this thesis was successfully demonstrated with both adults and infants using a prototype system. The following paragraphs summarize the contributions of this thesis.

A detailed mathematical model for video-based gaze estimation systems that use the pupil and one or more corneal reflections extracted from images captured by one or more video cameras was presented. The corneal reflections (first Purkinje images, glints) are virtual images of light sources (usually infrared) that illuminate the eye. These virtual images are created by reflection on the front surface of the cornea, which acts as a convex mirror. Given the geometrical setup of a gaze estimation system (position of light sources, camera parameters), the mathematical model relates the position and orientation of the eye (or the position of the eye and the point-of-gaze) in 3-D space with the images of the pupil and corneal reflections captured by the camera(s).

The mathematical model is used not only to estimate gaze in 3-D space but also as the basis of a simulation framework to generate synthetic eye feature data. The generation of synthetic eye feature data consists of determining the pupil boundary, the pupil center and the centers of the corneal reflections (eye features) in the images captured by the camera(s), given a set of eye parameters, the system parameters (position of the light sources, camera parameters) and the 3-D positions of the center of the eyeball and the point-of-gaze. The simulation framework is an invaluable tool that supports studies of the sensitivity of the estimation of the point-of-gaze to several different types of error such as errors in the estimation of the coordinates of the eye features in each image of the eye, the deviation of the actual corneal shape from the ideal spherical shape assumed for the estimation of the point-of-gaze (corneal asphericity), and errors in the system parameters. In order to study the effect of corneal asphericity, an ellipsoidal corneal
model was developed in detail.

The point-of-gaze estimation problem using a spherical corneal model was analyzed in great detail for the full range of possible system configurations, from the simplest, that includes one camera and one light source, to the most complex, that include multiple cameras and multiple light sources. This analysis, which is probably the most complete analysis of the problem of estimating the point-of-gaze from the pupil and corneal reflections available to date, provides fundamental insight into the limitations and potential of each system configuration, including the personal calibration requirements. An earlier version of this analysis was published in June 2006 in [84], which as of August 2009 has been cited at least 30 times. Of the publications referenced in this thesis, [84] is cited in [29], [30], [61], [62], [67], [73], [83], [85]-[87], [90]-[95], [114], [115].

The analysis of the full range of system configurations shows that one camera and two light sources is the simplest system configuration that can be used to estimate the point-of-gaze in 3-D space in the presence of head movements, using only the pupil and the corneal reflections extracted from the eye images, after each subject completes a one-time personal calibration procedure in which (s)he is required to fixate at least two known target calibration points. By using two cameras and two or more light sources it is possible to reconstruct the optic axis of the eye in 3-D space, and therefore measure eye movements, without the need for personal calibration. The visual axis and the point-of-gaze in 3-D space can be estimated after completing a one-time personal calibration procedure in which the subject is required to fixate only one known target calibration point. The purpose of this single-point personal calibration procedure is to determine the angular deviation between the visual axis and the optic axis of the eye.

Because of its theoretical and practical interest, attention was focused on the point-of-gaze estimation problem using a spherical corneal model with two cameras and two or more light sources. Given the geometrical conditions set by the laws of reflection and refraction, there is more than one way to express them analytically, some of which involve certain approximations. Furthermore, for a given system of nonlinear equations there is often more than one way of solving them. Most importantly, each way of expressing the geometrical conditions analytically and each way of solving the corresponding equations can exhibit a significantly different behavior in non-ideal conditions (e.g., noise in the image coordinates of the eye features, corneal
asphericity, errors in system parameters). Consequently, a detailed simulation study of different methods to estimate the point-of-gaze using two cameras and two or more light sources was carried out. The sensitivity of the point-of-gaze estimates to the above sources of errors was evaluated for the different methods as a function of the relative positions of the cameras and light sources (system setup). The understanding of the sensitivities of the different methods and the role of the system setup is essential for a successful system implementation. No other study of this nature and magnitude is currently available in the literature.

A series of preliminary proof-of-concept experiments were carried out with adults and infants using a prototype system with two cameras and four light sources. The prototype system tolerates moderate head movements, which are only limited by the field of view and depth of field of the cameras used. One of the setups of the prototype system is based directly on the guidelines from the simulation study mentioned in the preceding paragraph.

The experimental results with adults show that using the proposed methodologies it is possible to estimate the point-of-gaze with an accuracy of 0.4-0.6° of visual angle after completing a single-point personal calibration procedure. Such point-of-gaze estimation accuracy is comparable to the best commercially available systems, which require multiple-point personal calibration procedures. Furthermore, to the best of my knowledge, the point-of-gaze estimation accuracy obtained with the prototype system is significantly better than that of any other working systems described in the literature that use a single-point personal calibration procedure.

The experimental results with infants demonstrate the ability of a system that requires a single-point personal calibration procedure to estimate infants’ point-of-gaze. The ability to monitor infants’ visual scanning behavior can enable many applications that currently rely on subjective measurements performed by trained human observers and are very difficult or impossible to carry out with systems that require multiple-point personal calibration procedures. Some examples of applications with infants are the study of the development and the objective assessment of functions of the visual and oculomotor systems of preverbal infants, the objective determination of attention allocation, and the study of cognitive development.
6.2 Future work

Future work directions can be divided into those related to the gaze estimation methodologies and those related to their applications.

6.2.1 Point-of-gaze estimation methodologies

The number of applications enabled by the system developed in this thesis can be expanded by using higher resolution cameras to increase the range of allowed head movements while maintaining the system accuracy, and incorporating video-based head tracking algorithms. In this way, the system would be able to determine the position and orientation of the eyes and the point-of-gaze in 3-D space, the position and orientation of the head in 3-D space (head pose), and the orientation of the eyes with respect to the head (of interest in applications in ophthalmology and neurology), while requiring a very simple personal calibration procedure.

In order to overcome the problem of corneal asphericity, it may be worth exploring the use of non-spherical (e.g., ellipsoidal, ellipsotoric, polynomial) corneal models\(^\text{12}\) for the estimation of the point-of-gaze. Since non-spherical corneal models have more subject-specific parameters than a spherical model, a more elaborate personal calibration procedure will be required. In general terms, the larger number of subject-specific parameters could be estimated by having the subject fixate a large number of target calibration points. However, this goes against the requirement of minimal subject cooperation. Using a system with multiple cameras and multiple light sources it could be possible to develop a personal calibration procedure that is consistent with the minimal subject cooperation requirement. This personal calibration procedure would consist of two stages. In the first stage, which would be used to estimate the corneal model parameters, the subject would be required just to look around without necessarily knowing where (s)he is looking at (e.g., while watching a video-clip). In the second stage, the subject would be required to fixate a single target point to determine the angular deviation between the visual axis and the optic axis of the eye, similarly to the system developed in this thesis.

\(^\text{12}\) The use of an ellipsoidal corneal model for the estimation of the point-of-gaze was considered in [79]. However, that work presents experimental results obtained with only one subject and the point-of-gaze estimation accuracy reported is 0.6°, which is similar to the accuracy obtained with the prototype system presented in this thesis.
A possible way to completely avoid the problem of corneal asphericity, and even eliminate the need for active illumination, is to reconstruct the optic axis of the eye using the image of the iris-sclera boundary (limbus) extracted from multiple cameras by extending some of the concepts presented in this thesis. This approach can also allow for the reconstruction of the optic axis of the eye in 3-D space without knowing any subject-specific eye parameter. Of course, in order to reconstruct the visual axis and estimate the point-of-gaze in 3-D space, a personal calibration procedure in which the subject has to fixate at least one target point is required. A limitation of this approach is that often the top and bottom of the iris are covered by the eyelids, resulting in reduced system robustness, mainly increased sensitivity to noise in the reconstruction of the optic axis of the eye. As higher resolution cameras become available, the sensitivity to noise will be reduced and this approach may become a widely used practical solution.

Recent work done by our research group suggests that it may be possible to replace the single-point personal calibration procedure that determines the angular deviation between the visual axis and the optic axis of the eye by an automatic calibration procedure in which the subject does not have to fixate a specific point but rather looks naturally at a computer display while, for example, a video clip is played [114], [115]. From the point of view of the subject it would be as if no personal calibration procedure were performed. This calibration procedure requires the simultaneous tracking of both eyes and relies on the fact that, for persons with a normal visual system, the visual axes of both eyes intersect at the point-of-gaze on the plane of the display. After completing the calibration procedure and determining the angular deviation between the visual axis and the optic axis for both eyes, the system would be able to estimate the point-of-gaze even when only one eye is tracked. The results of the work completed so far indicate that if the accuracy of the reconstruction of the optic axis of the eye in 3-D space is improved, the proposed automatic personal calibration procedure can become a practical solution that will represent a significant advancement of the field.

6.2.2 Applications

Gaze estimation systems based on the methodologies presented in this thesis can enable a large number of applications that were very difficult or impossible to carry out with previously existing technologies. Important application areas are pediatric ophthalmology (e.g., the study of the development and the assessment of functions of the visual and oculomotor systems of preverbal infants) and pediatric cognitive sciences (e.g., the determination of attention allocation,
the study of cognitive development). Work with infants, especially during the first months of life, has been limited mainly to procedures involving trained human observers, due to the lack of instruments that could measure eye movements and determine visual scanning patterns non-invasively, objectively and accurately with minimal subject cooperation. The methodologies presented in this thesis are a significant step towards changing this situation. For example, they can be used for a novel, non-contact, automated system for the objective assessment of visual function (visual acuity, contrast sensitivity, color sensitivity) of preverbal infants by analyzing the differences in visual scanning behavior between visual stimuli above and below the visual acuity / contrast sensitivity threshold, or between stimuli of different colors. The methodologies developed in this thesis can also be used for the accurate measurement of eye misalignment in cases of strabismus. This not only is important for the prescription of corrective eyeglasses (prisms) and for corrective surgery but can also have a significant role in the understanding of the causes of strabismus by monitoring the development of the oculomotor system of a large number of infants. These applications can have a significant impact on clinical research and practice in pediatric ophthalmology.
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Appendix A
Relation Between the ECS and the WCS

The relation between the Eye Coordinate System (ECS) and the World Coordinate System (WCS) can be described by the following sequence of elementary transformations:

1) Translate the WCS $XYZ$ to obtain a new coordinate system $X'Y'Z'$ whose origin is located at the center of the eyeball, $d$:

$$
\begin{bmatrix}
X \\
Y \\
Z
\end{bmatrix}_{WCS} = 
\begin{bmatrix}
X' \\
Y' \\
Z'
\end{bmatrix} + d.
$$ (A.1)

2) Rotate the $X'Y'Z'$ coordinate system 180º about the $Y'$-axis to obtain a new coordinate system $X''Y''Z''$ whose $Z''$-axis points towards the $XY$-plane of the WCS (typically, the scene plane):

$$
\begin{bmatrix}
X'' \\
Y'' \\
Z''
\end{bmatrix} = 
\begin{bmatrix}
-1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & -1
\end{bmatrix}
\begin{bmatrix}
X' \\
Y' \\
Z'
\end{bmatrix}
$$ (A.2)

3) Rotate the $X''Y''Z''$ coordinate system about the $Y''$-axis by the pan angle $\theta_{\text{eye}}$ as shown in Fig. A.1 ($\theta_{\text{eye}} > 0$ for rotations to the right of the subject) to obtain a new coordinate system $X'''Y'''Z'''$:

$$
\begin{bmatrix}
X''' \\
Y''' \\
Z'''
\end{bmatrix} = 
\begin{bmatrix}
\cos \theta_{\text{eye}} & 0 & -\sin \theta_{\text{eye}} \\
0 & 1 & 0 \\
\sin \theta_{\text{eye}} & 0 & \cos \theta_{\text{eye}}
\end{bmatrix}
\begin{bmatrix}
X'' \\
Y'' \\
Z''
\end{bmatrix}
$$ (A.3)

Note that after this transformation, the $X'''Z'''$-plane remains horizontal / the $Y'''$-axis remains vertical.
4) Rotate the $X'''Y'''Z'''$ coordinate system about the $X'''$-axis by the tilt angle $\phi_{\text{eye}}$ as shown in Fig. A.2 ($\phi_{\text{eye}} > 0$ for upward rotations) to obtain a new coordinate system $X^{IV}Y^{IV}Z^{IV}$ whose $Z^{IV}$-axis is coincident with the optic axis of the eye:

$$
\begin{bmatrix}
X^{IV} \\
Y^{IV} \\
Z^{IV}
\end{bmatrix}
= 
\begin{bmatrix}
1 & 0 & 0 \\
\cos \phi_{\text{eye}} & \sin \phi_{\text{eye}} & 0 \\
-\sin \phi_{\text{eye}} & \cos \phi_{\text{eye}} & 0
\end{bmatrix}
\begin{bmatrix}
X''' \\
Y''' \\
Z'''
\end{bmatrix}
\cdot R_{\phi,\text{eye}}.
$$

(A.4)

Note that after this transformation, the $Y^{IV}Z^{IV}$-plane remains vertical / the $X^{IV}$-axis remains horizontal.

5) Rotate the $X^{IV}Y^{IV}Z^{IV}$ coordinate system about the $Z^{IV}$-axis by the torsion angle $\kappa_{\text{eye}}$ as shown in Fig. A.3 ($\kappa_{\text{eye}} > 0$ for counterclockwise rotations) to finally obtain the ECS $x_{\text{eye}}y_{\text{eye}}z_{\text{eye}}$:

$$
\begin{bmatrix}
X^{IV} \\
Y^{IV} \\
Z^{IV}
\end{bmatrix}
= 
\begin{bmatrix}
\cos \kappa_{\text{eye}} & -\sin \kappa_{\text{eye}} & 0 \\
\sin \kappa_{\text{eye}} & \cos \kappa_{\text{eye}} & 0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
x_{\text{eye}} \\
y_{\text{eye}} \\
z_{\text{eye}}
\end{bmatrix}
\cdot R_{\kappa,\text{eye}}.
$$

(ECS)

(A.5)

Combining (A.1)-(A.5), (2.24) is obtained with

$$
R_{\text{eye}} \equiv R_{\text{eye}} (\theta_{\text{eye}}, \phi_{\text{eye}}, \kappa_{\text{eye}}) = R_{\text{flip,eye}} R_{\theta,\text{eye}} R_{\phi,\text{eye}} R_{\kappa,\text{eye}}
$$

(A.6)
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Fig. A.1: Rotation of the $X''Y''Z''$ coordinate system about the $Y''$-axis by the pan angle $\theta_{\text{eye}}$.

Fig. A.2: Rotation of the $X'''Y'''Z'''$ coordinate system about the $X'''$-axis by the tilt angle $\varphi_{\text{eye}}$.
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A.1 Notes on the torsion of the eye

The torsion angle $\kappa_{\text{eye}}$ is the angle between the $y_{\text{eye}}z_{\text{eye}}$-plane of the ECS and the vertical plane that contains the optic axis of the eye. With the definition of the ECS given in Section 2.2.1, when the eye is in the primary position the $y_{\text{eye}}z_{\text{eye}}$-plane of the ECS is vertical and therefore $\kappa_{\text{eye}} = 0$.

The torsion of the eye depends on the position and orientation of the head (especially the orientation of the head with respect to gravity), the point-of-gaze and whether vision is monocular or binocular. The torsion of the eye is also affected by disorders of the visual and oculomotor systems.

Under a certain set of conditions (the head is erect and stationary, the point-of-gaze is stationary, monocular viewing conditions with the gaze at infinity), the torsion of the eye follows approximately Listing’s and Donders’ laws [96], [116], [117]. Before stating these laws, some definitions are necessary. The fixation line (a.k.a. line of fixation or fixation axis) is defined as the line connecting the center of rotation of the eye and the fixation point (point-of-gaze). For most practical situations, the fixation line is very close to the visual axis defined in Section 2.2 (they are strictly parallel and about 0.4-0.8 mm apart when the gaze is at infinity). The base line is the line connecting the centers of rotation of both eyes. The primary position can be defined as
the position of the eyes in the skull when the head is in a natural erect position and the fixation line is horizontal and perpendicular to the base line (another definition is provided later).

Listing’s law states that each movement of the eyes from the primary position to any other position is described by a single rotation about an axis that is perpendicular to the plane that contains the initial and final positions of the fixation line. Since all possible axes of rotation are perpendicular to the fixation line in the primary position, they are all contained in a vertical plane called the equatorial plane or Listing’s plane. In this context, any position of the eye can be fully described by specifying the orientation of the axis of rotation in Listing’s plane and the magnitude of the rotation from the primary position. Therefore, two degrees of freedom suffice to describe any eye position completely.

A consequence of Listing’s law is that, except for purely horizontal or purely vertical movements, the meridian of the eye that is vertical in the primary position is systematically tilted with respect to the objective vertical (gravity) in any other position (tertiary position). Based on this, the primary position can be defined as the position from which purely horizontal movements or purely vertical movements are not associated with any tilt of the vertical meridian of the eye with respect to the objective vertical [96], [97].

Donders’ law states that the angle of the tilt of the vertical meridian of the eye with respect to the objective vertical at any given eye position is always the same regardless of the way the eyes reach that position. This implies that the torsion of the eye in any position is the same as would be observed if the eye moved to it from the primary position by rotation about a single axis in Listing’s plane (analytical expressions of Listing’s law are provided in Section A.1.1 and a quantification of the torsion predicted by Listing’s law is provided in Section A.1.2).

It is important to note that in several recent publications [90]-[94], Listing’s and Donders’ laws are used as an integral part of gaze estimation methodologies as if they were always valid. However, this is not the case in general since, as mentioned previously, in the best case, Listing’s and Donders’ laws are only approximate. Listing’s law does not apply when the head is not erect, when the head is non-stationary [96] or in binocular conditions, especially when viewing a relatively close object (convergence of the fixation lines, vergence eye movements) [96], [116]. In addition, Listing’s and Donders’ laws do not hold during smooth pursuit (eye movements that follow a moving target) [118].
Even under monocular viewing conditions when the head is erect and stationary and the point-of-gaze is also stationary, Listing’s law is only approximate: physiological eye movements show considerable stochastic as well as systematical deviations from this law [117]. Some of the observations from [117] are: (a) even when the eye is in the primary position there can be considerable fluctuations of torsion; (b) there is asymmetry between the torsion in the nasal quadrants and the torsion in the temporal quadrants; (c) there are variations in torsion between the left and right eyes of any subject, and among subjects.

The preceding discussion suggests that the torsion of the eye should be measured independently, for example, by tracking the iris pattern and/or scleral blood vessels. The independent measurement of torsion, however, is beyond the scope of this thesis.

Despite the obvious limitations of Listing’s law, analytical expressions are provided in the next section for the sake of completeness. A quantification of the torsion predicted by Listing’s law is provided in Section A.1.2.

**A.1.1 Analytical expressions of Listing’s law**

In order to provide analytical expressions of Listing’s law, let the orientation of the fixation line with respect to the WCS be described by the pan angle, $\theta_{f.l.}$, and the tilt angle, $\varphi_{f.l.}$, in the same way that the orientation of the optic axis of the eye with respect to the WCS is described by the pan angle, $\theta_{\text{eye}}$, and the tilt angle, $\varphi_{\text{eye}}$, defined above. Then, the unit vector in the direction of the fixation line with respect to the WCS is given by

$$\Phi \equiv \Phi(\theta_{f.l.}, \varphi_{f.l.}) = \begin{bmatrix} \sin \theta_{f.l.} \cos \varphi_{f.l.} \\ \sin \varphi_{f.l.} \\ -\cos \theta_{f.l.} \cos \varphi_{f.l.} \end{bmatrix}, \quad (A.7)$$

which has the same form as the unit vector in the direction of the optic axis of the eye with respect to the WCS given by (2.26).

Next, assume that the line connecting the centers of rotation of the eyes (base line) is parallel to the $X$-axis of the WCS (e.g., the WCS is attached to a screen as described in Section 2.5.1 and the subject’s head is in erect position with the plane of the face parallel to the screen) so that in the primary position the fixation line is parallel to the $Z$-axis of the WCS and therefore $\theta_{f.l.} = \varphi_{f.l.}$.
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\( \Phi = \Phi(0,0) = [0 0 -1]^T \). Then, the rotation from the primary position (\( \Phi(0,0) \)) to any other position (\( \Phi(\theta_{\text{f.l}}, \varphi_{\text{f.l}}) \)) as prescribed by Listing’s law is described by the rotation vector \( \Gamma = \varepsilon \lambda \), where

\[
\lambda = \frac{\Phi(0,0) \times \Phi(\theta_{\text{f.l}}, \varphi_{\text{f.l}})}{\| \Phi(0,0) \times \Phi(\theta_{\text{f.l}}, \varphi_{\text{f.l}}) \|} = \frac{[0 0 -1]^T \times \Phi(\theta_{\text{f.l}}, \varphi_{\text{f.l}})}{\| [0 0 -1]^T \times \Phi(\theta_{\text{f.l}}, \varphi_{\text{f.l}}) \|} \tag{A.8}
\]

is the unit vector in the direction of the axis of rotation according to the right-hand rule and

\[
\varepsilon = \arccos(\cos \theta_{\text{f.l}} \cos \varphi_{\text{f.l}}) \tag{A.9}
\]

is the magnitude of the rotation relative to the primary position (eccentricity angle).

It can then be shown using Rodrigues’ rotation formula \[119\] that the corresponding rotation matrix is given by

\[
R_{\text{Listing}}(\theta_{\text{f.l}}, \varphi_{\text{f.l}}) = \begin{bmatrix}
1 + \frac{\sin^2 \theta_{\text{f.l}} \cos^2 \varphi_{\text{f.l}}}{1 + \cos \theta_{\text{f.l}} \cos \varphi_{\text{f.l}}} & -\sin \varphi_{\text{f.l}} \sin \theta_{\text{f.l}} \cos \varphi_{\text{f.l}} & -\sin \theta_{\text{f.l}} \cos \varphi_{\text{f.l}} \\
-\sin \varphi_{\text{f.l}} \sin \theta_{\text{f.l}} \cos \varphi_{\text{f.l}} & \frac{1 + \tan^2 \theta_{\text{f.l}}}{1 + \cos \theta_{\text{f.l}} \cos \varphi_{\text{f.l}}} & -\sin \theta_{\text{f.l}} \cos \varphi_{\text{f.l}} \\
\sin \theta_{\text{f.l}} \cos \varphi_{\text{f.l}} & \sin \varphi_{\text{f.l}} & \cos \theta_{\text{f.l}} \cos \varphi_{\text{f.l}}
\end{bmatrix} \tag{A.10}
\]

and the resulting torsion of the eye about the fixation line, \( \kappa_{\text{f.l.}} \), is given by

\[
\kappa_{\text{f.l.}} = \arcsin \frac{\sin \theta_{\text{f.l}} \sin \varphi_{\text{f.l}}}{1 + \cos \theta_{\text{f.l}} \cos \varphi_{\text{f.l}}} , \tag{A.11}
\]

where, as expected, \( \kappa_{\text{f.l.}} = 0 \) in the primary position (\( \theta_{\text{f.l.}} = \varphi_{\text{f.l.}} = 0 \)).

The rotation matrix prescribed by Listing’s law, \( R_{\text{Listing}}(\theta_{\text{f.l.}}, \varphi_{\text{f.l.}}) \), given by (A.10), and the rotation matrix of the ECS with respect to the WCS, \( R_{\text{eye}}(\theta_{\text{eye}}, \varphi_{\text{eye}}, \kappa_{\text{eye}}) \), given by (A.6), are related by

\[
R_{\text{Listing}}(\theta_{\text{f.l.}}, \varphi_{\text{f.l.}}) R_{\text{eye}}(\theta_{\text{eye,p.p.}}, \varphi_{\text{eye,p.p.}}, \kappa_{\text{eye,p.p.}} = 0) = R_{\text{eye}}(\theta_{\text{eye}}, \varphi_{\text{eye}}, \kappa_{\text{eye}}) , \tag{A.12}
\]

\[
= 0 \text{ and } \Phi = \Phi(0,0) = [0 0 -1]^T.
\]
where \( \theta_{\text{eye}, \text{p.p.}}, \varphi_{\text{eye}, \text{p.p.}}, \) and \( \kappa_{\text{eye}, \text{p.p.}} = 0 \) describe the rotation of the ECS with respect to the WCS when the eye is in the primary position.

In order to continue the derivation of the analytical expressions (including analytical expressions for \( \theta_{\text{eye}, \text{p.p.}} \) and \( \varphi_{\text{eye}, \text{p.p.}} \)), assume that the fixation line is parallel to the visual axis (or, equivalently, redefine the fixation line as the line that goes through the center of rotation of the eye and is parallel to the visual axis). This is strictly true when the gaze is at infinity, in which case the fixation line and the visual axis are about 0.4-0.8 mm apart. When the point-of-gaze is at a finite but relatively large distance, the assumption that the fixation line and visual axis are parallel is reasonable. For example, for a point-of-gaze at 57 cm from the eye, the directions of the fixation line and the visual axis would differ by less than 5 minutes of arc.

Considering the fixation line and the visual axis to be parallel implies that

\[
\Phi(\theta_{\text{f.l.}},\varphi_{\text{f.l.}}) = \begin{bmatrix} \sin \theta_{\text{f.l.}} \cos \varphi_{\text{f.l.}} \\ \sin \varphi_{\text{f.l.}} \\ -\cos \theta_{\text{f.l.}} \cos \varphi_{\text{f.l.}} \end{bmatrix} = R_{\text{Listing}}(\theta_{\text{f.l.}},\varphi_{\text{f.l.}})\Phi(0,0) = R_{\text{Listing}}(\theta_{\text{f.l.}},\varphi_{\text{f.l.}}) \begin{bmatrix} 0 \\ 0 \\ -1 \end{bmatrix} = (A.13)
\]

where \( v_{\text{ECS}} \) is the unit vector in the direction of the visual axis with respect to the ECS (Section 2.2.2, equation (2.1)), \( \alpha_{\text{eye}} \) and \( \beta_{\text{eye}} \) describe the angular deviation of the visual axis from the optic axis of the eye with respect to the ECS (Section 2.2.2), \( v \) is the unit vector in the direction of the visual axis with respect to the WCS (Section 2.5.3, equation (2.30)), \( c \) is the nodal point of the eye / center of curvature of the spherical cornea, and \( g \) is the point-of-gaze.

It then follows that in the primary position \( (\theta_{\text{f.l.}} = \varphi_{\text{f.l.}} = 0) \),

\[
R_{\text{eye}}(\theta_{\text{eye}, \text{p.p.}},\varphi_{\text{eye}, \text{p.p.}},\kappa_{\text{eye}, \text{p.p.}} = 0)v_{\text{ECS}}(\alpha_{\text{eye}},\beta_{\text{eye}}) = \Phi(0,0) = [0 \ 0 \ -1]^T .
\]

Solving this equation for \( \theta_{\text{eye}, \text{p.p.}} \) and \( \varphi_{\text{eye}, \text{p.p.}} \), results in
\[ \theta_{\text{eye}, \text{p.p.}} \equiv \theta_{\text{eye}, \text{p.p.}}(\alpha_{\text{eye}}, \beta_{\text{eye}}) = -\arctan \frac{\sin \alpha_{\text{eye}} \cos \beta_{\text{eye}}}{\sqrt{\cos^2 \alpha_{\text{eye}} \cos^2 \beta_{\text{eye}} + \sin^2 \beta_{\text{eye}}}} \approx -\alpha_{\text{eye}} \]  

(A.15)

and

\[ \varphi_{\text{eye}, \text{p.p.}} \equiv \varphi_{\text{eye}, \text{p.p.}}(\alpha_{\text{eye}}, \beta_{\text{eye}}) = -\arctan \frac{\tan \beta_{\text{eye}}}{\cos \alpha_{\text{eye}}} \approx -\beta_{\text{eye}} . \]  

(A.16)

The application of the preceding analytical expressions of Listing’s law depends on whether they are used for the generation of synthetic eye feature data, for the estimation of the point-of-gaze or for the single-point personal calibration procedure. These three cases are described in Sections A.1.1.1-A.1.1.3.

### A.1.1.1 Listing’s law and the generation of synthetic eye feature data

The first step in the generation of synthetic eye feature data is to determine the orientation of the ECS with respect to the WCS \((R_{\text{eye}}(\theta_{\text{eye}}, \varphi_{\text{eye}}, \kappa_{\text{eye}}))\) given the 3-D positions of the center of the eyeball / center of rotation of the eye, \(d\), and the point-of-gaze, \(g\), and the deviation of the visual axis from the optic axis of the eye \((\alpha_{\text{eye}} \text{ and } \beta_{\text{eye}}, \text{ or simply } \nu_{\text{ECS}}(\alpha_{\text{eye}}, \beta_{\text{eye}}) - \text{see Section 2.2.2}).\)

The determination of \(R_{\text{eye}}(\theta_{\text{eye}}, \varphi_{\text{eye}}, \kappa_{\text{eye}})\) using Listing’s law is carried out as follows. First note that from (2.26) and (A.12),

\[ \omega(\theta_{\text{eye}}, \varphi_{\text{eye}}) = R_{\text{Listing}}(\theta_{\text{fl}}, \varphi_{\text{fl}}) \omega(\theta_{\text{eye}, \text{p.p.}}, \varphi_{\text{eye}, \text{p.p.}}) , \]  

(A.17)

where \(\theta_{\text{eye}, \text{p.p.}}\) and \(\varphi_{\text{eye}, \text{p.p.}}\) are given by (A.15) and (A.16), respectively.

Then, combining (A.13), (A.17) and (2.55), it follows that

\[
\begin{bmatrix}
0 \\
0 \\
-1
\end{bmatrix} = R_{\text{Listing}}(\theta_{\text{fl}}, \varphi_{\text{fl}}) \begin{bmatrix}
\sin \theta_{\text{fl}} \\
\cos \varphi_{\text{fl}} \\
-\cos \theta_{\text{fl}} \sin \varphi_{\text{fl}}
\end{bmatrix}.
\]  

(A.18)

After solving (A.18) for \(\theta_{\text{fl}}\) and \(\varphi_{\text{fl}}\), \(R_{\text{eye}}(\theta_{\text{eye}}, \varphi_{\text{eye}}, \kappa_{\text{eye}})\) is determined with (A.12), where \(R_{\text{Listing}}(\theta_{\text{fl}}, \varphi_{\text{fl}})\) is given by (A.10) and \(R_{\text{eye}}(\theta_{\text{eye}, \text{p.p.}}, \varphi_{\text{eye}, \text{p.p.}}, \kappa_{\text{eye}, \text{p.p.}} = 0)\) is given by (A.6) with \(\theta_{\text{eye}, \text{p.p.}}\) and \(\varphi_{\text{eye}, \text{p.p.}}\) given by (A.15) and (A.16), respectively.
If the values of the angles $\theta_{\text{eye}}$, $\phi_{\text{eye}}$, and $\kappa_{\text{eye}}$ are desired, they are found as follows. First, $\omega(\theta_{\text{eye}}, \phi_{\text{eye}})$ is found with (A.17) (if $R_{\text{eye}}(\theta_{\text{eye}}, \phi_{\text{eye}}, \kappa_{\text{eye}})$ has already been determined, $\omega$ can be found simply as the last column of $R_{\text{eye}}$ as indicated in (2.26)). Having $\omega$, $\theta_{\text{eye}}$ and $\phi_{\text{eye}}$ are then calculated from (2.26) as

$$\theta_{\text{eye}} = -\arctan(\omega_x / \omega_z)$$

(A.19)

and

$$\phi_{\text{eye}} = \arcsin(\omega_y).$$

(A.20)

Finally, the angle $\kappa_{\text{eye}}$ can be obtained from (A.12), or, as it can be shown, from

$$\kappa_{\text{eye}} = \arcsin(R_{\text{Listing}}(\theta_{\text{f.l.}}, \phi_{\text{f.l.}}) \cdot \begin{pmatrix} -\cos \theta_{\text{eye}, \text{p.p.}} & \sin \theta_{\text{eye}, \text{p.p.}} & 0 \\ -\sin \theta_{\text{eye}, \text{p.p.}} & \cos \theta_{\text{eye}, \text{p.p.}} & 0 \\ \mathbf{i}_{\text{eye, p.p.}} & \mathbf{j}_{\text{eye-no torsion}} & \mathbf{k}_{\text{eye-no torsion}} \end{pmatrix} \mathbf{i}_{\text{eye}}),$$

(A.21)

where $\mathbf{i}_{\text{eye, p.p.}}$ is the unit vector in the direction of the $x_{\text{eye}}$-axis of the ECS with respect to the WCS when the eye is in the primary position, $\mathbf{i}_{\text{eye}}$ is the unit vector in the direction of the $x_{\text{eye}}$-axis of the ECS with respect to the WCS when the eye is in any position, and $\mathbf{j}_{\text{eye-no torsion}}$ is the unit vector in the direction of the $YIV$-axis shown in Fig. A.3 with respect to the WCS, which is equivalent to $\mathbf{j}_{\text{eye}}$ (the unit vector in the direction of the $y_{\text{eye}}$-axis of the ECS with respect to the WCS) when $\kappa_{\text{eye}} = 0$.

Note that an initial guess for $\theta_{\text{f.l.}}$ and $\phi_{\text{f.l.}}$ for the solution of (A.18) can be found from $\mathbf{d}$ and $\mathbf{g}$ from

$$\begin{bmatrix} \sin \theta_{\text{f.l., initial guess}} & \cos \phi_{\text{f.l., initial guess}} \\ \sin \phi_{\text{f.l., initial guess}} \\ -\cos \theta_{\text{f.l., initial guess}} & \cos \phi_{\text{f.l., initial guess}} \end{bmatrix} = \mathbf{v}_{\text{initial guess}} = \frac{\mathbf{g} - \mathbf{d}}{\|\mathbf{g} - \mathbf{d}\|},$$

(A.22)
as
\[
\theta_{\text{f.l., initial guess}} = -\arctan\left( \frac{v_{\text{initial guess, }X}}{v_{\text{initial guess, }Z}} \right)
\]  \hfill (A.23)

and
\[
\varphi_{\text{f.l., initial guess}} = \arcsin\left( v_{\text{initial guess, }Y} \right).
\]  \hfill (A.24)

### A.1.1.2 Listing’s law and the estimation of the point-of-gaze

In the case of the estimation of the point-of-gaze, the coordinates of the center of curvature of the cornea, \(c\), and the direction of the optic axis of the eye with respect to the WCS (described either by the unit vector \(\omega(\theta_{\text{eye}}, \varphi_{\text{eye}})\) or the pan and tilt angles \(\theta_{\text{eye}}\) and \(\varphi_{\text{eye}}\)) are calculated from the pupil and corneal reflections extracted from the eye images captured by the camera(s). Since the point-of-gaze is defined as the intersection of the visual axis with the scene, the problem here consists of finding the direction of the visual axis with respect to the WCS, which is described by the unit vector \(\nu\), given the direction of the optic axis of the eye and the deviation of the visual axis from the optic axis of the eye (\(\alpha_{\text{eye}}\) and \(\beta_{\text{eye}}\)).

The calculation of the unit vector in the direction of the visual axis, \(\nu\), using Listing’s law is carried out as follows. First, \(\theta_{\text{eye, p.p.}}\) and \(\varphi_{\text{eye, p.p.}}\) are calculated with (A.15) and (A.16). Next, \(\theta_{\text{f.l.}}\) and \(\varphi_{\text{f.l.}}\) are obtained from (A.17). Finally, \(\nu\) is obtained from (A.13), that is,
\[
\nu = R_{\text{Listing}}(\theta_{\text{f.l.}}, \varphi_{\text{f.l.}}) \begin{bmatrix} 0 \\ 0 \\ -1 \end{bmatrix}.
\]  \hfill (A.25)

Having found \(\nu\) and assuming that the scene is a plane with \(Z = 0\), the point-of-gaze, \(g\), is estimated from (2.31) and (3.61) as
\[
g = c - \frac{c_Z}{v_Z} \nu.
\]  \hfill (A.26)

If the rotation matrix \(R_{\text{eye}}(\theta_{\text{eye}}, \varphi_{\text{eye}}, \kappa_{\text{eye}})\) is desired, it is determined with (A.12). If the values of
the angles $\theta_{\text{eye}}$, $\varphi_{\text{eye}}$ and $\kappa_{\text{eye}}$ are desired, they can be found with (A.19)-(A.21).

Note that an initial guess for $\theta_{\text{f.l.}}$ and $\varphi_{\text{f.l.}}$ for the solution of (A.17) can be obtained as

$$\theta_{\text{f.l., initial guess}} = \theta_{\text{eye}} + \alpha_{\text{eye}}$$  \hspace{1cm} (A.27)

and

$$\varphi_{\text{f.l., initial guess}} = \varphi_{\text{eye}} + \beta_{\text{eye}}.$$  \hspace{1cm} (A.28)

### A.1.1.3 Listing’s law and the single-point personal calibration procedure

When at least two cameras and at least two light sources are used, the optic axis of the eye can be reconstructed in 3-D space without knowing any subject-specific eye parameter. More specifically, the coordinates of the center of curvature of the cornea, $c$, and the direction of the optic axis of the eye with respect to the WCS (described either by the unit vector $\omega(\theta_{\text{eye}}, \varphi_{\text{eye}})$ or the pan and tilt angles $\theta_{\text{eye}}$ and $\varphi_{\text{eye}}$) are calculated from the pupil and corneal reflections extracted from the eye images captured by the cameras without knowing any subject-specific eye parameter. Since the point-of-gaze is defined as the intersection of the visual axis with the scene, a single-point personal calibration procedure is needed to determine the subject-specific deviation of the visual axis with respect to the optic axis of the eye ($\alpha_{\text{eye}}$ and $\beta_{\text{eye}}$, or simply $\nu_{\text{ECS}}(\alpha_{\text{eye}}, \beta_{\text{eye}})$ –see Section 2.2.2).

The problem here, then, consists of finding $\alpha_{\text{eye}}$ and $\beta_{\text{eye}}$ given $c$ and the direction of the optic axis of the eye with respect to the WCS when the subject fixates a known target calibration point $g$. The calculation of $\alpha_{\text{eye}}$ and $\beta_{\text{eye}}$ using Listing’s law is carried out as follows. First, $\theta_{\text{f.l.}}$ and $\varphi_{\text{f.l.}}$ are obtained from $c$ and $g$ using (A.13), that is, from

$$\begin{bmatrix} \sin \theta_{\text{f.l.}} \cos \varphi_{\text{f.l.}} \\ \sin \varphi_{\text{f.l.}} \\ -\cos \theta_{\text{f.l.}} \cos \varphi_{\text{f.l.}} \end{bmatrix} = v = \frac{g - c}{\|g - c\|}$$  \hspace{1cm} (A.29)

as
\[ \theta_{\text{fl}} = -\arctan(v_x / v_z) \]  
\[ \phi_{\text{fl}} = \arcsin(v_y) . \]  

Next, \( \omega(\theta_{\text{eye, p.p.}}, \varphi_{\text{eye, p.p.}}) \) is obtained from (A.17) as

\[ \omega(\theta_{\text{eye, p.p.}}, \varphi_{\text{eye, p.p.}}) = R^T_{\text{Listing}} (\theta_{\text{fl}}, \varphi_{\text{fl}}) \omega(\theta_{\text{eye}}, \varphi_{\text{eye}}) . \]  

and then \( \theta_{\text{eye, p.p.}} \) and \( \varphi_{\text{eye, p.p.}} \) are calculated from (2.26) and (A.32) as

\[ \theta_{\text{eye, p.p.}} = -\arctan(\omega_{\text{p.p., x}} / \omega_{\text{p.p., z}}) \]  
and

\[ \varphi_{\text{eye, p.p.}} = \arcsin(\omega_{\text{p.p., y}}) . \]  

Finally, it follows from (A.14) that

\[ \mathbf{v}_{\text{ECS}}(\alpha_{\text{eye}}, \beta_{\text{eye}}) = R^T_{\text{eye}}(\theta_{\text{eye, p.p.}}, \varphi_{\text{eye, p.p.}}, \kappa_{\text{eye, p.p.}} = 0) \begin{bmatrix} 0 \\ 0 \\ -1 \end{bmatrix}, \]  

and, by solving (A.35) for \( \alpha_{\text{eye}} \) and \( \beta_{\text{eye}} \) (with \( R_{\text{eye}}(\theta_{\text{eye}}, \varphi_{\text{eye}}, \kappa_{\text{eye}}) \) given by (A.6) and \( \mathbf{v}_{\text{ECS}}(\alpha_{\text{eye}}, \beta_{\text{eye}}) \) given by (2.1)), it follows that

\[ \alpha_{\text{eye}} = -\arctan\frac{\tan\theta_{\text{eye, p.p.}}}{\cos\varphi_{\text{eye, p.p.}}} \]  

and

\[ \beta_{\text{eye}} = -\arcsin(\cos\theta_{\text{eye, p.p.}} \sin\varphi_{\text{eye, p.p.}}) . \]
A.1.2 Quantification of the torsion predicted by Listing’s law

A quantification of the torsion predicted by Listing’s law is provided in Table A.1 for a simulated right eye with $\alpha_{\text{eye}} = -5^\circ$ and $\beta_{\text{eye}} = 1.5^\circ$. The last four rows of Table A.1 correspond approximately to the four corners of a 19” computer screen (5:4 aspect ratio) in typical viewing conditions with the eye at about 65 cm from the screen. Note that positive values of $\theta_{\text{ft}}$ correspond to eye rotations to the right of the subject, positive values of $\varphi_{\text{ft}}$ correspond to upward eye rotations, and positive values of $\kappa_{\text{ft}}$ and $\kappa_{\text{eye}}$ correspond, from the point of view of the subject, to clockwise torsions of the eye.

Table A.1: Quantification of the torsion predicted by Listing’s law (all angles are in degrees)

<table>
<thead>
<tr>
<th>$\theta_{\text{ft}}$</th>
<th>$\varphi_{\text{ft}}$</th>
<th>$\kappa_{\text{ft}}$</th>
<th>$\kappa_{\text{eye}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>-30</td>
<td>30</td>
<td>-8.21</td>
<td>-5.23</td>
</tr>
<tr>
<td>30</td>
<td>30</td>
<td>8.21</td>
<td>10.86</td>
</tr>
<tr>
<td>-30</td>
<td>-30</td>
<td>8.21</td>
<td>5.40</td>
</tr>
<tr>
<td>30</td>
<td>-30</td>
<td>-8.21</td>
<td>-11.18</td>
</tr>
<tr>
<td>-20</td>
<td>10</td>
<td>-1.77</td>
<td>-0.88</td>
</tr>
<tr>
<td>20</td>
<td>10</td>
<td>1.77</td>
<td>2.63</td>
</tr>
<tr>
<td>-20</td>
<td>-20</td>
<td>3.56</td>
<td>1.75</td>
</tr>
<tr>
<td>20</td>
<td>-20</td>
<td>-3.56</td>
<td>-5.41</td>
</tr>
</tbody>
</table>
Appendix B
Outline of the Derivation of (2.4)-(2.6)

This appendix provides an outline of the derivation of (2.4)-(2.6), which express the parameters \(a\), \(b\), and \(A\) of the ellipse described by (2.3) as functions of the radius of curvature at the apex of the cornea (\(\tau = 0\)), \(R_0\), the radius of curvature of the cornea at a distance \(\tau = \tau^*\) from the optic axis, \(R_{\tau^*}\), and the distance between the apex of the cornea and the center of the eyeball, \(D_{\text{apex}}\).

The radius of curvature of a curve described in explicit form as \(y = f(x)\) is given by [120]

\[
\rho(x) = \frac{1 + \left(\frac{dy}{dx}\right)^2}{\left|\frac{d^2y}{dx^2}\right|}^{3/2}.
\]

The ellipse from (2.3) can be represented in explicit form as

\[
z_{\text{eye}} = z_{\text{eye}}(\tau) = A \pm \frac{a}{b} \sqrt{b^2 - \tau^2}, \quad |\tau| \leq b.
\]

From (B.1) and (B.2) it then follows that

\[
\rho(\tau) = \frac{(b^4 - b^2\tau^2 + a^2\tau^2)^{3/2}}{ab^4}, \quad |\tau| \leq b.
\]

Setting \(\tau = 0\) and \(\rho(0) = R_0\) in (B.3) and solving for \(a\), (2.5) follows. Next, substituting (2.5) into (B.3), setting \(\tau = \tau^*\) and \(\rho(\tau^*) = R_{\tau^*}\), and solving for \(b\), (2.4) follows. Finally, noting that \((A + a)\) equals the distance between the apex of the cornea and the center of the eyeball, \(D_{\text{apex}}\), (2.6) follows.
Appendix C
Relation Between the CCS and the WCS

The relation between the Camera Coordinate System (CCS) and the World Coordinate System (WCS) can be described by the following sequence of elementary transformations:

1) Translate the WCS $XYZ$ to obtain a new coordinate system $X'Y'Z'$ whose origin is located at the nodal point of the camera, $o$:

$$
\begin{bmatrix}
X' \\
Y' \\
Z'
\end{bmatrix}_{WCS} = \begin{bmatrix}
X' \\
Y' \\
Z'
\end{bmatrix} + o .
$$

(C.1)

2) Rotate the $X'Y'Z'$ coordinate system about the $Y'$-axis by the pan angle $\theta_{cam}$ as shown in Fig. C.1 ($\theta_{cam} > 0$ is shown) to obtain a new coordinate system $X''Y''Z''$:

$$
\begin{bmatrix}
X'' \\
Y'' \\
Z''
\end{bmatrix} = \begin{bmatrix}
\cos \theta_{cam} & 0 & \sin \theta_{cam} \\
0 & 1 & 0 \\
-\sin \theta_{cam} & 0 & \cos \theta_{cam}
\end{bmatrix} \begin{bmatrix}
X'' \\
Y'' \\
Z''
\end{bmatrix} .
$$

(R$\theta_{cam}$)

(C.2)

Note that after this transformation, the $X''Z''$-plane remains horizontal / the $Y''$-axis remains vertical.

3) Rotate the $X''Y''Z''$ coordinate system about the $X''$-axis by the tilt angle $\phi_{cam}$ as shown in Fig. C.2 ($\phi_{cam} > 0$ for upward rotations, as shown in the figure) to obtain a new coordinate system $X'''Y'''Z'''$ whose $Z'''$-axis is coincident with the optic axis of the camera:
\[
\begin{bmatrix}
X'' \\
Y'' \\
Z''
\end{bmatrix} =
\begin{bmatrix}
1 & 0 & 0 \\
0 & \cos \varphi_{\text{cam}} & \sin \varphi_{\text{cam}} \\
0 & -\sin \varphi_{\text{cam}} & \cos \varphi_{\text{cam}}
\end{bmatrix}
\begin{bmatrix}
X'''
Y'''
Z'''
\end{bmatrix}
\cdot R_{\varphi,\text{cam}}.
\] (C.3)

Note that after this transformation, the \(Y''Z''\)-plane remains vertical / the \(X''\)-axis remains horizontal.

4) Rotate the \(X''Y''Z''\) coordinate system about the \(Z''\)-axis by the torsion angle \(\kappa_{\text{cam}}\) as shown in Fig. C.3 (\(\kappa_{\text{cam}} > 0\) for counterclockwise rotations, as shown in the figure) to finally obtain the CCS \(x_{\text{cam}}y_{\text{cam}}z_{\text{cam}}:\)

\[
\begin{bmatrix}
X''' \\
Y''' \\
Z'''
\end{bmatrix} =
\begin{bmatrix}
\cos \kappa_{\text{cam}} & -\sin \kappa_{\text{cam}} & 0 \\
\sin \kappa_{\text{cam}} & \cos \kappa_{\text{cam}} & 0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
x_{\text{cam}} \\
y_{\text{cam}} \\
z_{\text{cam}}
\end{bmatrix}
\cdot R_{\kappa,\text{cam}}.
\] (C.4)

Combining (C.1)-(C.4), (2.25) is obtained with

\[
R_{\text{cam}} \equiv R_{\text{cam}}(\theta_{\text{cam}}, \varphi_{\text{cam}}, \kappa_{\text{cam}}) = R_{\theta,\text{cam}}R_{\varphi,\text{cam}}R_{\kappa,\text{cam}}.
\] (C.5)

Fig. C.1: Rotation of the \(X'Y'Z'\) coordinate system about the \(Y'\)-axis by the pan angle \(\theta_{\text{cam}}\).
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Fig. C.2: Rotation of the $X''Y''Z''$ coordinate system about the $X''$-axis by the tilt angle $\varphi_{\text{cam}}$.

Fig. C.3: Rotation of the $X''''Y''''Z''''$ coordinate system about the $Z''''$-axis by the torsion angle $\kappa_{\text{cam}}$. 
Appendix D  
Appendices to Chapter 3

D.1 Appendix to Section 3.2.2

Section 3.2.2 discusses the problem of determining the coordinates of the center of curvature of the cornea, \( c \), with one camera and two light sources. This problem is described by the system of equations constituted by (3.2)-(3.5) with constraint (3.6) (or, equivalently, by the system of equations constituted by (3.2) and (3.7)), with \( i = 1, 2 \) and \( j = 1 \) (since there is a single camera, the subscript \( j \) that identifies the camera is dropped hereafter for simplicity of notation).

When the plane defined by \( o, l_1, \) and \( u_1 \) and the plane defined by \( o, l_2, \) and \( u_2 \) are distinct and the radius of curvature of the cornea, \( R \), is known (e.g., estimated through a personal calibration procedure), either system of equations is equivalent to 12 scalar equations with 11 scalar unknowns. Since in this case the number of equations exceeds the number of unknowns by one, it seems that it might be possible to determine \( c \) without knowing \( R \) a priori. In such case, \( R \) would be treated as an additional scalar unknown, which can be eliminated by replacing (3.3) with

\[
\|q_1 - c\| = \|q_2 - c\|. \quad (D.1)
\]

Without intending to consider all possible situations, this appendix presents a realistic example in which it is not possible to determine the coordinates of \( c \) if \( R \) is not known a priori. In this example, the system setup is symmetrical and the plane defined by \( o, l_1, \) and \( u_1 \), and the plane defined by \( o, l_2, \) and \( u_2 \) are distinct. Without loss of generality, suppose that the plane of symmetry of the system is the \( YZ \)-plane of the WCS and, therefore,

\[
o = [0 \quad o_y \quad o_z]^T, \quad (D.2)
\]

\[
l_1 = [-l_x \quad l_y \quad l_z]^T, \quad l_2 = [l_x \quad l_y \quad l_z]^T.
\]
It then follows that

\[ o = So , \]

\[ l_1 = Sl_2 , \quad l_2 = Sl_1 , \]

(D.3)

\[ S = \begin{bmatrix} -1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} . \]

If the center of curvature of the cornea, \( c \), is somewhere in the plane of symmetry of the system (i.e., \( c = [0 \ c_Y \ c_Z]^T \), \( c = Sc \)), then, due to the symmetry of the system, the points of reflection on the corneal surface are symmetrical (i.e., \( q_1 = Sq_2 \) and \( q_2 = Sq_1 \)) as are the lines connecting the points of reflection with their respective image points through the nodal point of the camera, i.e.,

\[ \frac{o - u_1}{\|o - u_1\|} = S \frac{o - u_2}{\|o - u_2\|} , \quad \frac{o - u_2}{\|o - u_2\|} = S \frac{o - u_1}{\|o - u_1\|} . \]  

(D.4)

Now, consider the problem of finding the coordinates of \( c \) from the coordinates of the images of a pair of corneal reflections that satisfy (D.4) using (3.2), (3.5) and (3.6) with \( i = 1, 2 \) and \( j = 1, 2 \), (3.8)-(3.9) (this pair of equations replaces (3.4) with \( i = 1, 2 \) and \( j = 1 \)) and (D.1). From (D.2)-(D.4), it follows that vector \( b \) given by (3.8) has the form \([0 \ b_Y \ b_Z]^T\) and, therefore, from (3.9) and (D.2),

\[ c = \begin{bmatrix} 0 \\ o_Y + k_c b_Y \\ o_Z + k_c b_Z \end{bmatrix} , \]

(D.5)

\[ c = Sc , \]

which indicates that \( c \) is in plane of symmetry of the system, as expected.

If \( k_{q,1} = k_{q,2} \) in (3.2), it then follows from (D.4) that

\[ q_1 = Sq_2 , \quad q_2 = Sq_1 . \]  

(D.6)
For each \( k_c > 0 \) in \((D.5)\) (\( \mathbf{b} \) is assumed to point towards the eye –see note after \((3.8)\)) there is a unique value of \( k_{q,i} \) in \((3.2)\) such that \( q_i \) satisfies \((3.5)\) and \((3.6)\). Suppose then that for a given \( \tilde{c} \), \( \tilde{q}_i \) satisfies \((3.5)\) and \((3.6)\) with \( i = 1 \). In such case, from \((3.5)\),

\[
\begin{align*}
\begin{pmatrix}
1 - \tilde{q}_1 \\
1 - \tilde{q}_1
\end{pmatrix} \\
\begin{pmatrix}
0 - \tilde{q}_1 \\
0 - \tilde{q}_1
\end{pmatrix}
\begin{bmatrix}
x_1 \\
x_2 \\
x_3
\end{bmatrix} 
\begin{pmatrix}
\tilde{q}_1 - \tilde{c} \\
\tilde{q}_1 - \tilde{c}
\end{pmatrix} = x_1 y_1 + x_2 y_2 + x_3 y_3 = 0 .
\end{align*}
\]

\((D.7)\)

It then follows from \((D.3)\), \((D.5)\) and \((D.6)\) that

\[
\begin{align*}
\frac{1 - \tilde{q}_1}{\|1 - \tilde{q}_1\|} \frac{0 - \tilde{q}_1}{\|0 - \tilde{q}_1\|} &= \frac{1 - S\tilde{q}_2}{\|1 - S\tilde{q}_2\|} \frac{0 - S\tilde{q}_2}{\|0 - S\tilde{q}_2\|} = \frac{S_l - S\tilde{q}_2}{\|S_l - S\tilde{q}_2\|} \frac{S_o - S\tilde{q}_2}{\|S_o - S\tilde{q}_2\|} \\
S \left( \frac{1 - S\tilde{q}_2}{\|1 - S\tilde{q}_2\|} \frac{0 - S\tilde{q}_2}{\|0 - S\tilde{q}_2\|} \right) &= \begin{bmatrix} x_1 & x_2 & x_3 \end{bmatrix} \Rightarrow \frac{1 - S\tilde{q}_2}{\|1 - S\tilde{q}_2\|} \frac{0 - S\tilde{q}_2}{\|0 - S\tilde{q}_2\|} = \begin{bmatrix} -x_1 & x_2 & x_3 \end{bmatrix} \\
\tilde{q}_1 - \tilde{c} &= S\tilde{q}_2 - \tilde{c} = S\tilde{q}_2 - \tilde{s} = S(\tilde{q}_2 - \tilde{c}) = \begin{bmatrix} y_1 & y_2 & y_3 \end{bmatrix} \Rightarrow \tilde{q}_2 - \tilde{c} = \begin{bmatrix} -y_1 & y_2 & y_3 \end{bmatrix} ,
\end{align*}
\]

\((D.8)\)

and

\[
\begin{align*}
\tilde{q}_2 - \tilde{c} &= S\tilde{q}_2 - \tilde{c} = S\tilde{q}_2 - \tilde{c} = S(\tilde{q}_2 - \tilde{c}) = \begin{bmatrix} y_1 & y_2 & y_3 \end{bmatrix} \Rightarrow \tilde{q}_2 - \tilde{c} = \begin{bmatrix} -y_1 & y_2 & y_3 \end{bmatrix} ,
\end{align*}
\]

\((D.9)\)

and, therefore,

\[
\begin{align*}
\left( \frac{1 - S\tilde{q}_2}{\|1 - S\tilde{q}_2\|} \frac{0 - S\tilde{q}_2}{\|0 - S\tilde{q}_2\|} \right) \cdot (\tilde{q}_2 - \tilde{c}) &= \begin{bmatrix} -x_1 & x_2 & x_3 \end{bmatrix} \cdot \begin{bmatrix} -y_1 & y_2 & y_3 \end{bmatrix} = x_1 y_1 + x_2 y_2 + x_3 y_3 = 0
\end{align*}
\]

\((D.10)\)

This implies that \( \tilde{q}_2 = S\tilde{q}_1 \) satisfies \((3.5)\) with \( i = 2 \).

Next, note that from \((3.6)\) with \( i = 1 \), \((D.3)\) and \((D.6)\) it follows that

\[
\|\tilde{q}_1 - o\| < \|\tilde{c} - o\| \Rightarrow \|\tilde{q}_1 - o\| = \|S\tilde{q}_2 - o\| = \|S\tilde{q}_2 - S\tilde{c}\| = \|S(\tilde{q}_2 - o)\| = \|\tilde{q}_2 - o\| \Rightarrow \|\tilde{q}_2 - o\| < \|\tilde{c} - o\| ,
\]

\((D.11)\)

and, therefore, \( \tilde{q}_2 = S\tilde{q}_1 \) satisfies \((3.6)\) with \( i = 2 \).

In addition, whenever \( \tilde{q}_2 = S\tilde{q}_1 \), it follows from \((D.5)\) that
\[
\|\bar{q}_1 - \bar{c}\| = \|S\bar{q}_2 - \bar{c}\| = \|S\bar{q}_2 - S\bar{c}\| = \|S(\bar{q}_2 - \bar{c})\| = \|\bar{q}_2 - \bar{c}\| ,
\]
\[
(D.12)
\]
and, therefore, \((D.1)\) is also satisfied.

In summary, whenever \(q_1\) satisfies \((3.5)\) and \((3.6)\) with \(i = 1\) and \(q_2 = Sq_1\), \(q_2\) satisfies \((3.5)\) and \((3.6)\) with \(i = 2\), and \(q_1\) and \(q_2\) satisfy \((D.1)\). This implies that \((3.2)\), \((3.5)\) and \((3.6)\) with \(i = 2\), and \((D.1)\) are replaced by \((D.6)\). Consequently, the system of equations constituted by \((3.2)\) and \((3.5)\) with \(i = 1, 2\), \((3.8)-(3.9)\) and \((D.1)\), subject to constraint \((3.6)\) with \(i = 1, 2\), is reduced to the system of equations constituted by \((3.2)\) and \((3.5)\) with \(i = 1\), \((D.5)\) and \((D.6)\), subject to constraint \((3.6)\) with \(i = 1\). This latter system of equations is equivalent to 10 scalar equations with 11 scalar unknowns and, therefore, it is not possible to find a unique solution for \(c\).

In other words, whenever the system setup is symmetrical (satisfies \((D.2)-(D.3)\)) and the images of the corneal reflections satisfy \((D.4)\), for each \(k > 0\) in \((D.5)\) there is a \(k_{q_1} = k_{q_2}\) in \((3.2)\) such that \(q_1\) satisfies \((3.5)\) and \((3.6)\) with \(i = 1\), \(q_2\) satisfies \((3.5)\) and \((3.6)\) with \(i = 2\), and \(q_1\) and \(q_2\) satisfy \((D.1)\). This means that there are infinite solutions for \(k\) and, therefore, infinite solutions for \(c\).

In conclusion, the preceding analysis shows that if the system configuration is symmetrical and the radius of curvature of the cornea, \(R\), is not known, it is not possible to determine the coordinates of the center of curvature of the cornea, \(c\), when it is in the plane of symmetry of the system. This observation suggests that when \(c\) is “close” to the plane of symmetry of the system, the calculation of the coordinates of \(c\) can be very sensitive to noise when \(R\) is not known (ill-conditioned problem). Even when the system configuration is not symmetrical, not using a fixed valued of \(R\) that has been estimated through a personal calibration procedure can result in a very high sensitivity to noise. Furthermore, as discussed in Section 3.5, when a single camera is used, there is no real practical benefit in avoiding the determination of \(R\) through a personal calibration procedure. So, in general, calibrating for \(R\) is recommended.
D.2 Appendix to Section 3.2.4

Section 3.2.4 discusses the problem of determining the coordinates of the center of curvature of the cornea, \( c \), with two cameras and one light source. This problem is described by the system of equations constituted by \( (3.2)-(3.5) \) with constraint \( (3.6) \) (or, equivalently, by the system of equations constituted by \( (3.2) \) and \( (3.7) \)), with \( i = 1 \) and \( j = 1, 2 \) (since there is a single light source, the subscript \( i \) that identifies the light source is dropped hereafter for simplicity of notation).

When the plane defined by \( l, o_1, \) and \( u_1 \) and the plane defined by \( l, o_2, \) and \( u_2 \) are distinct and the radius of curvature of the cornea, \( R \), is known (e.g., estimated through a personal calibration procedure), either system of equations is equivalent to 12 scalar equations with 11 scalar unknowns. Since in this case the number of equations exceeds the number of unknowns by one, it seems that it might be possible to determine \( c \) without knowing \( R \) a priori. In such case, \( R \) would be treated as an additional scalar unknown, which can be eliminated by replacing \( (3.3), j = 1, 2 \), with \((D.1)\).

Without intending to consider all possible situations, this appendix presents a realistic example in which it is not possible to determine the coordinates of \( c \) if \( R \) is not known a priori. In this example, the system setup is symmetrical and the plane defined by \( l, o_1, \) and \( u_1 \), and the plane defined by \( l, o_2, \) and \( u_2 \) are distinct. Without loss of generality, suppose that the plane of symmetry of the system is the \( YZ \)-plane of the WCS and, therefore,

\[
1 = [0 \quad l_y \quad l_z]^T, \tag{D.13}
\]

\[
o_1 = [-o_x\quad o_y\quad o_z]^T, \quad o_2 = [o_x\quad o_y\quad o_z]^T.
\]

It then follows that

\[
1 = Sl, \tag{D.14}
\]

\[
o_1 = So_2, \quad o_2 = So_1,
\]
\[
S = \begin{bmatrix}
-1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix}.
\]

If the center of curvature of the cornea, \( c \), is somewhere in the plane of symmetry of the system (i.e., \( c = [0 \; c_Y \; c_Z]^T \), \( c = Sc \)), then, due to the symmetry of the system, the points of reflection on the corneal surface are symmetrical (i.e., \( q_1 = Sq_2 \) and \( q_2 = Sq_1 \)) as are the lines connecting the points of reflection with their respective image points through the nodal points of the respective cameras, i.e.,

\[
\frac{o_1 - u_1}{\|o_1 - u_1\|} = S \frac{o_2 - u_2}{\|o_2 - u_2\|}, \quad \frac{o_2 - u_2}{\|o_2 - u_2\|} = S \frac{o_1 - u_1}{\|o_1 - u_1\|}.
\]

(D.15)

Now, consider the problem of finding the coordinates of \( c \) from the coordinates of the images of a corneal reflection that satisfy (D.15) using (3.2), (3.5) and (3.6) with \( i = 1 \) and \( j = 1, 2 \), (3.14)-(3.15) (this pair of equations replaces (3.4) with \( i = 1 \) and \( j = 1, 2 \)) and (D.1). From (D.13)-(D.15), it follows that vector \( b \) given by (3.14) has the form \([0 \; b_Y \; b_Z]^T\) and, therefore, from (3.15) and (D.13),

\[
c = \begin{bmatrix}
0 \\
l_Y + k_c b_Y \\
l_Z + k_c b_Z
\end{bmatrix},
\]

(D.16)

\[
c = Sc,
\]

which indicates that \( c \) is in plane of symmetry of the system, as expected.

If \( k_{q,1} = k_{q,2} \) in (3.2), it then follows from (D.14) and (D.15) that

\[
q_1 = Sq_2, \quad q_2 = Sq_1.
\]

(D.17)

Suppose now that for a given \( c \), \( \tilde{q}_i \) satisfies (3.5) and (3.6) with \( j = 1 \). In such case, from (3.5),
It then follows from (D.14), (D.16) and (D.17) that

\[
\begin{align*}
\lambda &= \frac{1 - \tilde{q}_1}{\|1 - \tilde{q}_1\|} \cdot \frac{o_1 - \tilde{q}_1}{\|o_1 - \tilde{q}_1\|} = x_1, y_1 + x_2 y_2 + x_3 y_3 = 0.
\end{align*}
\]  

(D.18)

and

\[
\begin{align*}
\tilde{q}_1 - \tilde{c} &= S\tilde{q}_2 - \tilde{c} = S\tilde{q}_2 - S\tilde{c} = S(\tilde{q}_2 - \tilde{c}) = [y_1, y_2, y_3]^T \Rightarrow \tilde{q}_2 - \tilde{c} = [-y_1, y_2, y_3]^T,
\end{align*}
\]  

(D.19)

and, therefore,

\[
\begin{align*}
\begin{bmatrix}
1 - \tilde{q}_2 \\
\|1 - \tilde{q}_2\| \\
\|o_2 - \tilde{q}_2\|
\end{bmatrix}
\cdot
\begin{bmatrix}
o_2 - \tilde{q}_2
\|1 - \tilde{q}_2\| \\
\|o_2 - \tilde{q}_2\|
\end{bmatrix}
\cdot
(\tilde{q}_2 - \tilde{c}) = [-x_1, x_2, x_3]^T \cdot [-y_1, y_2, y_3]^T =
\end{align*}
\]  

(D.20)

This implies that \( \tilde{q}_2 = S\tilde{q}_1 \) satisfies (3.5) with \( j = 2 \).

Next, note that from (3.6) with \( j = 1 \), (D.14), (D.16) and (D.17) it follows that

\[
\begin{align*}
\|\tilde{q}_1 - o_1\| < \|\tilde{c} - o_1\|
\end{align*}
\]  

(D.21)

and, therefore, \( \tilde{q}_2 = S\tilde{q}_1 \) satisfies (3.6) with \( j = 2 \).

In addition, whenever \( \tilde{q}_2 = S\tilde{q}_1 \), it follows from (D.16) that

\[
\begin{align*}
\|\tilde{q}_1 - \tilde{c}\| = \|S\tilde{q}_2 - \tilde{c}\| = \|S\tilde{q}_2 - S\tilde{c}\| = \|S(\tilde{q}_2 - \tilde{c})\| = \|\tilde{q}_2 - \tilde{c}\|
\end{align*}
\]  

(D.22)
and, therefore, (D.1) is also satisfied.

In summary, whenever \( q_1 \) satisfies (3.5) and (3.6) with \( j = 1 \) and \( q_2 = Sq_1 \), \( q_2 \) satisfies (3.5) and (3.6) with \( j = 2 \), and \( q_1 \) and \( q_2 \) satisfy (D.1). This implies that (3.2), (3.5) and (3.6) with \( j = 2 \), and (D.1) are replaced by (D.17). Consequently, the system of equations constituted by (3.2) and (3.5) with \( j = 1, 2 \), (3.14)-(3.15) and (D.1), subject to constraint (3.6) with \( j = 1, 2 \), is reduced to the system of equations constituted by (3.2) and (3.5) with \( j = 1 \), (D.16) and (D.17), subject to constraint (3.6) with \( j = 1 \). This latter system of equations is equivalent to 10 scalar equations with 11 scalar unknowns and, therefore, it is not possible to find a unique solution for \( c \).

In other words, whenever the system setup is symmetrical (satisfies (D.13)-(D.14)) and the images of the corneal reflection satisfy (D.15), for each \( k_c > 0 \) in (D.16) \( b \) is assumed to point from the light source to the eye –see note after (3.14)) there is a \( k_{q,1} = k_{q,2} \) in (3.2) such that \( q_1 \) satisfies (3.5) and (3.6) with \( j = 1 \), \( q_2 \) satisfies (3.5) and (3.6) with \( j = 2 \), and \( q_1 \) and \( q_2 \) satisfy (D.1). This means that there are infinite solutions for \( k_c \) and, therefore, infinite solutions for \( c \).

In conclusion, the preceding analysis shows that if the system configuration is symmetrical and the radius of curvature of the cornea, \( R \), is not known, it is not possible to determine the coordinates of the center of curvature of the cornea, \( c \), when it is in the plane of symmetry of the system. This observation suggests that when \( c \) is “close” to the plane of symmetry of the system, the calculation of the coordinates of \( c \) can be very sensitive to noise when \( R \) is not known (ill-conditioned problem). Even when the system configuration is not symmetrical, not using a fixed valued of \( R \) that has been estimated through a personal calibration procedure can result in a very high sensitivity to noise.

As discussed in Section 3.2.5, by adding a second light source, it is possible to avoid situations like the one just described while being able to calculate the coordinates of \( c \) without the need to determine \( R \) through a personal calibration procedure and regardless of the relative positions of the eye, the cameras and the light sources. For this reason, a system configuration with two cameras and a single light source is of limited practical interest.
Appendix E
Sensitivity to Errors in System Parameters

This appendix presents results of a simulation study of the effect of errors in the values of several system parameters for the system setup studied in Section 4.7.2. In this simulation study, the synthetic eye features are generated with the spherical corneal model and no noise is added to the eye features. The center of the eyeball \( \mathbf{d} \) of the simulated right eye adopts 27 different positions (Table 4.34) arranged in a 3-by-3 grid spanning, approximately, the entire volume of operation of the system. For each position of \( \mathbf{d} \), the simulated eye gazes at 25 points arranged in a 5-by-5 rectangular grid spanning the entire screen (same 25 points-of-gaze as in most of the simulations in Chapter 4). The point-of-gaze is estimated using the actual values of the system parameters, except for the parameter(s) being studied, after calibrating \( \alpha_{\text{eye}} \) and \( \beta_{\text{eye}} \) for the screen center. In most cases, a single parameter is studied at a time. The parameters studied can be divided into (1) coordinates of the light sources, and (2) camera parameters. Before showing the effect of errors in the system parameters, the inherent bias (bias in the absence of errors in the system parameters) of the different point-of-gaze estimation methods tested is provided in Table E.1 (MAX Bias) and Table E.2 (RMS Bias) for reference.

E.1 Sensitivity to errors in the coordinates of the light sources

Each coordinate of each light source is tested individually. The simulated error (10 mm) is relatively large since in practice it should be possible to easily measure the coordinates of the light sources within 1-2 mm. The results of these simulations are summarized in Table E.3 through Table E.26. In most cases, the point-of-gaze estimation bias resulting from an error in a coordinate of a light source is smaller than the error in the coordinate of the light source itself. The sensitivity to error in the \( Z \) coordinate of the light sources tends to be smaller than the sensitivity to error in the \( X \) and \( Y \) coordinates. The \( \ldots + PCTriang \) methods tend to exhibit the largest bias (primarily due to the inherent bias –compare with Table E.1 and Table E.2) and the \( CNoPlInt-3CR/4CR + PB/PB-EF \) methods tend to exhibit the smallest bias.
E.2 Sensitivity to errors in the camera parameters

Each coordinate of the nodal point, the pan, tilt and torsion angles and the focusing distance of camera 1 (left camera from the point of view of the subject) are tested individually. The pan angle, $\theta_{\text{cam}}$, the tilt angle, $\varphi_{\text{cam}}$, and the torsion angle, $\kappa_{\text{cam}}$, of a camera are defined in Appendix C. The general procedure to introduce errors in these angles is as follows. It can be shown from Appendix C that the unit vector in the direction of the optic axis of camera $j$ is related to the pan and tilt angles of the camera by

$$
\mathbf{k}_{\text{cam},j} = \mathbf{R}_{\text{cam},j}(\theta_{\text{cam},j}, \varphi_{\text{cam},j}, \kappa_{\text{cam},j}) = \begin{bmatrix}
0 \\
0 \\
1
\end{bmatrix} = 
\begin{bmatrix}
\sin \theta_{\text{cam},j} \cos \varphi_{\text{cam},j} \\
\sin \varphi_{\text{cam},j} \\
\cos \theta_{\text{cam},j} \cos \varphi_{\text{cam},j}
\end{bmatrix}.
$$

(E.1)

Note that this expression can be also derived directly from Fig. E.1.

Using (E.1), the actual pan and tilt angles of a camera can be readily determined from the actual unit vector in the direction of the optic axis of the camera given by (4.3) as

$$
\theta_{\text{cam},j} = \arctan(k_{\text{cam},j,x} / k_{\text{cam},j,z})
$$

(E.2)

and

$$
\varphi_{\text{cam},j} = \arcsin(k_{\text{cam},j,y}),
$$

(E.3)

respectively, while the actual torsion angle is

$$
\kappa_{\text{cam},j} = 0
$$

(E.4)

by definition.

Then, given the errors $\Delta \theta_{\text{cam},j}$, $\Delta \varphi_{\text{cam},j}$, and $\Delta \kappa_{\text{cam},j}$, the new camera rotation matrix, $\tilde{\mathbf{R}}_{\text{cam},j}$, is obtained by substituting $\theta_{\text{cam},j}$ by $(\theta_{\text{cam},j} + \Delta \theta_{\text{cam},j})$, $\varphi_{\text{cam},j}$ by $(\varphi_{\text{cam},j} + \Delta \varphi_{\text{cam},j})$ and $\kappa_{\text{cam},j}$ by $\Delta \kappa_{\text{cam},j}$ in (C.2)-(C.5):
\[ \tilde{R}_{\text{cam},j} = R_{\text{cam},j}(\theta_{\text{cam},j} + \Delta \theta_{\text{cam},j}, \varphi_{\text{cam},j} + \Delta \varphi_{\text{cam},j}, \kappa_{\text{cam},j} + \Delta \kappa_{\text{cam},j}) \]  
\[ \text{E.5} \]

Fig. E.1: Orientation of the optic axis of a camera with respect to the WCS.

The point-of-gaze estimation bias resulting from errors in each coordinate of the nodal point, the pan, tilt and torsion angles and the focusing distance of camera 1 are summarized in Table E.27 through Table E.46. The key observation from these tables is that the only method that consistently exhibits a reasonable performance for all the errors tested is the CPIIntTriang-4CR + PCTriang method. Beyond this, a few other observations can be made in general terms. The sensitivity to error in the Y coordinate of the nodal point of camera 1 (o₁,Y) is larger than the sensitivity to error in its Z coordinate (o₁,Z), which in turn is larger than the sensitivity to error in its X coordinate (o₁,X) (Table E.27 through Table E.32). The sensitivity to error in the tilt angle of camera 1 (φcam,₁) is larger than the sensitivity to error in its pan angle (θcam,₁), which in turn is larger than the sensitivity to error in its torsion angle (κcam,₁) (Table E.33 through Table E.44). The sensitivity of the …-3CR + … methods is larger than the sensitivity of the …-4CR + … methods. For the more severe errors in the extrinsic camera parameters tested, the … + PB/PB-EF methods are the most sensitive, followed by the … + PCTriangRefr methods. For five of the errors tested (Δo₁,Y = 1 mm –see Table E.29 and Table E.30, Δθcam,₁ = 1° –see Table E.35 and
Table E.36, $\Delta \varphi_{\text{cam},1} = 0.1^\circ$ – see Table E.37 and Table E.38, $\Delta \varphi_{\text{cam},1} = 1^\circ$ – see Table E.39 and Table E.40, and $\Delta \kappa_{\text{cam},1} = 1^\circ$ – see Table E.43 and Table E.44) the $\text{CNoPlInt-3CR + PB/PB-EF}$ methods fail to reconstruct the optic axis of the eye in 3-D space for some, several or most combinations of 3-D positions of the center of the eyeball and the point-of-gaze. The reason of the failure in those cases is that at least one back-projected ray from a pupil boundary image point does not intersect the corneal surface. For two of the errors tested ($\Delta \theta_{\text{cam},1} = 1^\circ$ – see Table E.35 and Table E.36, and $\Delta \varphi_{\text{cam},1} = 1^\circ$ – see Table E.39 and Table E.40) the $\text{CNoPlInt-4CR + PB/PB-EF}$ methods also fail to reconstruct the optic axis of the eye in 3-D space in many cases for the same reason. For one of the errors tested ($\Delta \varphi_{\text{cam},1} = 1^\circ$ – see Table E.39 and Table E.40) the $\ldots + \text{PCTriangRefr}$ methods fail to reconstruct the optic axis of the eye in 3-D space in many cases as, at least for one of the cameras, the back-projected ray from the center of the pupil image does not intersect the corneal surface. From the preceding observations it follows that $\Delta \varphi_{\text{cam},1} = 1^\circ$ is the most severe of all the errors in system parameters tested. For this particular case, the $\text{CPlIntTriang-4CR + PCTriang}$ method is the only method that exhibits an acceptable performance.

In summary, except for the $\text{CPlIntTriang-4CR + PCTriang}$ method, all the other methods are highly sensitive to relatively small errors in one, several or most of the parameters that describe the position and orientation of the cameras. It must be noted, however, that the key problem is in errors in the relative position and orientation of the cameras with respect to each other. If the camera pair is treated as a unit in which the relative position and orientation of the cameras with respect to each other remain constant, relatively large errors in the position and orientation of the camera pair result in relatively small point-of-gaze estimation bias. For example, consider the case of estimating the point-of-gaze using the camera parameters that correspond to translating the camera pair up by 10 mm, i.e., having an error of 10 mm in the $Y$ coordinate of the nodal points of both cameras. The point-of-gaze estimation bias corresponding to this case is summarized in Table E.47 (MAX Bias) and Table E.48 (RMS Bias). As it can be observed from these tables, the point-of-gaze estimation bias is relatively small. In contrast, a 1 mm error in the $Y$ coordinate of the nodal point of only one of the cameras (Table E.29 and Table E.30) has a

---

$^1_3 k_{\alpha, \beta}$ in (3.48) is not a real number.

$^1_4 k_{r, j}$ in (3.29) is not a real number.
significant effect and only the \( CPlIntTriang-4CR + PCTriang \) and the \( CNoPlInt-4CR + PCTriang \) methods exhibit an acceptable performance (the performance of the \( CNoPlInt-4CR + PCTriangRefr \) method could also be acceptable in some cases). As another example, consider the case of estimating the point-of-gaze using the camera parameters that correspond to tilting the camera pair by 1º about the line defined by the nodal points of the cameras, i.e., using the camera rotation matrix given by

\[
\tilde{R}_{\text{cam},j} = \begin{bmatrix}
1 & 0 & 0 \\
0 & \cos \Delta \phi_{\text{cam, pair}} & \sin \Delta \phi_{\text{cam, pair}} \\
0 & -\sin \Delta \phi_{\text{cam, pair}} & \cos \Delta \phi_{\text{cam, pair}}
\end{bmatrix} \quad R_{\text{cam},j}, \ j = 1, 2, \quad (E.6)
\]

with \( \Delta \phi_{\text{cam, pair}} = 1º \), where \( R_{\text{cam,}j} \) is the actual rotation matrix of camera \( j \). The point-of-gaze estimation bias corresponding to this case is summarized in Table E.49 (MAX Bias) and Table E.50 (RMS Bias). As it can be observed from these tables, the point-of-gaze estimation bias is also relatively small. In contrast, a 0.1º error in the tilt angle of only one of the cameras (Table E.37 and Table E.38) has a very significant effect, except on the \( CPlIntTriang-4CR + PCTriang \) and the \( CNoPlInt-4CR + PCTriang \) methods. When there is an error of 1º in the tilt angle of only one of the cameras (Table E.39 and Table E.40), the situation is dramatically worse and only the \( CPlIntTriang-4CR + PCTriang \) method exhibits a reasonable performance.

In summary, the simulation results from this appendix indicate that the structure that holds the cameras must be robust enough to ensure that the relative position and orientation of the cameras with respect to each other remain constant over time after the system has been set up and calibrated. In the presence of errors in the relative position and orientation of the cameras with respect to each other, only the \( CPlIntTriang-4CR + PCTriang \) method exhibits a reasonable performance for the magnitude of the errors tested.
Table E.1: Inherent bias (no error in system parameters) – *MAX Bias* [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPlIntTriang-4CR</td>
<td>9.65</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>9.65</td>
<td>3.66</td>
<td>9.36·10⁻⁵</td>
<td>1.45</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>9.65</td>
<td>3.66</td>
<td>8.70·10⁻⁵</td>
<td>1.45</td>
</tr>
</tbody>
</table>

Table E.2: Inherent bias (no error in system parameters) – *RMS Bias* [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPlIntTriang-4CR</td>
<td>2.57</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>2.57</td>
<td>9.53·10⁻¹</td>
<td>1.29·10⁻⁵</td>
<td>2.37·10⁻¹</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>2.57</td>
<td>9.53·10⁻¹</td>
<td>1.29·10⁻⁵</td>
<td>2.37·10⁻¹</td>
</tr>
</tbody>
</table>

Table E.3: Effect of error in the coordinates of the light sources – Error in *l₁ₓ* = 10 mm – *MAX Bias* [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPlIntTriang-4CR</td>
<td>9.65</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>9.65</td>
<td>5.56</td>
<td>5.49</td>
<td>5.52</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>9.65</td>
<td>5.39</td>
<td>5.40</td>
<td>5.44</td>
</tr>
</tbody>
</table>

Table E.4: Effect of error in the coordinates of the light sources – Error in *l₁ₓ* = 10 mm – *RMS Bias* [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPlIntTriang-4CR</td>
<td>4.45</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>3.19</td>
<td>2.35</td>
<td>2.18</td>
<td>2.22</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>3.23</td>
<td>2.40</td>
<td>2.24</td>
<td>2.28</td>
</tr>
</tbody>
</table>
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Table E.5: Effect of error in the coordinates of the light sources – Error in \( l_{1,y} = 10 \) mm – \( MAX \) Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>9.65</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>9.65</td>
<td>7.40</td>
<td>7.10</td>
<td>7.10</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>9.65</td>
<td>6.16</td>
<td>5.90</td>
<td>5.90</td>
</tr>
</tbody>
</table>

Table E.6: Effect of error in the coordinates of the light sources – Error in \( l_{1,y} = 10 \) mm – \( RMS \) Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>3.70</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>3.31</td>
<td>2.45</td>
<td>2.25</td>
<td>2.27</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>3.53</td>
<td>2.79</td>
<td>2.54</td>
<td>2.57</td>
</tr>
</tbody>
</table>

Table E.7: Effect of error in the coordinates of the light sources – Error in \( l_{1,z} = 10 \) mm – \( MAX \) Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>9.65</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>9.65</td>
<td>3.66</td>
<td>3.16</td>
<td>3.17</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>9.65</td>
<td>3.66</td>
<td>3.14</td>
<td>3.15</td>
</tr>
</tbody>
</table>

Table E.8: Effect of error in the coordinates of the light sources – Error in \( l_{1,z} = 10 \) mm – \( RMS \) Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>3.39</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>2.91</td>
<td>1.51</td>
<td>1.02</td>
<td>1.03</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>2.93</td>
<td>1.53</td>
<td>1.05</td>
<td>1.06</td>
</tr>
</tbody>
</table>
Table E.9: Effect of error in the coordinates of the light sources – Error in $l_{z,x} = 10$ mm – MAX Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>9.76</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>6.58</td>
<td>5.61</td>
<td>5.05</td>
<td>5.04</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>5.76</td>
<td>5.37</td>
<td>5.10</td>
<td>4.96</td>
</tr>
</tbody>
</table>

Table E.10: Effect of error in the coordinates of the light sources – Error in $l_{z,x} = 10$ mm – RMS Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>5.11</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>3.45</td>
<td>3.25</td>
<td>3.28</td>
<td>3.30</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>3.35</td>
<td>3.50</td>
<td>3.62</td>
<td>3.63</td>
</tr>
</tbody>
</table>

Table E.11: Effect of error in the coordinates of the light sources – Error in $l_{z,y} = 10$ mm – MAX Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>13.21</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>15.05</td>
<td>9.38</td>
<td>8.07</td>
<td>8.10</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>12.75</td>
<td>8.05</td>
<td>7.90</td>
<td>7.93</td>
</tr>
</tbody>
</table>

Table E.12: Effect of error in the coordinates of the light sources – Error in $l_{z,y} = 10$ mm – RMS Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>4.96</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>6.33</td>
<td>5.40</td>
<td>4.87</td>
<td>4.80</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>5.89</td>
<td>4.97</td>
<td>4.50</td>
<td>4.47</td>
</tr>
</tbody>
</table>
Table E.13: Effect of error in the coordinates of the light sources – Error in $l_{z,2}$ = 10 mm – MAX Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>7.76</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>7.66</td>
<td>3.08</td>
<td>2.64</td>
<td>2.89</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>7.31</td>
<td>3.05</td>
<td>2.62</td>
<td>3.23</td>
</tr>
</tbody>
</table>

Table E.14: Effect of error in the coordinates of the light sources – Error in $l_{z,2}$ = 10 mm – RMS Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>2.75</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>2.46</td>
<td>1.64</td>
<td>1.70</td>
<td>1.75</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>2.33</td>
<td>1.69</td>
<td>1.84</td>
<td>1.89</td>
</tr>
</tbody>
</table>

Table E.15: Effect of error in the coordinates of the light sources – Error in $l_{z,3}$ = 10 mm – MAX Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>9.65</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>9.65</td>
<td>6.96</td>
<td>6.67</td>
<td>6.69</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>9.65</td>
<td>5.90</td>
<td>5.82</td>
<td>5.84</td>
</tr>
</tbody>
</table>

Table E.16: Effect of error in the coordinates of the light sources – Error in $l_{z,3}$ = 10 mm – RMS Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>2.50</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>3.88</td>
<td>3.50</td>
<td>3.52</td>
<td>3.53</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>3.51</td>
<td>2.88</td>
<td>2.83</td>
<td>2.85</td>
</tr>
</tbody>
</table>
Table E.17: Effect of error in the coordinates of the light sources – Error in $l_{3,y} = 10$ mm – MAX Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>9.79</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>9.65</td>
<td>6.40</td>
<td>6.18</td>
<td>6.15</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>9.65</td>
<td>6.33</td>
<td>5.64</td>
<td>5.63</td>
</tr>
</tbody>
</table>

Table E.18: Effect of error in the coordinates of the light sources – Error in $l_{3,y} = 10$ mm – RMS Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>5.05</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>4.09</td>
<td>3.21</td>
<td>2.94</td>
<td>2.93</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>3.98</td>
<td>3.20</td>
<td>3.00</td>
<td>2.98</td>
</tr>
</tbody>
</table>

Table E.19: Effect of error in the coordinates of the light sources – Error in $l_{3,z} = 10$ mm – MAX Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>9.65</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>9.65</td>
<td>3.66</td>
<td>3.64</td>
<td>3.65</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>9.65</td>
<td>3.66</td>
<td>3.15</td>
<td>3.15</td>
</tr>
</tbody>
</table>

Table E.20: Effect of error in the coordinates of the light sources – Error in $l_{3,z} = 10$ mm – RMS Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>3.58</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>2.90</td>
<td>1.78</td>
<td>1.58</td>
<td>1.62</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>3.03</td>
<td>1.87</td>
<td>1.59</td>
<td>1.64</td>
</tr>
</tbody>
</table>
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Table E.21: Effect of error in the coordinates of the light sources – Error in $l_{4x} = 10$ mm – MAX Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>14.98</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>13.75</td>
<td>9.31</td>
<td>9.00</td>
<td>8.99</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>15.35</td>
<td>9.55</td>
<td>9.22</td>
<td>9.21</td>
</tr>
</tbody>
</table>

Table E.22: Effect of error in the coordinates of the light sources – Error in $l_{4x} = 10$ mm – RMS Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>9.62</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>7.62</td>
<td>6.57</td>
<td>5.86</td>
<td>5.82</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>7.89</td>
<td>6.76</td>
<td>6.02</td>
<td>5.97</td>
</tr>
</tbody>
</table>

Table E.23: Effect of error in the coordinates of the light sources – Error in $l_{4y} = 10$ mm – MAX Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>9.50</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>6.70</td>
<td>6.51</td>
<td>5.14</td>
<td>5.20</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>6.84</td>
<td>3.60</td>
<td>3.00</td>
<td>3.42</td>
</tr>
</tbody>
</table>

Table E.24: Effect of error in the coordinates of the light sources – Error in $l_{4y} = 10$ mm – RMS Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>4.34</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>3.42</td>
<td>3.39</td>
<td>3.15</td>
<td>3.24</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>2.68</td>
<td>2.17</td>
<td>2.06</td>
<td>2.15</td>
</tr>
</tbody>
</table>
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#### Table E.25: Effect of error in the coordinates of the light sources – Error in $l_{4,z} = 10$ mm – MAX Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>8.21</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>8.15</td>
<td>2.45</td>
<td>1.49</td>
<td>2.42</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>8.64</td>
<td>2.66</td>
<td>0.92</td>
<td>1.99</td>
</tr>
</tbody>
</table>

#### Table E.26: Effect of error in the coordinates of the light sources – Error in $l_{4,z} = 10$ mm – RMS Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>2.55</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>2.37</td>
<td>0.86</td>
<td>0.55</td>
<td>0.67</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>2.44</td>
<td>0.85</td>
<td>0.37</td>
<td>0.51</td>
</tr>
</tbody>
</table>

#### Table E.27: Effect of error in the camera parameters – Error in $o_{1,x} = 1$ mm – MAX Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>9.76</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>9.85</td>
<td>3.86</td>
<td>0.55</td>
<td>1.00</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>9.78</td>
<td>3.79</td>
<td>0.49</td>
<td>1.05</td>
</tr>
</tbody>
</table>

#### Table E.28: Effect of error in the camera parameters – Error in $o_{1,x} = 1$ mm – RMS Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>2.61</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>2.63</td>
<td>1.01</td>
<td>0.21</td>
<td>0.21</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>2.62</td>
<td>1.00</td>
<td>0.20</td>
<td>0.23</td>
</tr>
</tbody>
</table>
Table E.29: Effect of error in the camera parameters – Error in $o_{1,y} = 1$ mm – $MAX$ $Bias$ [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>9.53</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>67.02</td>
<td>91.41</td>
<td>failed</td>
<td>failed</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>10.92</td>
<td>12.57</td>
<td>33.23</td>
<td>33.82</td>
</tr>
</tbody>
</table>

Table E.30: Effect of error in the camera parameters – Error in $o_{1,y} = 1$ mm – $RMS$ $Bias$ [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>2.53</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>33.28</td>
<td>39.08</td>
<td>failed</td>
<td>failed</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>3.29</td>
<td>6.27</td>
<td>14.00</td>
<td>15.27</td>
</tr>
</tbody>
</table>

Table E.31: Effect of error in the camera parameters – Error in $o_{1,z} = 1$ mm – $MAX$ $Bias$ [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>9.16</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>35.53</td>
<td>42.41</td>
<td>46.72</td>
<td>44.41</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>8.41</td>
<td>4.18</td>
<td>13.58</td>
<td>19.60</td>
</tr>
</tbody>
</table>

Table E.32: Effect of error in the camera parameters – Error in $o_{1,z} = 1$ mm – $RMS$ $Bias$ [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>2.43</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>16.60</td>
<td>17.06</td>
<td>18.28</td>
<td>17.90</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>2.10</td>
<td>1.83</td>
<td>5.73</td>
<td>7.48</td>
</tr>
</tbody>
</table>
Table E.33: Effect of error in the camera parameters – Error in $\theta_{\text{cam},1} = 0.1^\circ$ – MAX Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>9.78</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>11.72</td>
<td>10.39</td>
<td>9.03</td>
<td>8.68</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>9.99</td>
<td>3.88</td>
<td>2.08</td>
<td>3.49</td>
</tr>
</tbody>
</table>

Table E.34: Effect of error in the camera parameters – Error in $\theta_{\text{cam},1} = 0.1^\circ$ – RMS Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>2.62</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>4.63</td>
<td>4.35</td>
<td>3.90</td>
<td>3.73</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>2.72</td>
<td>1.05</td>
<td>0.70</td>
<td>1.17</td>
</tr>
</tbody>
</table>

Table E.35: Effect of error in the camera parameters – Error in $\theta_{\text{cam},1} = 1^\circ$ – MAX Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>11.05</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>154.20</td>
<td>732.38</td>
<td>failed</td>
<td>failed</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>13.03</td>
<td>71.58</td>
<td>failed</td>
<td>failed</td>
</tr>
</tbody>
</table>

Table E.36: Effect of error in the camera parameters – Error in $\theta_{\text{cam},1} = 1^\circ$ – RMS Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>3.29</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>55.57</td>
<td>105.13</td>
<td>failed</td>
<td>failed</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>4.18</td>
<td>19.79</td>
<td>failed</td>
<td>failed</td>
</tr>
</tbody>
</table>
### Table E.37: Effect of error in the camera parameters – Error in $\phi_{\text{cam,1}} = 0.1^\circ$ – MAX Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPlIntTriang-4CR</td>
<td>9.71</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>116.81</td>
<td>254.61</td>
<td>failed</td>
<td>failed</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>11.47</td>
<td>32.42</td>
<td>89.67</td>
<td>90.57</td>
</tr>
</tbody>
</table>

### Table E.38: Effect of error in the camera parameters – Error in $\phi_{\text{cam,1}} = 0.1^\circ$ – RMS Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPlIntTriang-4CR</td>
<td>2.60</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>52.62</td>
<td>76.88</td>
<td>failed</td>
<td>failed</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>3.63</td>
<td>14.32</td>
<td>30.97</td>
<td>31.93</td>
</tr>
</tbody>
</table>

### Table E.39: Effect of error in the camera parameters – Error in $\phi_{\text{cam,1}} = 1^\circ$ – MAX Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPlIntTriang-4CR</td>
<td>10.18</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>1412.09</td>
<td>failed</td>
<td>failed</td>
<td>failed</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>81.10</td>
<td>failed</td>
<td>failed</td>
<td>failed</td>
</tr>
</tbody>
</table>

### Table E.40: Effect of error in the camera parameters – Error in $\phi_{\text{cam,1}} = 1^\circ$ – RMS Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPlIntTriang-4CR</td>
<td>2.95</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>589.08</td>
<td>failed</td>
<td>failed</td>
<td>failed</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>25.76</td>
<td>failed</td>
<td>failed</td>
<td>failed</td>
</tr>
</tbody>
</table>
### Table E.41: Effect of error in the camera parameters – Error in $\kappa_{cam,1} = 0.1^\circ$ – MAX Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPlIntTriang-4CR</td>
<td>9.45</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>11.62</td>
<td>7.00</td>
<td>6.44</td>
<td>6.22</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>9.41</td>
<td>3.45</td>
<td>1.53</td>
<td>3.26</td>
</tr>
</tbody>
</table>

### Table E.42: Effect of error in the camera parameters – Error in $\kappa_{cam,1} = 0.1^\circ$ – RMS Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPlIntTriang-4CR</td>
<td>2.57</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>3.18</td>
<td>2.19</td>
<td>1.83</td>
<td>1.77</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>2.51</td>
<td>0.89</td>
<td>0.39</td>
<td>0.68</td>
</tr>
</tbody>
</table>

### Table E.43: Effect of error in the camera parameters – Error in $\kappa_{cam,1} = 1^\circ$ – MAX Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPlIntTriang-4CR</td>
<td>8.24</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>80.97</td>
<td>102.79</td>
<td>failed</td>
<td>failed</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>7.37</td>
<td>24.99</td>
<td>54.52</td>
<td>57.95</td>
</tr>
</tbody>
</table>

### Table E.44: Effect of error in the camera parameters – Error in $\kappa_{cam,1} = 1^\circ$ – RMS Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPlIntTriang-4CR</td>
<td>3.36</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>21.29</td>
<td>25.69</td>
<td>failed</td>
<td>failed</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>2.62</td>
<td>7.43</td>
<td>14.94</td>
<td>16.17</td>
</tr>
</tbody>
</table>
Table E.45: Effect of error in the camera parameters – Error in focusing distance $c_1 = 50 \text{ mm}$ – MAX Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>10.61</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>12.73</td>
<td>7.56</td>
<td>6.82</td>
<td>6.53</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>10.34</td>
<td>4.41</td>
<td>1.24</td>
<td>2.30</td>
</tr>
</tbody>
</table>

Table E.46: Effect of error in the camera parameters – Error in focusing distance $c_1 = 50 \text{ mm}$ – RMS Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>2.90</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>3.43</td>
<td>2.45</td>
<td>1.99</td>
<td>1.89</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>2.86</td>
<td>1.22</td>
<td>0.40</td>
<td>0.68</td>
</tr>
</tbody>
</table>

Table E.47: Effect of error in the camera parameters – Error in $o_Y$ for both cameras = 10 mm – MAX Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>9.73</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>8.91</td>
<td>3.07</td>
<td>2.88</td>
<td>4.10</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>9.51</td>
<td>3.68</td>
<td>2.35</td>
<td>3.57</td>
</tr>
</tbody>
</table>

Table E.48: Effect of error in the camera parameters – Error in $o_Y$ for both cameras = 10 mm – RMS Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPIIntTriang-4CR</td>
<td>2.64</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>2.42</td>
<td>0.92</td>
<td>0.95</td>
<td>1.11</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>2.50</td>
<td>0.96</td>
<td>0.85</td>
<td>0.99</td>
</tr>
</tbody>
</table>
Table E.49: Effect of error in the camera parameters – Error in $\varphi_{\text{cam. pair}} = 1^\circ$ – MAX Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPlIntTriang-4CR</td>
<td>9.59</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>9.62</td>
<td>3.64</td>
<td>1.29</td>
<td>1.31</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>9.80</td>
<td>3.82</td>
<td>1.32</td>
<td>1.30</td>
</tr>
</tbody>
</table>

Table E.50: Effect of error in the camera parameters – Error in $\varphi_{\text{cam. pair}} = 1^\circ$ – RMS Bias [mm]

<table>
<thead>
<tr>
<th>Method</th>
<th>PCTriang</th>
<th>PCTriangRefr</th>
<th>PB</th>
<th>PB-EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPlIntTriang-4CR</td>
<td>2.68</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CNoPlInt-3CR</td>
<td>2.55</td>
<td>0.99</td>
<td>0.48</td>
<td>0.51</td>
</tr>
<tr>
<td>CNoPlInt-4CR</td>
<td>2.54</td>
<td>1.03</td>
<td>0.60</td>
<td>0.60</td>
</tr>
</tbody>
</table>