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ABSTRACT

Predictive biomarkers are covariates that interact with treatment in relation to the outcome and thus, predictive biomarkers are characterized by interactions between the treatment and covariates. Many questions remain unanswered in this topic: What is the best design for detecting and validating a predictive biomarker? What can be the sample size required? What could be the statistical methods used to identify those interactions? The major problem of interaction tests is that they lack power, so that a very large trial would be required for the test to reach significance. The identification of a predictive factor becomes difficult if interactions of higher orders have to be investigated. We discussed the use of Martingale residuals combined with the classification and regression trees (CART) to identify which could be the optimal cut point in a continuous marker through data simulation. Our findings using these methods were very close to the expected results given the parameters of the simulation. Our conclusion is that the CART applied to Martingale residuals can be the good alternative of identifying predictive biomarkers. In practice we may need a cut point for a predictive biomarker so that we can know who among patients can benefit from the treatment and those who may be harmed by the treatment, especially when drugs are highly toxic.
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RESUME

Les biomarqueurs prédictifs sont des covariables qui interagissent avec le traitement vis à vis du résultat et donc, les biomarqueurs prédictifs sont caractérisés par des interactions entre le traitement et les autres covariables. Plusieurs questions restent sans réponse sur ce sujet: Quelle est la bonne méthode pour détecter et valider un biomarqueur prédictif? Quelle serait la taille d'échantillon requise? Quelles seraient les méthodes statistiques à utiliser pour identifier ces interactions? Le problème majeur des tests d'interaction est qu'ils ont une faible puissance statistique, et qu'une grande taille d'échantillon serait requise pour que le test soit significatif. L'identification d'un facteur prédictif devient plus difficile lorsqu'on étudie les interactions d'ordre supérieur. Nous avons discuté l'utilisation des résidus de Martingale combinée à l'arbre de régression et de classification (CART) pour identifier, à travers des simulations des données, le point de coupe optimal dans le cas d'un facteur continu. Nos résultats, utilisant ces méthodes, ont été très proches des résultats escomptés connaissant les paramètres de simulation. Notre conclusion est que le CART appliqué aux résidus de Martingale peut être une alternative dans l'identification des biomarqueurs prédictifs. En pratique, nous pouvons avoir besoin de déterminer un point de coupe pour un facteur prédictif pour que nous sachions qui parmi les patients peut bénéficier du traitement et ceux dont ce traitement peut être nocif, plus spécialement lorsque le médicament est hautement toxique.


BACKGROUND

Biomarkers play an increasing role in the development of new treatments, mainly for cancer treatments. A biomarker can be formally defined as a characteristic that is objectively measured and evaluated as an indicator of normal biological processes, pathogenic processes, or pharmacologic responses to a therapeutic intervention [1, 2].

Biomarkers can be broadly classified as prognostic markers (associated with disease outcome) or predictive markers (associated with drug response) [3].

Predictive biomarkers are characterized by an interaction between the treatment group and covariates, where the treatment can be beneficial in one group of patients and be harmful in another group of patients with respect to their characteristics [4, 5]. We need therefore to test interactions between the effect of treatment and the biomarker status. However, the statistical significance is always the main challenge in the interaction identification. In our case, we will consider a prospective way of identifying predictive biomarkers trough a randomized clinical trial. We shall focus our attention on predictive biomarkers and discuss these challenges on interaction identification and try to bring some answers on what could be the statistical methods used to identify those interactions? Our work will be based on clinical trials, mainly where survival analysis is used and the CART [6, 7] applied to Martingale residuals was used on simulated data.

METHODS

As predictive biomarkers are widely used in cancer clinical trials, we assumed that our data concerned cancer patients, receiving 2 types of treatment, an experimental treatment compared to a standard treatment. We also assumed that some patients have a kind of mutation which was expressed by a high level of biomarker concentration.
We have generated survival data from simulations. The aim of these simulations was to generate datasets that can be used to identify interactions between the treatment and covariates. Once interactions are specified by a Cox model, we need to identify a possible cut point justifying those interactions. We will introduce an interaction which is highly significant in a normally distributed biomarker with a predefined cut point, and compare the results of CART splits with the expected results.

The other covariates will be: age of the patient, the sex, the weight and the biomarker level which can be considered as the number of mutations as it is the case in cancer clinical trials. We will assume that patients were randomly assigned to two treatments (an Experimental treatment and a Standard treatment). The censoring variable will be death and the time will be assigned so that the survival curves follow an exponential distribution.

**Simulation software and Sample size**

We used the R software for simulation. R is a statistical computer program made available through the Internet under the General Public License (GPL). R provides an environment in which you can perform statistical analysis and produce graphics. As using function runif generates almost different sets of random numbers, we set the random number seed (set.seed(i)) before generating the number, in order to get the same results across data simulations, as we want the results to be reproducible. For our scenario, the sample size was 500 patients (400 without mutation and 100 with mutation) in both treatment groups with a well balanced ratio 1:1. Our variable of interest is “time” which is the time-to-failure in days. The dataset will help us to analyze time of death in days among the 2 treatment groups (Experimental treatment and Standard treatment). The censoring variable is death with 1 as dead or 0 as censored.

**Analysis**

We analyzed our data in the intention-to-treat population, and all data have been considered. The primary end point was considered as the progression-free survival as commonly used in cancer trials. The aim was to determine the interaction test using the Cox model. The Kaplan Meier estimations were performed to estimate survival curves in the two treatment groups and the log-rank test used to compare them.

We realized our analysis on the basis of Martingale residuals with the idea of identifying the optimal cut point for a biomarker. A Cox model was performed on patients under standard treatment, and this model was applied to the experimental treatment dataset. Then we get Martingale residuals which were divided into 2 groups and create a new variable named “target”: positive martingale residuals were coded 1 and those which are negative or equal to zero were coded 0. We therefore performed a CART with target as our variable of interest. This method gave us the cut point for the covariates which are in interaction with the treatment. Each time we got a cut point, we tried to estimate Kaplan Meier curves within the two datasets created and compare differences.

We used R software to analyze our simulated data. The survival analysis and Cox model were performed using the package called survival described by Terry Therneau [8] and ported to R software by Thomas Lumley [9], whereas CART were performed with the package named party. Kaplan-Meier estimator for survival function was done with a function called survfit. Computing the log-rank test was done by the function survdiff of R software, whereas computing Cox model was performed by the function coxph.

**RESULTS**

We would like to set one value to be considered as a cut point. We chose the value 225.65, which divides our data set into 2 sub data sets in the proportion of 0.80 and 0.20 respectively.

The marker variable has the mean of 178.2 and standard deviation of 58.33 and is normally distributed. The minimum was 0.41 while the maximum was 357.95. The cut point was set to 225.65 so that the 20% upper values will be considered as mutation group.
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Figure 1: Biomarker distribution

The marker variable has the mean of 178.2 and standard deviation of 58.33 and is normally distributed. The minimum was 0.41 while the maximum was 357.95. The cut point was set to 225.65 so that the 20% upper values will be considered as mutation group. The Figure 2(a) shows that the medians of the biomarker value among patients with and without mutation were different and were high in the mutation group as predefined (biomarker level above 225.65). However, patients were randomized in the two treatment groups with a well balanced distribution (Figure 2(b)).

Figure 3 shows the Kaplan Meier estimation of progression-free survival curves for the two treatment groups. The progression-free survival for Standard treatment group is less than the one for Experimental group. The log-rank test
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(p = 0.0346) was significant to reject the null hypothesis of the equality over strata. Hazard ratio (Standard versus Experimental) was 1.3025 and 95% CI = [1.018; 1.666], thus there is a significant difference between the two hazard rates at the significance level $\alpha = 0.05$ (p = 0.0965).

![Figure 2: Box plots for the variable "biomarker" by mutation and treatment groups respectively](image)

![Figure 3: Kaplan-Meier curves for Progression-free survival](image)

Table 1: Cox model fitting for all covariates

| Parameter     | Parameter Estimate | Standard Error | Pr(>|z|) | Hazard Ratio | 95% Hazard Ratio Confidence Limits |
|---------------|--------------------|----------------|---------|--------------|-----------------------------------|
| age           | -0.026184          | 0.010404       | 0.911841| 0.9742       | 0.9545 0.9942                     |
| weight        | -0.005896          | 0.015738       | 0.707919| 0.9941       | 0.9639 1.0253                     |
| treat         | 1.579579           | 0.397665       | 7.12e-05| 4.8529       | 2.2259 10.5802                   |
| marker        | 0.009984           | 0.003394       | 0.003265| 1.0100       | 1.0033 1.0168                     |
| treat*marker  | -0.007383          | 0.002128       | 0.00522 | 0.9926       | 0.9885 0.9968                     |
We have tested all covariates using Cox model including interactions between treatment and biomarker. There was a high interaction effect between the treatment and the biomarker at the significance level $\alpha = 0.05$. We therefore have reason to believe that the biomarker level can be the predictive biomarker and we need to use Martingale residuals and CART to try to find whether there can be some cut point to distinguish how patients behave on treatment with respect to their characteristics.

**DISCUSSION**

In this work, we focus our attention on predictive biomarkers in cancer clinical trials. The identification of predictive factors is of great interest in Medicine. Clinicians want to know which therapy will be effective in a particular patient [10]. Predictive biomarkers, which predict the likely response of patients to specific treatments, require more extensive data for validation, specifically large randomized clinical trials and meta-analysis [5]. We use the term predictive to describe an interaction between a factor and a treatment [11]. Interactions of high order are the ones that are difficult to identify.

The main question is why a patient under the new therapy lives longer or shorter than the average or than patients under the standard treatment. Several reasons are possible: (1) it could be by chance; (2) the patient could have a better or a worse prognosis than the average or (3) there could be some patients with a positive or negative reaction to the new treatment [10], hence the role of predictive factor for the difference in survival [12].

The main objective of our study was to assess the interaction effect when we have a continuous factor using methods described in the literature. We chose to use the Martingale residuals approach combined with the classification and regression tree. This method proposed by Ulm et al. (2006) suggests that it is possible to detect also interactions of high order [10].

We applied this approach on simulated data. The idea of this procedure is to test whether a good model which describes well the patients on standard treatment (say, prognostic model) can also fit with the patients on the new treatment. Patients whose outcomes are not well described by the prognostic model are the ones we are interested in. The deviation from the prognostic model is measured by Martingale residuals and we look for similarities among those patients using the CART. Patients who have event after predicted time by the model have large negative Martingale residuals. These patients may benefit from the new treatment. On the other hand there will be patients who have event before predicted time. These patients will have positive Martingale residuals and may be harmed...
by the new therapy [10]; all censored patients will have Martingale residuals which are negative or equal to zero. In the study, we analyzed simulated data where the experimental treatment was overall superior to the standard treatment. However, it was possible to identify a subgroup of patients who seem to be harmed by the new therapy or in other words patients who do not benefit from the new treatment.

One should keep in mind that these analyses have to be taken into account with additional considerations as the results might be due to chance. Therefore, it is the best advice to report them sceptically as hypotheses to be investigated in other studies and to validate them [13]. Assmann et al in 2000 state that the investigators should be cautious when undertaking subgroup analysis: the findings are always exploratory and one should avoid over interpretation [14]. There can be also the effect of small sample size across subgroups and not really a clinical difference among treatment groups.

With CART, we can get a cut point to be used in splitting patients among 2 different subgroups with respect to the reaction on the treatment. In practice, a cut point is needed to know which patient can benefit from the treatment and which patient can be harmed by the treatment.

The determination of a cut point is based to a single fitted model, and the generalization of the cut point can bring some issues. There is a potential of over fitting if an optimal cut point is determined in one dataset. We need to know whether the method is robust enough so that the cut point can be accepted as optimal; otherwise, the cut point should be restricted to data which have been used to estimate it.

The method of Martingale residuals combined with CART is useful when we have a continuous biomarker variable and when we think there is a possibility of high order interactions. A simple Cox model is useful to detect interactions, but in practice, we need also to identify which patients can benefit from the new treatment. We can therefore estimate hazard ratios among different subgroups of patients and compare them.

We can not therefore rule out that the results are influenced by the play of chance. There is a need to do many simulations to get a distribution (rather than a single estimate) for the parameters of interest. Many simulations could confirm the robustness of estimates and thus, we recommend another study to pursue this work. No consensus yet exists on processes or standards for pragmatic evaluation and adoption of biomarkers and surrogate end points in the absence of robust statistical validation [5].

**CONCLUSION**

This study shows that the Martingale residuals combined with the CART can be used to identify interaction effect between treatment and the biomarker. We simulated data where the biomarker was a continuous variable and got cut points using CART procedure. Estimated cut points were close to those expected. We can not rule out the effect of chance in the estimation of optimal cut point as we analyzed each time a single simulation. Another study is needed in order to make a large number of simulations and get a distribution of parameters: this can give an idea on how the approach is robust and how an optimal cut point can be estimated. It is also important that the methods be applied on real data and be compared to other available methods.
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