Malignancy in dermatomyositis: A Bayesian Belief Network approach
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ABSTRACT

Background: Dermatomyositis (DMS) is an inflammatory disease affecting the muscle and the skin and is known to be associated with a definite risk of malignancy. Extensive malignancy screening may not be cost-effective in all patients. Several predictive factors have been postulated in DMS. Aims: This study attempts to build a Bayesian Belief Network model based on data available from literature to assign a numerical risk to each patient by taking the predictive factors into consideration. Methods: Relevant frequency data was collected from literature reports of dermatomyositis cases for four independent factors: age over 40, male sex, elevated erythrocyte sedimentation rate (ESR) and cutaneous necrosis. The model had ‘malignancy risk’ as the single decision variable. All evidence nodes had only two outcomes. The model was constructed using the GeNe modeling environment and the user interface was implemented using VisualBasic.NET. Results: Four studies provided data for 151 DMS patients out of which 44 patients had malignancy. The constructed model had one decision node and four evidence nodes. The software to calculate the numerical risk is available for download from http://www.gulfdoctor.net/derm/dmbbn.htm. Conclusion: Bayesian Belief networks (BBN) can be used in situations like this where predictive factors are clearly associated with uncertainty. However, the present model may still be inaccurate because of the lack of reliable data and extensive testing.
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INTRODUCTION

Dermatomyositis (DMS) is a rare inflammatory disease with cutaneous and muscle manifestations. Despite a few reports to the contrary, dermatomyositis is widely accepted as a definite risk factor for internal malignancy with rates varying from 10 to 50%.[5] However, studies have shown that age should not be the only consideration in risk assessment.[6] Several other factors including male sex,[3] ESR,[7] skin lesions,[8] muscle biopsy findings[9] and enzyme levels[6] have been suggested as probable predictive factors. However, none of the factors consistently appeared in these studies.

The type of malignancy also varies considerably with sex and geographic location with ovarian and breast carcinoma predominating in women and lung cancer in men.[6] However, Asian studies have reported nasopharyngeal carcinoma as the most common type of malignancy associated with DMS.[3,4] Thus, with the reports of varied types of carcinoma associated with DMS, malignancy screening in DMS can be time-consuming and expensive.

For cost-effectiveness, it might be important to develop a system to assess the potential risk of developing malignancy in individual patients. Several predictive factors have been described over the years with the age of the patient being the most important.[5] However, studies have shown that age should not be the only consideration in risk assessment.[6] Several other factors including male sex,[3] ESR,[7] skin lesions,[8] muscle biopsy findings[9] and enzyme levels[6] have been suggested as probable predictive factors. However, none of the factors consistently appeared in these studies.

In this scenario where different factors contribute an uncertain risk to the development of malignancy, Bayesian Belief Networks (BBN) could provide an effective method of knowledge representation and risk calculation thereby helping clinicians to decide whether to adopt an aggressive cancer screening procedure.

BBN is a graphical structure with “nodes” to represent variables and directed arcs (or links) representing relations among them.[10] The simplest form of BBN with a single “decision node” representing the malignancy risk and multiple “evidence nodes” representing predictive factors is...
sufficient for our purpose. Conditional probability matrices defining the probability of finding a factor given the outcome were extracted from literature references to build a BBN.

Using the BBN involves entering the “evidence” for a particular patient to assess the malignancy. A software was built in VB.NET for this purpose and was made freely available.

**METHODS**

A literature search was done using Pubmed for articles on malignancy in dermatomyositis during the last 15 years from 1991 to 2006. Case reports, studies not discriminating polymyositis (PM) from dermatomyositis and studies of any single type of malignancy were excluded. The probable predictive factors identified were age,

sex,

increased ESR,

cutaneous necrosis,

muscle enzymes,

interstitial lung diseases,

amyopathic dermatomyositis,

muscle biopsy findings,

constitutional symptoms,

rapid onset of disease and Raynaud’s phenomena.

BBN makes the assumption that conditional probabilities are independent of each other. However, the variables corresponding to the various muscle enzymes could be closely interrelated and correlated with the presence of cutaneous necrosis. Hence, muscle enzymes were excluded from the model. Interstitial lung disease could be an independent risk factor for malignancy even without PM-DMS. Although amyopathic dermatomyositis (ADM) showed an increased association with malignancy, it cannot be considered independent from the other factors. Additionally, although “targetoid fiber” as a histopathological finding showed an association with malignancy, the results were inconclusive. Hence, these factors were also excluded from the model. Though constitutional symptoms, rapid onset of myositis and Raynaud’s phenomenon were identified as significant factors in a single study, the available data did not discriminate between PM and DMS.

A prior probability has to be assigned to the only decision node, ‘Malignancy Risk’. This was calculated by dividing the total number of patients with malignancy in the studies contributing evidence by the total number of patients included in these studies.

BBN requires data in the form of a “conditional probability matrix” (CPM). To define the CPM for each factor, the percentages of patients with the factor in the malignancy group and the no-Malignancy group must be available. Fortunately that data was available for the remaining predictive factors—age, sex, ESR and cutaneous necrosis.

In the study which provided evidence for age, all the patients with malignancy (although this was a small sample size) were over the age of 40. This evaluates to a probability of 100% for ages over 40. A probability of 100% is extremely rare in clinical situations and a probability model may behave unexpectedly if 100% probability is assigned. Hence, probability for this factor was adjusted to 99%.

The model was constructed using the GeNiie modeling environment developed by the Decision Systems Laboratory of the University of Pittsburgh (http://dsl.sis.pitt.edu). The user interface was implemented using VisualBasic.NET.

**RESULTS**

Four studies provided the data for conditional probability matrix [Table 1]. A total of 151 DMS patients were present in these studies out of which 44 patients had malignancy. Hence, the prior probability of the decision variable was set at 0.29 (29%). The conditional probabilities of the four evidence variables (age > 40, male sex, ESR > 35 mm/h and cutaneous necrosis) derived from the relevant studies are listed in Table 1. All evidence variables had only two probable values (present or absent). The constructed model is shown in Figure 1. The implementation is available for download.
DISCUSSION

Although the paraneoplastic nature of a subset of dermatomyositis cases is clearly demonstrated, its association with several disparate malignancies makes extensive malignancy screening difficult and expensive.[6,16] Several predictive factors were identified, however, no factor consistently showed significance in multivariate analysis.[3] This may be due to limitations in sample size as dermatomyositis is a rare condition. However, a malignancy risk assessment is important in the management of DMS patients. As the importance of each predictive factor in the causation of malignancy is clearly associated with uncertainty, a BBN may be useful in assigning a numerical risk to the patient with reasonable accuracy.

In BBN, uncertainty is represented by conditional probabilities which express the likelihood of the predictive factor being present if malignancy is present or absent in the patient.[17] For this, the assumption has to be made that the conditional probabilities are independent of each other.[13] Conditional probabilities can be derived from actual frequency data, published data or personal experience. In this study, probabilities are derived from published frequency data.

Conditional probability matrix construction is the most crucial step in a BBN model. Relevant frequency data was available for four factors as mentioned in the previous section. The constructed BBN model had only four evidence nodes and one decision node and was simple as the evidence had only two probable values. A BBN is more useful if a user interface is available to enter the evidence and to compute the risk for a given patient.[18] Such an interface was constructed and made freely available.

Bayesian Belief Network algorithm has been extensively researched by Pearl.[19] Bayesian Belief networks have been successfully used in several other areas.[20-23] BBN has successfully been used in dermatology mainly for melanoma studies.[24,25]

The main drawback with the current study is that only four factors could be included in the model though several other predictive factors were suspected. Only one study per factor was available for data collection. The sample size was limited in the selected studies. A BBN should ideally be tested based on patient data with the model being further improved based on performance.[15] However, this was not performed because of the lack of a reliable series of patient data.

This clinically significant study demonstrates the usefulness of BBN in the assessment of malignancy risk in DMS. However, the model needs further refinement using more data, proper testing and input from experts.
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