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The Tokai to Kamioka (T2K) experiment is a long-baseline neutrino oscillation experiment based in Japan. An off-axis, high purity muon neutrino ($\nu_\mu$) beam is produced at the Japan Proton Accelerator Research Complex by colliding a proton beam with a graphite target. The neutrinos are detected at a near detector complex (ND280), situated 280 m from the neutrino production target, and the Super-Kamiokande (SK) far detector at 295 km. This thesis first outlines current knowledge and challenges in the physics of neutrinos, then describes the T2K beam and detectors, including a novel optical transition radiation monitor for precisely measuring the proton beam in order to determine the neutrino beam direction. A framework for evaluating the uncertainties in neutrino interactions and pion hadronic interactions in ND280 and SK is presented. A new SK event reconstruction algorithm is described and the SK detector systematic errors are evaluated based on atmospheric neutrino and cosmic ray muon data. These developments are used in a Markov Chain Monte Carlo neutrino oscillation analysis of the T2K Run 1 – 4 data corresponding to $0.657 \times 10^{21}$ protons on target. The analysis simultaneously considers the 2013 ND280 $\nu_\mu$ samples, and SK single muon and single electron samples, producing a measurement of $\nu_\mu$ disappearance and $\nu_\mu \rightarrow \nu_e$ appearance. The estimated oscillation parameters and 68% Bayesian credible intervals (CI) at $\delta_{CP} = 0$ are as follows: $\sin^2 \theta_{23} = 0.520^{+0.045}_{-0.050}$, $\sin^2 \theta_{13} = 0.0454^{+0.011}_{-0.014}$ and $|\Delta m^2_{32}| = 2.57 \pm 0.11$, with
the point of highest posterior probability in the inverted neutrino mass hierarchy. Recent
measurements of $\theta_{13}$ from reactor neutrino experiments are combined with the T2K data
resulting in the following estimates: $\sin^2 \theta_{23} = 0.528^{+0.055}_{-0.038}$, $\sin^2 \theta_{13} = 0.0250 \pm 0.0026$ and
$|\Delta m_{32}^2| = 2.51 \pm 0.11$, with the point of highest posterior probability in the normal hier-
archy. Furthermore, the data hint toward $\delta_{CP} \approx -\pi/2$ with a 90% CI excluding values
between $0.14\pi - 0.87\pi$. 
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Chapter 1

Introduction

The field of physics aims to develop models or mathematical theories that govern our physical world. The best models describe existing data and predict new, yet unobserved phenomena. An outstanding example is the Standard Model (SM) of particle physics, which has been remarkably successful in explaining a wide variety of experimental results and making accurate predictions. The SM consists of a set of fundamental particles: six quarks, six leptons and four gauge bosons, as shown in Figure 1.1. The quarks and leptons are grouped into 3 families or generations, which are identical except for the particle masses. The gauge bosons are responsible for the three types of interactions or forces between particles: the strong, electromagnetic and weak forces. The model also predicts the existence of a Higgs boson, arising from a mechanism that generates the mass of each particle. The recent discovery of a SM Higgs-like boson in proton-proton collisions at the Large Hadron Collider (LHC) at CERN is a monumental achievement in the field, completing the set of SM particles.

Intrinsic properties of each particle, the mass, electric charge and spin, are shown in the top left corner of each block in Figure 1.1. Particles with fractional spin, quarks and leptons, are called fermions while particles with integer spin are called bosons. For each charged fermion there exists an anti-fermion, also referred to as an anti-particle, with the
Figure 1.1: The Standard Model of particle physics. The three generations of fermions make up the first three columns. The fermions in each row are identical except for increasing mass.
same mass but opposite charge. An anti-particle is denoted by a bar over the particle symbol or by explicitly showing the charge, for example \( \bar{u} \) or \( e^+ \). For a chargeless fermion (neutrino), a lepton number is defined to determine its particle or anti-particle nature\[^{[4]}\]. Matter (anti-matter) is then a collection of particles (anti-particles).

An interaction between particles is modelled by the exchange of a gauge boson. The strong force is mediated by gluons, which couple only to the quarks. Thus, for example, it is responsible for binding the quarks inside a proton or neutron, which are members of a set of composite particles called hadrons. The strong force also describes the collisions between hadrons such as those in the LHC. The electromagnetic (EM) force is mediated by the photon, which couples to any particle with non-zero charge. Finally, the weak force is mediated by the \( W \) and \( Z \) bosons, which couple to all the fermions. It is responsible for processes such as radioactive decay and any interaction involving a neutrino or anti-neutrino.

The neutrino was first proposed in 1930 \[^{[1]}\] in an attempt to explain the continuous electron energy spectrum observed in the \( \beta(e) \)-decay of a heavy nucleus into a lighter nucleus \[^{[2]}\] :

\[
n \rightarrow p + e^- + \bar{\nu}_e. \tag{1.1}
\]

One way to infer the existence of the neutrino is by observing the electron in the inverse \( \beta \) decay process:

\[
\bar{\nu}_e + p \rightarrow n + e^+. \tag{1.2}
\]

However, the predicted cross section or probability of occurrence of this weak force process is extremely small \[^{[3]}\]. It required an intense source of neutrinos from a nuclear reactor, a large detector and \( \sim 100 \) days of data collection for the first detection of the neutrino (actually \( \bar{\nu}_e \)), over 20 years after its proposal \[^{[4]}\]. A second flavour or type of neutrino, \( \nu_\mu \),

\[^{[4]}\] The charge conjugation (C) transformation is defined as flipping the sign of the charge and lepton number of a particle. C-symmetry implies that the laws of physics should be the same with the interchange of a particle with its anti-particle, for example in electromagnetic interactions.
was discovered in 1962 from the decay of charged pions (the pion is a hadron) [5]. The third and last flavour neutrino of the SM, $\nu_\tau$, was discovered in 2001 [6]. Measurements of the $Z$ boson decay determine that there are only these three light, active neutrinos that couple via the weak interaction [7].

The helicity or handedness of a particle is defined as the projection of the spin (intrinsic angular momentum) onto the direction of motion. A particle is right-handed (RH) or left-handed (LH) if the spin is aligned or anti-aligned to its direction, respectively. In 1958, the light neutrino was measured to be LH assuming conservation of angular momentum [8]. The non-observation of a RH neutrino led to the belief that the neutrino was massless, since if they did have mass then it should be possible to move into a reference frame that overtakes the neutrino, which flips the observed helicity. Furthermore, this was consistent with the detection of the neutrino through the weak interaction of the SM, which couples only to LH particles (and RH anti-particles). Thus, the SM assumes massless neutrinos.

In 1998 the phenomenon of neutrino oscillation was discovered [9]. Neutrino oscillation, the quantum-mechanical transformation of a neutrino from one flavour to another during its travel, can only occur if the neutrino has finite mass. This discovery opens the door to a rich theoretical and experimental program beyond the SM. For example, it is believed that matter and anti-matter were created in equal amounts at the Big Bang; however, the present day Universe is matter dominated suggesting some asymmetry in the evolution of the early Universe. Some of the leading theories that explain this require a source of CP violation or an asymmetry in the laws of physics upon charge conjugation and parity transformation. CP violation has been observed in the quark sector [10, 11], though at an insufficient level to explain the matter asymmetry. Neutrino oscillation provides another possible source of CP violation in the lepton sector. Furthermore, the

\[2\] The weak interaction theory maximally violates parity, where a parity transformation (P) inverts the sign of one spatial coordinate corresponding to inverting the helicity.
chargeless neutrino can be a Majorana particle, or its own anti-particle, which supports the theories above and gives rise to new physics beyond the SM. The possible Majorana nature of neutrinos, their tiny absolute mass and neutrino oscillation are intimately related, as discussed in Chapter 2 and represent a field ripe for further discovery.

1.1 Thesis Overview

This thesis focuses on the elucidation of CP violation in neutrinos, through a measurement of neutrino oscillations with the T2K (Tokai to Kamioka) experiment in Japan. A neutrino oscillation appearance experiment searches for the transformation from one type of neutrino $\nu_\alpha$, to a different type $\nu_\beta$, after some distance of travel to a far detector. In a complementary manner, a disappearance experiment measures the survival rate of one type of neutrino, where $\nu_\beta = \nu_\alpha$. Experimentally, the number of interactions $N_{\nu_\beta}$ in the far detector can be measured and compared to the prediction:

$$N_{\nu_\beta} \sim P_{\nu_\alpha \rightarrow \nu_\beta} \cdot \varphi_{\nu_\alpha} \cdot \sigma_{\nu_\beta} \cdot \varepsilon_{\nu_\beta},$$

(1.3)

where $\varphi_{\nu_\alpha}$ is the initial flux of $\nu_\alpha$, $\sigma_{\nu_\beta}$ is the cross section (or probability) for a $\nu_\beta$ interaction in the detector, $\varepsilon_{\nu_\beta}$ is the efficiency for detecting that interaction and $P_{\nu_\alpha \rightarrow \nu_\beta}$ is the probability of oscillation.

The interesting physics (for example, CP violation) is contained in the $P$ factor. In order to extract information about $P$ based on some measurement $N$, one must have a good understanding and control of the other three factors. All four factors come from some theoretical model whose parameters are measured with (or tuned to) experimental data (or constrained by theory).

This thesis describes specific contributions to each factor in Equation 1.3 in the context of T2K:

- Chapter 2 describes the neutrino oscillation model and current experimental measurements.
• Chapter 3 gives an overview of the T2K experimental apparatus.

• Chapter 4 describes an optical transition radiation proton beam monitor used to constrain $\varphi$.

• Chapter 5 describes the simulations for each factor and the experimental constraints.

• Chapter 6 describes the development and constraints for the pion interaction model in the neutrino interaction and detector simulations.

• Chapter 7 describes a statistical framework used for the analysis in the following chapters.

• Chapter 8 describes the analysis of the Super-Kamiokande detector, the far detector for T2K, and the constraints on $\varepsilon$.

• Chapter 9 describes oscillation analysis, combining all the inputs for each factor, to extract measurements of the oscillation parameters.
Chapter 2

Neutrino Physics

This chapter discusses the aspects of the physics of neutrinos relevant to this thesis, beginning by outlining the formalism of neutrino oscillations in vacuum and matter in Section 2.1. Experimental measurements have validated this oscillation model and placed constraints on the parameters, as summarized in Section 2.2. The topic of the absolute neutrino mass is discussed in Section 2.3. Finally, Section 2.4 introduces a leading candidate theory for the explanation of the matter anti-matter asymmetry, which outlines the importance of the experimental study of neutrino oscillation and neutrino mass.

2.1 Neutrino Oscillation Theory

According to the electroweak theory of the SM [12], neutrinos (anti-neutrinos) are created in a flavour or weak state, \( \nu_\alpha \) (\( \bar{\nu}_\alpha \)) where \( \alpha \in \{e, \mu, \tau\} \), from some charged current (CC) interaction such as \( \pi \) decay or \( \mu \) decay as shown in Figure 2.1. These flavour states are produced as a quantum mechanical superposition of mass states \( \nu_k \) (\( \bar{\nu}_k \)) with masses \( m_k \) that we are currently unable to resolve experimentally. This is written mathematically...
as:

\[ |\nu_\alpha\rangle = \sum_k U_{\alpha k}^* |\nu_k\rangle \]  
\[ |\bar{\nu}_\alpha\rangle = \sum_k U_{\alpha k} |\bar{\nu}_k\rangle \]  

where \( U_{\alpha k} \) are elements of a unitary mixing matrix.

Figure 2.1: Feynman diagrams for pion decay (left) and muon decay (right) showing the charged current \((W^+)\) weak interaction process.

Equations 2.1 and 2.2 for neutrino and anti-neutrino differ only by a complex conjugate of the matrix elements. Thus, this derivation will assume neutrino and the result for anti-neutrino follows similarly.

The mass states \( |\nu_k\rangle \) are eigenstates of the Hamiltonian with energy

\[ E_k = \sqrt{p^2 + m_k^2} \]  

where \( p \) is the momentum of the neutrino. The time evolution of \( \nu_\alpha \) is derived by using Schrödinger’s equation so that Equation 2.1 becomes

\[ |\nu_\alpha(t)\rangle = \sum_k U_{\alpha k}^* e^{-iE_k t} |\nu_k\rangle. \]  

The amplitude for finding some \( \nu_\beta \) after the original neutrino propagates for some time \( t \) is given by the inner product of Equation 2.1 with Equation 2.4 and then using orthonormality of the mass eigenstates:

\[ \langle \nu_\beta|\nu_\alpha(t)\rangle = \sum_{k,j} \langle \nu_j|U_{\beta j}U_{\alpha k}^* e^{-iE_k t}|\nu_k\rangle = \sum_k U_{\alpha k}^* U_{\beta k} e^{-iE_k t}. \]  

The probability for observing \( \nu_\beta \), \( P \) as in Equation 1.3 is then

\[ P_{\nu_\alpha \rightarrow \nu_\beta}(t) = |\langle \nu_\beta|\nu_\alpha(t)\rangle|^2 = \sum_{k,j} U_{\alpha k}^* U_{\beta k} U_{\alpha j}^* U_{\beta j}^* e^{-i(E_k - E_j)t}. \]
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Assuming that the neutrino is ultra-relativistic, the time of propagation \( t \) is approximately equal to the distance of travel \( L \) and Equation \( 2.3 \) can be Taylor expanded such that Equation \( 2.6 \) becomes

\[
P_{\nu_\alpha \rightarrow \nu_\beta}(L, E) = \sum_{k,j} U_{\alpha k}^* U_{\beta k} U_{\alpha j} U_{\beta j}^* \exp \left( -i \frac{\Delta m_{kj}^2 L}{2E} \right),
\]

where \( E = |p| \) is the neutrino energy neglecting \( m_k \), and \( \Delta m_{kj}^2 = m_k^2 - m_j^2 \) are the mass-squared differences which are physical constants to be measured. This oscillatory function (complex exponential), where \( \frac{\Delta m_{kj}^2 L}{2E} \) defines the phase and \( U \) defines the amplitude, gives rise to the term neutrino oscillation. If \( \nu_k \) are massive and differ in mass, it is in principle possible to observe the transition from one neutrino state to another. Conversely, the observation of neutrino oscillation implies that neutrinos are massive.

It is instructive to rewrite Equation \( 2.7 \) in the form

\[
P_{\nu_\alpha \rightarrow \nu_\beta}(L, E) = \delta_{\alpha\beta} - 4 \sum_{k>j} \Re[U_{\alpha k}^* U_{\beta k} U_{\alpha j} U_{\beta j}^*] \sin^2 \left( \frac{\Delta m_{kj}^2 L}{4E} \right) + 2 \sum_{k>j} \Im[U_{\alpha k}^* U_{\beta k} U_{\alpha j} U_{\beta j}^*] \sin \left( \frac{\Delta m_{kj}^2 L}{2E} \right).
\]

(2.8)

Then in the anti-neutrino case if a similar derivation is followed from Equation \( 2.2 \) by replacing \( U \) with \( U^* \), the transition probability becomes (by simply negating the imaginary part)

\[
P_{\bar{\nu}_\alpha \rightarrow \bar{\nu}_\beta}(L, E) = \delta_{\alpha\beta} - 4 \sum_{k>j} \Re[U_{\alpha k}^* U_{\beta k} U_{\alpha j} U_{\beta j}^*] \sin^2 \left( \frac{\Delta m_{kj}^2 L}{4E} \right) - 2 \sum_{k>j} \Im[U_{\alpha k}^* U_{\beta k} U_{\alpha j} U_{\beta j}^*] \sin \left( \frac{\Delta m_{kj}^2 L}{2E} \right).
\]

(2.9)

The remaining factor to define is the mixing matrix \( U \) or the amplitude of the oscillation. In general, \( U \) will be a \((3 + n) \times (3 + n)\) unitary matrix, corresponding to the three active neutrino states (that interact weakly) plus \( n = (0, 1, \cdots) \) additional sterile states \( \nu_s \) (that do not interact weakly). The possibility that sterile neutrinos exist is beyond the scope of this thesis. So for 3-neutrino mixing, \( U \) is given by the Pontecorvo-Maki-
Nakagawa-Sakata (PMNS) matrix

\[
U = \begin{pmatrix}
\nu_e & \nu_\mu & \nu_\tau \\
\begin{pmatrix} c_{12}c_{13} \\ -s_{12}c_{23} - c_{12}s_{23}s_{13}e^{i\delta} \\ s_{12}s_{23} - c_{12}s_{23}s_{13}e^{i\delta} \end{pmatrix} & \begin{pmatrix} s_{12}c_{13} \\ c_{12}c_{23} - s_{12}s_{23}s_{13}e^{i\delta} \\ -c_{12}s_{23} - s_{12}c_{23}s_{13}e^{i\delta} \end{pmatrix} & \begin{pmatrix} s_{13}e^{-i\delta} \\ s_{23}c_{13} \\ c_{23}c_{13} \end{pmatrix} & \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix}
\end{pmatrix}
\begin{pmatrix}
\begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix} & \begin{pmatrix} e^{i\lambda_2} \\ 0 \\ e^{i\lambda_3} \end{pmatrix} & \\
\begin{pmatrix} s_{13} \\ -s_{13}e^{i\delta} \\ -s_{13}e^{i\delta} \end{pmatrix} & \begin{pmatrix} c_{12} \\ s_{12}c_{23} \\ s_{12}s_{23} \end{pmatrix} & \begin{pmatrix} -s_{12} \\ c_{12} \\ 0 \end{pmatrix} \\
\begin{pmatrix} 0 \\ 0 \\ 0 \end{pmatrix} & \begin{pmatrix} 0 \\ 0 \end{pmatrix} & \begin{pmatrix} 0 \\ 0 \end{pmatrix}
\end{pmatrix}
\]

(2.10)

where \(s_{ij} = \sin \theta_{ij}\) and \(c_{ij} = \cos \theta_{ij}\), \(\theta_{ij}\) are three mixing angles and \(\delta\) (also called \(\delta_{CP}\)) and \(\lambda_i\) are CP-violating phases. The Majorana phases \(\lambda_i\) are physically relevant only if neutrinos are identical to their anti-particles, discussed more in Section 2.3.1. However upon substitution of Equation 2.10 into Equation 2.7 it can be shown that the Majorana phases do not affect the neutrino oscillation probabilities. Equation 2.10 can be factorized and written in the form (ignoring the Majorana part)

\[
U = \begin{pmatrix}
\begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix} & \begin{pmatrix} c_{13} \\ 0 \\ s_{13}e^{-i\delta} \end{pmatrix} & \begin{pmatrix} c_{12} \\ s_{12}c_{23} \\ s_{12}s_{23} \end{pmatrix} & \begin{pmatrix} -s_{12} \\ c_{12} \\ 0 \end{pmatrix} \\
\begin{pmatrix} 0 \\ c_{23} \\ s_{23} \end{pmatrix} & \begin{pmatrix} 0 \\ 0 \\ 0 \end{pmatrix} & \begin{pmatrix} 0 \\ 0 \end{pmatrix} & \begin{pmatrix} 0 \\ 0 \end{pmatrix}
\end{pmatrix}
\]

(2.11)

Thus we are left with six parameters describing the three-flavour case: the mixing angles \(\theta_{12}, \theta_{23}, \theta_{13}\), the mass-squared differences \(\Delta m^2_{21}, \Delta m^2_{32}\) (with \(\Delta m^2_{31} = \Delta m^2_{32} - \Delta m^2_{12}\)) and a CP-violating phase \(\delta\). There is also some ambiguity in the sign of \(\Delta m^2_{32}\) (and \(\Delta m^2_{31}\)) since neutrino oscillations are only concerned with differences in neutrino mass squared. By convention, we call \(\Delta m^2_{31,32} > 0\) normal hierarchy (NH) and \(\Delta m^2_{31,32} < 0\) inverted hierarchy (IH) depicted in Figure 2.5, and the sign affects the exact calculation of oscillation probabilities as discussed in Section 2.2.4.

The full derivation of oscillation probabilities in the 3-neutrino framework is cumbersome and not very enlightening. In the literature, depending on the specific parameters of interest or oscillation channel, authors make approximations to derive probability formulas that can be easily interpreted in the context of experimental results or design.

\[\text{It turns out experimentally that } \Delta m^2_{21} \ll \Delta m^2_{32} \text{ as shown in Table 2.1 and thus } \Delta m^2_{32} \approx \Delta m^2_{31}.\]
One such approximation is the 2-neutrino approximation, where one of the mass-squared differences is much smaller than the other and $\theta_{13}$ is also very small. For most experiments it is useful to consider this simple effective 2-neutrino case where one neutrino is assumed to not mix with the others. Then the mixing matrix $U$ becomes

$$U_{2\times2} = \begin{pmatrix} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{pmatrix}$$

and the probability of oscillation, Equation 2.7, becomes

$$P_{\nu_{\alpha} \to \nu_{\beta}} = \sin^2(2\theta) \sin^2 \left( \frac{\Delta m^2 L}{4E} \right).$$

Correspondingly, the survival probability is given as

$$P_{\nu_{\alpha} \to \nu_{\alpha}} = 1 - \sin^2(2\theta) \sin^2 \left( \frac{\Delta m^2 L}{4E} \right)$$

by unitarity.

The parameters $\theta$ and $\Delta m^2$ are fixed by nature, so experiments must choose $L$ and $E$ to be sensitive to oscillations occurring through a given $\Delta m^2$. In particular the argument of the sine function in Equation 2.13 should be approximately some odd-integer multiple of $\frac{\pi}{2}$. In practice, it is useful to write Equation 2.13 in SI units:

$$P_{\nu_{\alpha} \to \nu_{\beta}} = \sin^2(2\theta) \sin^2 \left( \frac{1.267\Delta m^2(eV^2)L(km)}{E(GeV)} \right).$$

Then the sensitivity of an experiment to some $\Delta m^2$ is given by

$$\frac{1.267\Delta m^2(eV^2)L(km)}{E(GeV)} \approx \frac{\pi}{2} \implies \frac{\Delta m^2(eV^2)L(km)}{E(GeV)} \approx 1.$$

The 2-neutrino formalism is commonly used when interpreting solar and reactor neutrino experiments (Sections 2.2.1 and 2.2.3), atmospheric and accelerator neutrino experiments (Section 2.2.2) and understanding matter effects (Section 2.1.2).

See again Table 2.1.
Furthermore, experiments typically denote $\Delta m_{21}^2 \approx \Delta m_{2\odot}^2$, $\theta_{21} \approx \theta_{\odot}$ (solar) and $|\Delta m_{31}^2| \approx \Delta m_{\text{Atm}}^2$, $\theta_{23} \approx \theta_{\text{Atm}}$ (atmospheric), named after the type of experiments that discovered the respective oscillations. For example, these solar and atmospheric parameters can be substituted into Equation 2.14 to approximate the behaviour of the respective experiments. These experiments and many others determine all the neutrino oscillation parameters, as described in later sections of this chapter.

2.1.1 CP Violation

The CP transformation interchanges negative helicity neutrinos with positive helicity anti-neutrinos. CP violation in the lepton sector can be observed by measuring the CP asymmetry in neutrino oscillations, defined by taking the difference of Equations 2.8 and 2.9:

$$A_{\alpha\beta}^{CP}(L, E) = P_{\nu_{\alpha} \rightarrow \nu_{\beta}}(L, E) - P_{\bar{\nu}_{\alpha} \rightarrow \bar{\nu}_{\beta}}(L, E)$$

$$= 4 \sum_{k>j} \text{Im}[U_{\alpha k}^* U_{\beta k} U_{\alpha j} U_{\beta j}^*] \sin \left( \frac{\Delta m_{kj}^2 L}{2E} \right).$$

(2.17)

This is the difference between neutrino and anti-neutrino beam oscillation.

In the PMNS parameterization

$$A_{\alpha\beta}^{CP}(L, E) = 4J \sum_{k>j} \epsilon_{\alpha\beta;kj} \sin \left( \frac{\Delta m_{kj}^2 L}{2E} \right)$$

(2.18)

where $\epsilon_{\alpha\beta;kj}$ is an anti-symmetric tensor coefficient such that $\epsilon_{\alpha\beta;kj} = -\epsilon_{\beta\alpha;kj}$, $\epsilon_{\alpha\beta;21} = \epsilon_{\alpha\beta;32} = -\epsilon_{\alpha\beta;31} = 1$ and $\epsilon_{\alpha\alpha;kj} = 0$, and $J$ is given by 12

$$J = c_{12}s_{12}c_{23}s_{23}c_{13}^2 s_{13} \sin \delta$$

$$= \frac{1}{8} \sin 2\theta_{12} \sin 2\theta_{23} \cos \theta_{13} \sin 2\theta_{13} \sin \delta.$$  

(2.19)

Thus all three mixing angles must be non-zero and precisely measured in order to measure the CP violating phase $\delta$.  

---

3 For the mixing angles, this assignment is exact only if the $U_{e3}$ element of the mixing matrix in Equation 2.10 which was unknown until recently (Section 2.2.3), is 0.
2.1.2 Matter Effect

The formalism in the previous sections is valid in vacuum only. As a neutrino propagates through matter it experiences an additional potential due to coherent interactions with particles in the medium. All neutrino flavours can interact with matter (electrons, protons and neutrons) via neutral current (NC) as in Figure 2.2 (right). This just produces a common phase in the mixing matrix and is irrelevant in the calculation of oscillation probabilities, as is the case for the Majorana phases. However, $\nu_e$ can also interact via charged current (CC) interactions with the electrons in the medium as in Figure 2.2 (left), contributing the potential

$$V_{CC} = \sqrt{2}G_F N_e$$

(2.20)

to the neutrino Hamiltonian, where $G_F$ is the Fermi coupling constant and $N_e$ is the electron number density. Thus the derivation of the oscillation probabilities from Equation 2.4 is modified leading to an effective mixing matrix.

$$U_M = \begin{pmatrix} \cos \theta_M & \sin \theta_M \\ -\sin \theta_M & \cos \theta_M \end{pmatrix}$$

(2.21)
where

\[
\tan 2\theta_M = \frac{\tan \theta}{1 - \frac{A^M}{\Delta m^2 \cos 2\theta}},
\]

(2.22)

\[
\Delta m^2_M = \Delta m^2 \sqrt{(A^M / \Delta m^2 - \cos 2\theta)^2 + \sin^2 2\theta},
\]

(2.23)

and

\[
A^M = 2E_{CC}.
\]

(2.24)

The 2-neutrino oscillation probability from Equation 2.13 then becomes

\[
P_{\nu_e \rightarrow \nu_x} = \sin^2 (2\theta_M) \sin^2 \left( \frac{\Delta m^2_M L}{4E} \right).
\]

(2.25)

From Equation 2.22 it can be seen that a resonance occurs when \( A^M = \Delta m^2 \cos 2\theta \) and the mixing becomes maximal (total transition or 100% oscillation probability). This is known as the Mikheyev-Smirnov-Wolfenstein (MSW) effect [13, 14].

Matter effects are important for solar neutrinos (Section 2.2.1) since they are created in the dense matter environment of the sun. Atmospheric and accelerator neutrinos (Section 2.2.2) are also susceptible as they travel through the Earth, with the matter effect depending on the baseline \( L \).

Also, since matter itself is CP asymmetric (electrons, but no positrons) neutrinos and anti-neutrinos experience opposite signs of the potential from Equation 2.20 (flipping the sign of \( A^M \)). The matter effect introduces an additional source of CP violation into the oscillation probabilities causing a degeneracy with the \emph{intrinsic} CP violation discussed in Section 2.1.1. In other words, a CP asymmetry can be observed in experiments with neutrinos passing through a significant amount of matter even if \( \sin \delta = 0 \) [15]. This degeneracy must be lifted by combining several experiments as described in Section 2.2.4.
2.2 Neutrino Oscillation Experiments

This section summarizes various experiments measuring neutrinos and their fluxes, which ultimately determine the oscillation parameters introduced in Section 2.1.

2.2.1 Solar and Reactor Neutrino Experiments

The sun is a powerful source of electron neutrinos. They are emitted from nuclear fusion reactions that ultimately convert protons and electrons into helium and neutrinos as follows

\[ 4p + 2e^- \rightarrow ^4\text{He} + 2\nu_e + 26.731 \text{ MeV}. \] (2.26)

A Standard Solar Model (SSM) was developed [16] to model all the processes in the sun and precisely predict the neutrino flux. Since neutrinos rarely interact, they can travel uninhibited through the interior of the sun and act as probes of the stellar core when we measure them on Earth.

However, when the first radiochemical experiment, based in the Homestake mine [17, 18], attempted to measure solar neutrinos through the reaction

\[ \nu_e + ^{37}\text{Cl} \rightarrow e^- + ^{37}\text{Ar}, \] (2.27)

the resulting \( \nu_e \) flux was only about 1/3 of the SSM prediction. This was known as the Solar Neutrino Problem (SNP). The deficit was later confirmed by the gallium experiments GALLEX [19, 20] and SAGE [21, 22] measuring the reaction

\[ \nu_e + ^{71}\text{Ga} \rightarrow e^- + ^{71}\text{Ge} \] (2.28)

and the water Čerenkov experiments Kamiokande [23, 25], SNO (Sudbury Neutrino Observatory) [26] and Super-Kamiokande (SK) [27] through elastic scattering

\[ \text{ES} : \nu_\alpha + e^- \rightarrow \nu_\alpha + e^- . \] (2.29)
The SNO experiment used heavy water (D$_2$O) instead of water allowing the additional two reactions

\[ \text{CC : } \nu_e + d \rightarrow p + p + e^- \quad (2.30) \]

\[ \text{and NC : } \nu_\alpha + d \rightarrow p + n + \nu_\alpha. \quad (2.31) \]

The CC reaction is sensitive only to $\nu_e$ while the NC reaction provides a measure of the total neutrino flux of all flavours. Their measurement\cite{28, 29} provided definitive evidence of neutrino flavour transitions because the measured neutrino flux via NC agreed with the SSM prediction while the $\nu_e$ flux was about $1/3$, consistent with the SNP seen in the earlier experiments.

The non-observation of seasonal variations in the aforementioned solar neutrino data of e.g.\cite{30} refutes the hypothesis of vacuum oscillations, which predicts a dependence on the distance between Earth and the sun\cite{31}. Thus, the MSW effect (Section 2.1.2) is the most likely explanation for solar neutrino oscillation\cite{32, 33}. A global fit to solar neutrino data gives the following results for the mixing parameters\cite{34}:

\[ \Delta m^2 = 6.5^{+4.4}_{-2.3} \times 10^{-5} \text{ eV}^2, \quad \tan^2 \theta = 0.45^{+0.09}_{-0.08}. \quad (2.32) \]

From Equation 2.16, it follows that oscillations should be observable at an $L/E \sim 10^4$. On Earth, nuclear fission reactors are a powerful source of $\nu_e$ with energies around a few MeV. Thus, the expected oscillation length is 10-100 km, which is a reasonable distance relative to a reactor to place a detector and observe $\nu_e$ disappearance. The reactor $\nu_e$ are detected through the inverse $\beta$ decay process (Equation 1.1), by observing prompt light from the positron and delayed light from the neutron capture.

The KamLAND reactor neutrino experiment\cite{35} was surrounded by $\sim 50$ reactors in Japan varying in distance from 80-800 km. This range of distances combined with the reconstructed neutrino energy information from the measured positron energy, allowed the experiment to measure $\nu_e$ flux suppression as a function of $L_{eff}/E$, where $L_{eff}$ is the
effective baseline averaged over all reactors. This is shown in Figure 2.4 (top left), producing a precise measurement of $\Delta m_{\odot}^2$.

A combined analysis of the most recent solar neutrino data $^{36}$ and complementary KamLAND data gives $^{37}$

$$\Delta m_{\odot}^2 = 7.53^{+0.19}_{-0.18} \times 10^{-5} \text{ eV}^2; \quad \tan^2 \theta_\odot = 0.437^{+0.029}_{-0.026}. \quad (2.33)$$

### 2.2.2 Atmospheric and Accelerator Neutrino Experiments

The collision of high energy cosmic ray protons with nuclei in Earth’s atmosphere produce showers of hadrons, mostly pions and some kaons, that subsequently decay into neutrinos. The pions decay as follows:

$$\pi^+ \rightarrow \mu^+ + \nu_\mu$$
$$\downarrow e^+ + \nu_e + \bar{\nu}_\mu$$

$$\pi^- \rightarrow \mu^- + \nu_\mu$$
$$\downarrow e^- + \bar{\nu}_e + \nu_\mu, \quad (2.35)$$

corresponding to the diagrams in Figure 2.1. These neutrinos are referred to as *atmospheric neutrinos* and are in the energy range of about 0.1-100 GeV, peaking around 1 GeV. They can be observed by detectors deep underground, which are shielded from cosmic ray muons. Since the cosmic ray flux is isotropic, the resulting neutrino flight length can vary from $\sim 10 - 10^4$ km, the limits corresponding to production directly above the detector and directly below the detector through the diameter of the Earth. Thus, from Equation 2.16, atmospheric neutrino experiments can be sensitive to a wide range of $\Delta m^2$, about $10^{-4}$ to 1 eV$^2$.

Super-Kamiokande (SK), described more in Section 3.3, is a high resolution detector capable of separating electrons from muons and measuring the zenith angle of each particle. The experiment measured a large deficit in the upward-going muons, produced by neutrinos with a longer flight length through the earth, relative to the downward-going

---

This also includes the constraint on $\theta_{13}$ provided by more recent reactor neutrino experiments described in Section 2.2.3
muons, providing strong evidence for $\nu_\mu$ disappearance \cite{9,38}. In particular, the $\nu_\mu \rightarrow \nu_\tau$ maximal mixing ($\sin^2 2\theta_{Atm} = 1$) hypothesis is favoured since there is no evidence of oscillation in the electron channel ($\nu_\mu \leftrightarrow \nu_e$) nor NC channels ($\nu_\mu \rightarrow \nu_s$). Furthermore, SK can map out the flux suppression as a function of $L/E$, similar to KamLAND, producing a precise measurement on $\Delta m^2_{Atm}$ \cite{39}, as shown in Figure 2.4 (top right) and further confirming the neutrino oscillation hypothesis. The results from the SK zenith angle analysis using the full data set is typically used to quote measurements on the oscillation parameters \cite{40}:

$$|\Delta m^2_{Atm}| = 2.1^{+0.9}_{-0.4} \times 10^{-3} \text{ eV}^2$$

$$\sin^2 2\theta_{Atm} > 0.93\text{ at the 90\% confidence level (C.L.)}. \hspace{1cm} (2.36)$$

Analogous to the case of reactor neutrino experiments confirming the solar neutrino oscillation, accelerator-based neutrino experiments have confirmed the atmospheric oscillation. These experiments accelerate protons that collide with a target to produce hadronic showers similar to those produced by cosmic rays. However, in this case the incident energy of the protons and the direction and charge of the secondary hadrons can be controlled, producing a neutrino beam with a narrower range of energies and higher “purity” (ratio of neutrino to anti-neutrino) compared to atmospheric neutrinos. This process is described in more detail in the context of the T2K experiment in Section 3.1. The average beam energies are typically $\sim 1$ GeV, so detectors can be situated at long-baseline distances of a few 100 km to probe $\Delta m^2_{Atm}$.

The first of such experiments were K2K \cite{41} and MINOS \cite{42}. Both used relatively pure $\nu_\mu$ beam and had “near” detectors close to the neutrino production target to measure the neutrino beam prior to oscillations. The latter provides a constraint on the neutrino flux normalization and some cancellation of systematic errors with the “far” detector that measures the oscillated neutrino spectrum. These experiments observed $\nu_\mu$ disappearance through a lower than expected event rate and distorted energy spectrum at the far detectors consistent with the atmospheric measurements. The strongest con-
straints on the atmospheric parameters, prior to the T2K results presented in this thesis, were produced by MINOS [43]:

\[ |\Delta m_{Atm}^2| = 2.41^{+0.09}_{-0.10} \times 10^{-3} \text{ eV}^2, \quad \sin^2 2\theta_{Atm} = 0.950^{+0.035}_{-0.036}. \] (2.37)

They were able to tune their \( \frac{L}{E} \) to map the first oscillation maximum precisely, as shown in Figure 2.4 (bottom left). The result of this thesis will include the most precise measurement of \( \theta_{23} \) to date (and a very competitive \( \Delta m_{Atm}^2 \) measurement), made by the T2K experiment using a similar technique.

### 2.2.3 Measurement of \( \theta_{13} \)

The past experiments measuring the solar and atmospheric parameters (\( \theta_\odot, \theta_{Atm} \)) have thus far been insensitive to the value of \( |U_{e3}| \) or \( \theta_{13} \), for example [44, 45], suggesting that the angle is very small. Thus, it has been adequate to interpret their results in a 2-neutrino framework. However, in order to measure CP violation in neutrino oscillations, \( \theta_{13} \) must be non-zero (Equation 2.19) and the full 3-neutrino framework must be considered. Therefore, the determination of \( \theta_{13} \) has been a subject of intense research in the past few years.

The “\( \theta_{13} \) race” began with the CHOOZ [46] and Palo Verde [47] reactor neutrino experiments attempting to measure \( \nu_e \) disappearance, similar in principle to the KamLAND experiment described in Section 2.2.1, except at shorter baselines \( \sim 1 \text{ km} \), to probe the oscillation through \( \Delta m_{Atm}^2 \). However, they were not sensitive enough to the apparently small value of \( \theta_{13} \), reporting an upper limit of [46]

\[ \sin^2 2\theta_{13} < 0.15 \text{ at } 90\% \text{ C.L.}. \] (2.38)

The measurements of the experiments mentioned thus far (except solar neutrinos) could be approximated by the survival probability in the 2-neutrino case of Equation 2.14. However, \( \theta_{13} \) can also be probed through the \( \nu_\mu \to \nu_e \) appearance channel, now consid-
Chapter 2. Neutrino Physics

To this end, accelerator neutrino experiments, introduced in Section 2.2.2, can search for \( \nu_e \) appearance in their far detector from the relatively pure \( \nu_\mu \) beam. The first of such experiments was T2K, which reported non-zero \( \theta_{13} \) at 2.5\( \sigma \) significance (\( p \)-value of 0.013) \[48\] in 2011, followed by MINOS with \( p \)-value of 0.11 \[49\].

Another suite of reactor neutrino experiments, upgraded with increased detector size as well as near detectors, also entered the race. Double CHOOZ was the first to report, albeit still with just an indication of non-zero \( \theta_{13} \) (\( p \)-value of 0.055) \[50\]. A definitive measurement was produced by Daya Bay with a significance of 5.2\( \sigma \) \[51\] in 2012, followed by RENO at 4.9\( \sigma \) \[52\].

The latest results from Double CHOOZ and RENO can be found in \[53\] and \[54\] respectively, while Daya Bay currently has the most precise measurement of \( \theta_{13} \) from the measurement shown in Figure 2.4 (bottom right) resulting in \[55\]

\[
|\Delta m^2_{ee}| = 2.59_{-0.20}^{+0.19} \times 10^{-3} \text{ eV}^2, \quad \sin^2 2\theta_{13} = 0.090_{-0.009}^{+0.008}. \tag{2.40}
\]

The result of this thesis includes the first definitive discovery of \( \nu_e \) appearance through non-zero \( \theta_{13} \) by T2K in 2013 \[56\], further confirming the 3-flavour oscillation model.

2.2.4 Mass Hierarchy, \( \theta_{23} \) Octant and \( \delta_{CP} \)

With all three mixing angles determined to be non-zero, the full nature of 3-neutrino oscillations, including CP violation as shown in Equation 2.19, can be explored. However, the derivation of oscillation probabilities must now go beyond the 2-neutrino approximation of Equation 2.13 in order to make predictions and interpret experimental results. The existence of matter effects as discussed in Section 2.1.2 also complicates the picture. The sub-leading effects introduced in this section will be discussed in the context of accelerator neutrino experiments, since CP violation is easily accessible through appearance...
However, it should be noted that there are other ongoing efforts with, for example, atmospheric neutrinos \[45, 57, 58\] and reactor neutrinos \[59–61\]. Since current accelerator neutrino experiments are tuned to the larger \(\Delta m^2_{Atm}\), oscillations due to \(\Delta m^2_{\odot}\) can be approximated by expanding Equations 2.8 and 2.9 in terms of

\[
\alpha = \frac{\Delta m^2_{21}}{\Delta m^2_{31}} \sim 3.1\%.
\]

The \(\nu_\mu \rightarrow \nu_e\) oscillation probability is expanded as \[15\]

\[
P_{\nu_\mu \rightarrow \nu_e} \simeq \sin^2 2\theta_{13} T_1 \mp \alpha \sin 2\theta_{13} T_2 + \alpha \sin 2\theta_{13} T_3 + \alpha^2 T_4,
\]

where the negative (positive) solution corresponds to neutrinos (anti-neutrinos), and

\[
T_1 = \sin^2 \theta_{23} \frac{\sin^2[(1-x)\Delta]}{(1-x)^2},
\]

\[
T_2 = \sin \delta \sin 2\theta_{12} \sin 2\theta_{23} \sin \Delta \frac{\sin(x\Delta)}{x} \frac{\sin[(1-x)\Delta]}{(1-x)} - \sin \Delta \frac{\sin^2[(1-x)\Delta]}{(1-x)},
\]

\[
T_3 = \cos \delta \sin 2\theta_{12} \sin 2\theta_{23} \cos \Delta \frac{\sin(x\Delta)}{x} \frac{\sin[(1-x)\Delta]}{(1-x)} - \sin \Delta \frac{\sin^2[(1-x)\Delta]}{(1-x)},
\]

\[
T_4 = \cos^2 \theta_{23} \sin^2 2\theta_{12} \frac{\sin^2(x\Delta)}{x^2},
\]

with

\[
\Delta = \frac{\Delta m^2_{31} L}{4E}.
\]

The correction due to the matter effect with constant density is included in the term

\[
x = \frac{A^M}{\Delta m^2_{31}} = \frac{2\sqrt{2}G_FN_eE}{\Delta m^2_{31}}
\]

from Equations 2.20 and 2.24, where \(+A^M \rightarrow -A^M\) in the case of anti-neutrinos. The vacuum case can be recovered by letting \(x \rightarrow 0\). Also, when switching to inverted hierarchy, \(+\Delta m^2_{31} \rightarrow -\Delta m^2_{31}\) anywhere it appears (in \(\alpha\), \(\Delta\) and \(x\)) and thus care must be taken when determining the overall sign changes in different parameter configurations.

Some characteristics of the oscillation probability can be deduced immediately:

\[\text{Disappearance measurements are not sensitive to CP violation since the survival probabilities } P_{\nu_\alpha \rightarrow \nu_\alpha} \text{ and } P_{\bar{\nu}_\alpha \rightarrow \bar{\nu}_\alpha} \text{ are equal assuming CPT symmetry.}\]
• There is a dependence on the mass hierarchy through $T_3$ which becomes negative in the inverted hierarchy case (even in vacuum), decreasing the appearance probability.

• With matter effects ($x > 0$), which is the case for all current long-baseline accelerator neutrino experiments, the dependence on the mass hierarchy is stronger. To leading order ($T_1$), the probability decreases with inverted hierarchy.

• $\nu_e$ appearance is enhanced relative to $\bar{\nu}_e$ appearance due to the matter effect ($T_1$). Furthermore, the CP asymmetry $A_{\alpha\beta}^{CP}$ can no longer be written as simply as Equation 2.18, since there is an additional matter induced CP asymmetry in addition to the $\sin \delta_{CP}$ ($T_2$) term.

• The parameter $\theta_{23}$ has been determined by disappearance experiments to be near maximal ($\theta_{23} \approx \frac{\pi}{4}$). However, to leading order they measure $\sin^2 2\theta_{23}$ (Equation 2.14), which is degenerate in the $\theta_{23}$ octant\footnote{In other words, $\sin^2 2\theta_{23} = \sin^2 2(\frac{\pi}{2} - \theta_{23})$.}. Thus, any deviation from maximal mixing will affect the appearance probability through the leading term $T_1$ which contains $\sin^2 \theta_{23}$. For example, $\theta_{23}$ in the first octant ($0 \leq \theta_{23} < \frac{\pi}{4}$) would produce a smaller probability compared to $\theta_{23}$ in the second octant ($\frac{\pi}{4} \leq \theta_{23} < \frac{\pi}{2}$).\footnote{On the other hand, $\nu_\mu$ disappearance is not as sensitive to the $\theta_{23}$ octant. At next-to-leading order, the 3-neutrino survival probability is given as

$$P_{\nu_\mu \to \nu_\mu} \approx 1 - \cos^4 \theta_{13} \sin^2 2\theta_{23} + \sin^2 \theta_{13} \sin^2 2\theta_{23} \sin^2 \Delta,$$

which can be rearranged to

$$P_{\nu_\mu \to \nu_\mu} \approx 1 - [1 - (2 \sin^2 \theta_{23} \cos^2 \theta_{13} - 1)^2] \sin^2 \Delta.$$\footnote{Thus, $P_{\nu_\mu \to \nu_\mu}$ is approximately symmetric about the minimum and so current disappearance measurements (which favour near-maximal mixing) are not sensitive to the $\theta_{23}$ octant.}$$}
and $\bar{\nu}_e$ appearance should be combined to fully constrain the parameter space.

The MINOS experiment [62], with a baseline of 735 km, has begun this effort using the new reactor constraints on $\theta_{13}$ as shown in Figure 2.3. They are able to place some constraint on the 3-parameter space. The NOνA [63] experiment has a similar baseline (810 km), but with a more intense neutrino beam, narrower energy spectrum (similar to T2K described in Section 3.1.3) and larger detectors. They are expected to start data taking in the near future and produce similar but more precise measurements in the 3-parameter space. These results can be combined with T2K, which has a shorter baseline of 295 km, to lift the degeneracy. A constraint on the 3-parameter space from the combined analysis of T2K $\nu_e$ appearance and $\nu_\mu$ disappearance data with reactor data input is one of the main results of this thesis.

![Figure 2.3: Fitted likelihood as a function of $\delta$ combining MINOS accelerator and atmospheric data with the reactor constraint on $\theta_{13}$ [52, 64, 65] for each combination of the mass hierarchy and $\theta_{23}$ octant. Figure taken from [66].](image-url)
2.2.5 Summary of Oscillation Parameter Measurements

As reviewed above, there has been considerable progress on the measurement of neutrino oscillation parameters within the past two decades. The 3-neutrino model has been verified to high confidence by many independent experiments. The oscillatory signature from four of the experiments is shown in Figure 2.4. Now the field is moving towards high precision measurements.

![Figure 2.4: Survival probabilities for four disappearance experiments. For the $\Delta m^2_{31}$ oscillation, KamLAND versus $L_{\text{eff}}/E$ (top left). For the $\Delta m^2_{32} \approx \Delta m^2_{31}$ oscillation, SK versus $L/E$ (top right), MINOS versus $E$ ($L = 735$ km) (bottom left, baseline $L = 735$ km) and Daya Bay versus $L/E$ (bottom right).](image)

As alluded to in the previous section (2.2.4), the combination of experimental data will be necessary to elucidate the full 3-neutrino framework including sub-leading effects. This is technically difficult due to the complications and peculiarities of each experiment,
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including unique detection methods and analysis techniques used to report results. Thus, effort must be made to produce a set of observables and systematic parameterizations from each experiment that can then be used in a global fit which takes into account correlated inputs such as the neutrino flux, cross sections and of course the oscillation model.

Phenomenologists have been attempting such fits (e.g. [68, 69]), to determine the allowed regions and correlations for all the oscillation parameters. Their latest oscillation parameter results [70, 71], shown in Table 2.1, are typically used to summarize all the most significant data in the field. These include input from most of the experiments mentioned in previous sections except some of the latest results, but is still useful for understanding the magnitude of the parameters and the mixing matrix \( U \) from Equation 2.10. The 3σ regions for each matrix element are as follows [71]:

\[
|U| = \begin{pmatrix}
\nu_e & 0.795 - 0.846 & 0.513 - 0.585 & 0.126 - 0.178 \\
\nu_\mu & 0.205 - 0.543 & 0.416 - 0.730 & 0.579 - 0.808 \\
\nu_\tau & 0.215 - 0.548 & 0.409 - 0.725 & 0.567 - 0.800
\end{pmatrix}
\]

This is represented graphically in Figure 2.5 which shows the relative flavour contribution to each mass state.

2.3 Massive Neutrinos

The evidence for neutrino oscillations described in the previous sections requires that neutrinos be massive, which is the first beyond the Standard Model phenomenon. Thus, the neutrino part of the SM must be reformulated, as outlined below in Section 2.3.1. As derived in Section 2.1, neutrino oscillation experiments are only sensitive to the differences in neutrino masses. Dedicated experiments to measure the absolute mass scale and true nature of the neutrino must be performed as summarized in Sections 2.3.2 and 2.3.3.
### Table 2.1: Summary of best-fit values and ±1σ allowed ranges for the neutrino oscillation parameters as reported by a global fit of world neutrino data \[70, 72\]. The mass-squared difference $\Delta m^2 = m_3^2 - (m_1^2 + m_2^2)/2$ is defined to simplify comparisons between NH and IH.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Normal Hierarchy</th>
<th>Inverted Hierarchy</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta m_{21}^2 \ [10^{-5} \text{ eV}^2]$</td>
<td>$7.54^{+0.26}_{-0.22}$</td>
<td></td>
</tr>
<tr>
<td>$\Delta m^2 \ [10^{-3} \text{ eV}^2]$</td>
<td>$2.43^{+0.06}_{-0.10}$</td>
<td>$-2.42^{+0.11}_{-0.07}$</td>
</tr>
<tr>
<td>$\sin^2 \theta_{12}$</td>
<td>$0.307^{+0.018}_{-0.016}$</td>
<td></td>
</tr>
<tr>
<td>$\sin^2 \theta_{23}$</td>
<td>$0.386^{+0.024}_{-0.021}$</td>
<td>$0.392^{+0.039}_{-0.022}$</td>
</tr>
<tr>
<td>$\sin^2 \theta_{13}$</td>
<td>$0.0241 \pm 0.0025$</td>
<td>$0.0244^{+0.0023}_{-0.0025}$</td>
</tr>
<tr>
<td>$\delta \ [\pi]$</td>
<td>$1.08^{+0.28}_{-0.31}$</td>
<td>$1.09^{+0.38}_{-0.26}$</td>
</tr>
</tbody>
</table>

Figure 2.5: Diagram summarizing the current neutrino oscillation mixing parameter measurements. The coloured bars show the flavour contribution to each neutrino mass state determined by the mixing angles. The vertical separation between bars (not to scale) shows the relative size of the mass-squared differences with the approximate values listed. The two possible neutrino mass hierarchies are shown: $\nu_3$ is the heaviest neutrino in the NH (left) or the lightest in the IH (right). The absolute scale of neutrino mass is unknown. Figure taken from e.g. \[73\].
2.3.1 Dirac and Majorana Mass

The form of the Lagrangian for a fermionic “Dirac mass” \((m_D)\) term is given by

\[
\mathcal{L}_D = -m_D \bar{\psi} \psi = -m_D \bar{\psi}_R \psi_L + h.c., \tag{2.52}
\]

where \(\psi_{L,R}\) are the LH and RH components of the fermion field \(\psi (\psi = \psi_L + \psi_R)\). However, the SM assumes that neutrinos are massless. Since the weak interaction only couples to left-handed particles, the SM massless neutrino does not have a right-handed component, which is necessary for generating the mass term in Equation \(\text{(2.52)}\).

To give the neutrino mass, the \textit{minimally extended SM} simply adds three sterile right-handed neutrino states required to define the Dirac mass for each neutrino. Furthermore, since the neutrino has no electric charge, it could be a \textit{Majorana} particle (e.g. \([74]\)), identical to its anti-particle, where the charge conjugated field \(\psi^C = \psi\). Then a \textit{Majorana mass} part of the Lagrangian can be written as

\[
\mathcal{L}_M = \frac{1}{2} m_R \bar{\psi}_R^C \psi_R + h.c., \tag{2.53}
\]

such that the full neutrino mass Lagrangian becomes

\[
\mathcal{L}_{\text{mass}} = \mathcal{L}_D + \mathcal{L}_M. \tag{2.54}
\]

Equation \(\text{(2.54)}\) can be rewritten as

\[
\mathcal{L}_{\text{mass}} = \frac{1}{2} \bar{\Psi}_L^C M \Psi_L + h.c., \tag{2.55}
\]

where

\[
\Psi_L = \begin{pmatrix} \psi_L \\ \psi_R^C \end{pmatrix} \tag{2.56}
\]

and

\[
M = \begin{pmatrix} 0 & m_D \\ m_D & m_R \end{pmatrix}. \tag{2.57}
\]
Thus, the neutrino states $\psi_{L,R}$ do not have definite mass since $M$ is in general non-diagonal. However, the Majorana massive neutrino fields, $(\psi_1, \psi_2)$, could be defined such that $M$ is diagonalized, with corresponding masses given by the eigenvalues

$$m_{2,1} = \frac{1}{2} \left[ m_R \pm \sqrt{m_R^2 + 4m_D^2} \right].$$

If $(\psi_1, \psi_2)$ is a very small rotation relative to $\Psi_L$, that is if $\psi_1$ is composed mostly of the active neutrino state $\psi_L$ while $\psi_2$ is mostly sterile $\psi_R$, then $m_D \ll m_R$ giving

$$m_1 \approx \frac{m_D^2}{m_R}; \quad m_2 \approx m_R.$$  \hspace{1cm} (2.59)

This is referred to as the see-saw mechanism since a large $m_R$ gives rise to a small $m_1$, which can potentially explain the fact, discussed in the next section (2.3.2), that neutrinos have much smaller mass than the charged fermions.

This formalism can be extended to any number of sterile neutrino states [12] and can lead to a breadth of interesting new physics. For example, the heavy sterile neutrino state $\psi_2$ here could be the heavy neutrino required by leptogenesis, described in Section 2.4, or $\psi_1$ could be a mass state in Equation 2.1 giving rise to neutrino oscillations.

### 2.3.2 Absolute Mass Scale

The most promising process to determine the absolute neutrino mass scale currently is the $\beta$ decay of tritium:

$$^3H \rightarrow ^3He + e^- + \bar{\nu}_e,$$  \hspace{1cm} (2.60)

as depicted in Figure 2.6 (left). Here, a small neutrino mass would distort the decay electron energy spectrum near the end-point, which is what current experiments attempt to observe.

Since the amplitude calculated from normal $\beta$ decay depends on the $\nu_e$ mass and mixing matrix $U$ (recalling that a $\nu_e$ is produced as a linear combination of mass states
as in Equation 2.1, then

\[ m^2_{\beta} = \sum_{k=1}^{3} |U_{e k}|^2 m^2_k \]  \hspace{1cm} (2.61)

\[ = |U_{e 1}|^2 m^2_1 + |U_{e 2}|^2 m^2_2 + |U_{e 3}|^2 m^2_3, \]

where \( U \) is given by Equation 2.10. When considering the current knowledge on the mass-squared differences, as given in Equations 2.33 and 2.37 and summarized in Table 2.1, Equation 2.61 can be approximated as

\[ m^2_{\beta} \approx \begin{cases} 
|U_{e 1}|^2 m^2_1 + |U_{e 2}|^2 (m^2_1 + \Delta m^2_{\odot}) + |U_{e 3}|^2 (m^2_1 + \Delta m^2_{\text{Atm}}) & \text{[for NH]} \\
(|U_{e 1}|^2 + |U_{e 2}|^2)(m^2_3 + \Delta m^2_{\text{Atm}}) + |U_{e 3}|^2 m^2_3 & \text{[for IH].} 
\end{cases} \]  \hspace{1cm} (2.62)

with the values of the mixing matrix elements given in Equation 2.51. Thus, not only can \( \beta \) decay experiments determine the absolute scale of neutrino mass, it is also possible to determine the MH, resulting in a complementarity with neutrino oscillation experiments which constrain the mixing matrix elements of \( U \).

The Mainz [75] and Troitsk [76] \( \beta \) decay experiments place 95% C.L. upper bounds on the neutrino mass of

\[ m_\beta < 2.3 \text{ eV and } m_\beta < 2.1 \text{ eV}, \]  \hspace{1cm} (2.63)

respectively. The next generation experiments like KATRIN [77, 78] expect to push this limit down to 0.2 eV, although still too high to be sensitive to the MH.

Neutrinos also play an important role in cosmology and the evolution of the Universe. In particular the sum of neutrino masses can affect the observed fluctuations of the Cosmic Microwave Background (CMB) radiation. Data from the Plank experiment combined with other astronomical data [79] give a 95% C.L. upper bound of

\[ \sum m_\nu < 0.23 \text{ eV}, \]  \hspace{1cm} (2.64)

which is a complementary result approaching the expected sensitivity of KATRIN and future neutrinoless double beta decay experiments described in the next section.
2.3.3 Neutrinoless Double Beta Decay

The Majorana nature of neutrinos can be probed by searching for *neutrinoless double beta decay* \( (0\nu\beta\beta) \) \[80\]. One diagram of interest for the \( 0\nu\beta\beta \) process is depicted in Figure 2.6 (right), where a Majorana neutrino (\( \bar{\nu} = \nu \)), emitted from the upper vertex is reabsorbed at the lower vertex resulting in no neutrinos in the final state. The helicity of the neutrinos at both vertices must also match giving the additional requirement that they are massive (which we now know from neutrino oscillations).

In 2-neutrino double beta decay \( (2\nu\beta\beta) \) \[81\], the neutrinos are emitted in the final state, resulting in a continuous spectrum for the total energy of the observable decay electrons. Since the recoil energy of the heavy nucleus can be neglected, \( 0\nu\beta\beta \) experiments can search for a sharp peak at the end of the \( 2\nu\beta\beta \) energy spectrum.

Furthermore, a measurement of the \( 0\nu\beta\beta \) half-life or decay rate \[82\] can provide a measure of the effective Majorana neutrino mass \( m_{2\beta} \) (or the mass of the \( \nu_e \) in Figure 2.6 right), similar to the single \( \beta \) case described in Section 2.3.2. In this case, however, the amplitude depends on \( U^2 \) and \( m_k \) so that \[83\]

\[
m_{2\beta} = \sum_{k=1}^{3} U_{e k}^2 m_k
\]

\[
= |U_{e1}|^2 m_1 + e^{i2\lambda_2}|U_{e2}|^2 m_2 + e^{i2(\lambda_3-\delta)}|U_{e3}|^2 m_3
\]
where $U$ is given by Equation 2.10. As for Equation 2.62, Equation 2.65 can be approximated as

$$m_{2β} \approx \begin{cases} |U_{e1}|^2 m_1 + e^{i2κ_2} |U_{e2}|^2 \sqrt{m_1^2 + Δm^2_1} + e^{i2(λ_3 − δ)} |U_{e3}|^2 \sqrt{m_1^2 + Δm^2_{Atm}} & \text{[for NH]} \\ (|U_{e1}|^2 + e^{i2κ_2} |U_{e2}|^2) \sqrt{m_3^2 + Δm^2_{Atm}} + e^{i2(λ_3 − δ)} |U_{e3}|^2 m_3^2 & \text{[for IH]}. \end{cases}$$

(2.66)

Thus, an intimate relationship arises between neutrino oscillation and $0νββ$ experiments, where the mixing parameters are determined by oscillation and $0νββ$ can potentially determine the MH in addition to the absolute mass scale and Majorana nature of the neutrino.

Some current and prospective experiments are, for example, EXO [84], SNO+ [85], KamLAND-Zen [86] and MAJORANA [87, 88]. EXO has produced a limit of

$$m_{2β} \lesssim 0.38 \text{ eV}$$

(2.67)

and is continuing to accumulate more data. A discovery of $0νββ$, together with CP violation through neutrino oscillation, would be important clues to solving the matter anti-matter asymmetry puzzle.

### 2.4 Leptogenesis

One of the major questions in physics is how the matter anti-matter asymmetry of the universe arose. From current measurements of the CMB and light element abundances, this asymmetry can be quantified as [89]

$$η = \frac{n_B - n_{\bar{B}}}{n_γ} = 6.079 ± 0.090 \times 10^{-10},$$

(2.68)

where $n$ is a number density and $B$ and $\bar{B}$ refer to baryon and anti-baryon, respectively. It is very plausible that matter and anti-matter were created in equal parts ($n_B = n_{\bar{B}}$) in the Big Bang, in which case the asymmetry must have been generated dynamically early in the history of the universe, in a process generally referred to as baryogenesis.
The basic requirements for any theory of baryogenesis are given by the *Sakharov conditions* [90]:

- Baryon number ($B$) violation,

- C and CP violation and

- departure from thermal equilibrium.

One such candidate theory is *leptogenesis* [91] which presumes the existence of heavy Majorana neutrinos via the see-saw mechanism as described in Section 2.3.1. These neutrinos could provide the necessary source of CP violation, similar to the light neutrinos as mentioned in Section 2.1.1. Thus the rate of decay of the heavy neutrino to a light lepton would differ from the rate to an anti-lepton, potentially producing an excess of leptons. This lepton number asymmetry can be translated into baryon number asymmetry through SM *sphaleron* processes [92]. Thus, leptogenesis qualitatively satisfies the Sakharov conditions, and it is now a question if all the factors quantitatively add up to the observed baryon asymmetry, $\eta$ [93].

It is not clear if light neutrino CP violation is connected to heavy neutrino CP violation [94], however given our current technological capabilities, it seems natural to continue to explore and precisely understand the properties light neutrinos, namely their absolute mass and oscillations, as first evidence towards theories beyond the Standard Model.
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The T2K Experiment

T2K (Tokai to Kamioka) is a long-baseline, accelerator neutrino oscillation experiment based in Japan \cite{95}. The experimental setup is shown in Figure 3.1. A high intensity and high purity $\nu_\mu$ beam is produced at the Japan Proton Accelerator Research Complex (J-PARC), described in Section 3.1. A near detector called ND280 (Section 3.2), 280 m from the neutrino production point, characterizes the neutrino beam prior to oscillation. The oscillated beam is then measured at the far detector, Super-Kamiokande (SK), described in Section 3.3, 295 km from the production point.

The primary physics goal of T2K is the precision measurement of neutrino oscillations as follows:

1. Atmospheric parameters $\sin^2 2\theta_{23}$ and $\Delta m^2_{32}$ to 1% and 4% respectively through the $\nu_\mu$ disappearance channel, towards answering the question of maximal mixing or not.

2. $\theta_{13}$ through the discovery of $\nu_\mu \rightarrow \nu_e$ appearance.

3. New constraints on the $\theta_{23}$ octant, mass hierarchy and $\delta_{CP}$ degenerate parameter space.

4. Indirect confirmation of $\nu_\mu \rightarrow \nu_\tau$ oscillation through NC measurements.
Figure 3.1: Side-view (top) and aerial view (bottom) of the T2K experiment in Japan. Neutrinos are produced at J-PARC in Tokai, Ibaraki Prefecture, detected at a near detector (ND280) prior to traversing 295 km to the far detector, Super-Kamiokande, in Kamioka, Gifu Prefecture.
Currently with only a fraction of the full expected data set, T2K reports the most precise measurement of $\sin^2 2\theta_{23}$ \cite{96}. Also, as mentioned in Section 2.2.3, T2K has achieved a definitive observation of $\nu_e$ appearance from a $\nu_\mu$ beam at 7.3\,$\sigma$ significance \cite{56}, confirming the reactor measurements of $\theta_{13}$ and providing further evidence of the 3-neutrino oscillation model. This thesis details contributions towards these results as well as towards goal \cite{3} with a joint $\nu_\mu$ disappearance and $\nu_e$ appearance analysis.

### 3.1 T2K Neutrino Beam

The T2K neutrino beam is produced at J-PARC from the collision of 30 GeV protons with a graphite target. The charged particles in the resulting hadronic showers are focused by a set of magnetic horns and then decay in flight to neutrinos as in Equations 2.34 and 2.35.

An overview of J-PARC is shown in Figure 3.2. The proton beam accelerator complex is described in Section 3.1.1. The primary neutrino beamline after proton extraction and the secondary neutrino beamline, including the target station are described in Section 3.1.2. Section 3.1.3 explains a novel technique for placing the detectors (ND280 and SK) off-axis to achieve a narrow neutrino energy spectrum. This technique requires several components of the beamline designed to determine the beam direction with high precision.

#### 3.1.1 J-PARC

There are three main components to J-PARC as shown in Figure 3.2: a linear accelerator (LINAC), a rapid-cycling synchrotron (RCS) and a main ring (MR) synchrotron. The LINAC accelerates $H^{-}$ ions up to 181 MeV kinetic energy. The ions subsequently pass through a foil which strips the electrons from the protons. The protons are injected into the RCS, accelerated to 3 GeV kinetic energy, then fed into the MR and accelerated finally to 30 GeV. The MR can deliver a spill of up to 8 bunches of protons, which are
extracted into the neutrino beam line by a set of five *kicker* magnets. The MR machine parameters are given in Table 3.1. The spill timing and bunch structure provide a distinct signature for downstream detectors to reduce non-beam backgrounds.

### 3.1.2 Neutrino Beamline

After the protons are extracted from the MR, they are directed towards ND280 and SK in the primary beamline consisting of preparation, arc and final focusing sections, as shown in Figure 3.3. The protons collide with the neutrino production target in the secondary beamline where the resulting hadrons are focused and decay into neutrinos.

**Primary Neutrino Beamline**

The preparation and final focusing (FF) sections, shown in more detail in Figure 3.4, use normal conducting magnets, while the arc section contains superconducting magnets, to
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Circumference</td>
<td>1567 m</td>
</tr>
<tr>
<td>Beam power</td>
<td>$\sim 750$ kW</td>
</tr>
<tr>
<td>Beam kinetic energy</td>
<td>30 GeV</td>
</tr>
<tr>
<td>Beam intensity</td>
<td>$\sim 3 \times 10^{14}$ p/spill</td>
</tr>
<tr>
<td>Spill cycle</td>
<td>$\sim 0.5$ Hz</td>
</tr>
<tr>
<td>Number of bunches</td>
<td>6 or 8/spill</td>
</tr>
<tr>
<td>RF Frequency</td>
<td>1.67 - 1.72 MHz</td>
</tr>
<tr>
<td>Spill width</td>
<td>$\sim 5 \mu$sec</td>
</tr>
</tbody>
</table>

Table 3.1: Design parameters of the J-PARC main ring synchrotron \[95\].

Figure 3.3: Overview of the neutrino beamline including photographs of various components and the near detector pit.
guide and focus the proton beam. Several monitors throughout the primary beamline provide information about the beam to optimize the magnet tuning, which is necessary to minimize beam loss and precisely control the final beam direction.

![Overview of the primary neutrino beamline including positioning of all the beam monitors described in the text. The beam loss monitors are scattered throughout the beamline. The FF and preparation sections include zoomed-in panels.](image)

Figure 3.4: Overview of the primary neutrino beamline including positioning of all the beam monitors described in the text. The beam loss monitors are scattered throughout the beamline. The FF and preparation sections include zoomed-in panels.

Several gaseous proportional counters are placed around the primary beamline and serve as beam loss monitors (BLM). Electrostatic monitors (ESMs) measure the beam position while segmented secondary emission monitors (SSEMs) measure the whole beam profile at points along the beamline. Current transformers (CTs) provide a measure of the number of protons in each bunch, giving an uncertainty of 2.6% on the proton beam intensity.\[97\]

---

**Beams power is typically reported as**

\[
P[W] = n_p f_{rep}[\text{Hz}] E[J]
\]  

(3.1)

where \(n_p\) is the number of protons per spill, \(f_{rep}\) is the repetition rate or spill cycle as in Table 3.1 and \(E\) is the proton beam energy.
Information from all the beam monitors is used for optimizing the magnet currents to maximize the delivered protons-on-target (POT) and to precisely steer and control the beam profile at the target. The latter is important for target protection and the resulting neutrino beam direction described in the following sections.

**Secondary Neutrino Beamline**

The secondary beamline consists of the target station (TS), decay volume, beam dump and a muon monitor, as shown in Figure 3.5. The target station contains a helium vessel which houses the neutrino production target and magnetic focusing horns. The horns are protected from stray protons by an upstream collimator. Immediately upstream of the target, an optical transition radiation (OTR) monitor, described in more detail in Chapter 4, provides the final measurement of the proton beam profile.

Protons from the primary beamline enter the TS through a titanium-alloy beam window separating the vacuum in the primary beamline from the helium vessel. The OTR monitor in conjunction with the monitors in the FF section are critical for guiding the beam, with the proper width and direction, precisely onto the target. Figure 3.6 shows schematically the relative positions of the magnets used to tune the beam and the monitors providing feedback.

The protons strike a 1.8 g/cm$^3$ solid graphite target, 91.4 cm long (1.9 interaction lengths) and 2.6 cm in diameter. The target is encased by titanium and cooled by flowing helium gas. The beam width must be controlled, since if it is too narrow the concentrated heat load can damage the target, and if it is too wide a significant amount of the beam will miss the target.

The positively charged secondaries, from proton interactions in the target, are collected and focused by three magnetic horns in order to maximize the resulting neutrino flux [98]. Each horn is made from aluminum inner and outer conductors, which are pulsed with 250 kA to provide a toroidal magnetic field in time with the proton beam arrival.
Figure 3.5: Side view of the secondary neutrino beamline. The proton beam travels to the right and passes through the OTR monitor downstream of the collimator (baffle) before colliding with the target. The horns focus the resulting charged particles (mostly $\pi$ and K), which decay in the decay volume to produce neutrinos. Any remaining hadrons and some muons are absorbed by the beam dump. Higher energy penetrating muons are measured by the muon monitor.
Figure 3.6: Schematic side view of the beamline components and the beam orbit in the FF section and TS. The beam is directed 3.637° below the horizontal by the last vertical bending magnet to achieve the desired off-axis angle (Section 3.1.3). The 1st-horn axis is surveyed relative to the last vertical bending magnet and defines the ideal beam orbit.
The field can be reversed by reversing the applied current, resulting in the focusing of negative particles and a primarily anti-neutrino beam instead.

The secondaries decay in a \( \sim 100 \text{ m} \) long decay volume, attached to the helium vessel downstream of the third horn. The cross section increases from 1.4 m wide by 1.7 m high at the upstream end to 3.0 m wide by 5.0 m high at the downstream end. A 75 ton (1.7 g/cm\(^3\)) graphite beam dump, 1.94 m wide, 3.174 m long, and 4.69 m high, is placed at the end of the decay volume. Iron plates amounting to a thickness of 2.40 m are placed at the downstream side. Together the graphite and iron stop all hadrons and most muons below 5 GeV/c momentum. The rest of the muons are measured bunch-by-bunch by a muon monitor (MUMON) consisting of ionization chambers and silicon photodetectors, which can further constrain the neutrino beam direction.

### 3.1.3 Off-Axis Configuration

Neutrino beams before T2K had broad energy spectra, not ideal for studying energy dependent phenomenon such as neutrino oscillation. The neutrino energy spectrum and magnitude of the flux depend on the angle of emission of the neutrino relative to the decaying pion “beam”. It is possible to place a detector off-axis such that it observes a pseudo-mono-energetic beam \[99\]. This can be derived from the kinematics of the 2-body decay of pions. The outgoing neutrino 4-momentum is given by

\[
p_\nu = (E_\nu, E_\nu \sin \theta, 0, E_\nu \cos \theta) \tag{3.2}
\]

\[
= (\gamma E_\nu^{CM} (1 + \beta \cos \theta^{CM}), E_\nu^{CM} \sin \theta^{CM}, 0, \gamma E_\nu^{CM} (\beta + \cos \theta^{CM})) \tag{3.3}
\]

where \( E_\nu \) is the neutrino energy, \( \theta \) is the angle relative to the pion direction and the superscript \( CM \) denotes the same quantities except in the centre-of-mass frame. Equation 3.3 relates the CM frame to the lab frame in Equation 3.2 by a Lorentz boost with \( \gamma = E_\pi/m_\pi \) and \( \beta = v_\pi/c \), where \( E_\pi, m_\pi \) and \( v_\pi \) are the energy, mass and velocity of the pion, respectively. Taking the ratio of the second to fourth component of the 4-momenta
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\[ \tan \theta = \frac{E_{\nu}^{CM} \sin \theta_{CM}}{\gamma E_{\nu}^{CM} (\beta + \cos \theta_{CM})} \approx \frac{E_{\nu}^{CM} \sin \theta_{CM}}{E_{\nu}}, \]  

(3.4)

gives

where the approximate equality assumes \( \beta \approx 1 \) for \( E_\pi \gg m_\pi \). Therefore, since \( |\sin \theta_{CM}| < 1 \), the maximum allowed angle for a given neutrino energy \( E_\nu \) is

\[ \tan \theta_{\text{max}}^\nu = \frac{E_{\nu}^{CM}}{E_{\nu}} = \frac{29.8 \text{ MeV}}{E_{\nu}}, \]  

(3.5)

where \( E_{\nu}^{CM} = (m_\pi^2 - m_\mu^2)/2m_\pi \) = 29.8 MeV. Similarly, the maximum neutrino energy for a given off-axis angle \( \theta \) is

\[ E_{\nu}^{\text{max}} = \frac{29.8 \text{ MeV}}{\tan \theta}, \]  

(3.6)

as depicted in Figure 3.7 (left), which shows the neutrino energy dependence on pion energy for on-axis and two off-axis angles.

Figure 3.7: Left: Neutrino energy dependence on decaying pion energy from 4-momentum conservation for three off-axis angles. The dotted lines show the maximum achievable neutrino energy as given by Equation 3.6. Top right: \( \nu_\mu \) survival probability as a function of neutrino energy (Equation 2.15) with \( L = 295 \text{ km} \), the T2K baseline. Bottom right: The T2K neutrino flux spectrum prediction at three off-axis angles as calculated by simulation described in Section 3.6.
Therefore, by shifting the detector off-axis from the proton beam, the peak of the neutrino energy spectrum can be selected as shown in Figure 3.7 (bottom right). For T2K, an off-axis angle of 2.5° was adopted such that the peak coincides with the $\nu_\mu$ disappearance (and $\nu_e$ appearance) maximum in Figure 3.7 (top right), motivated by the previous measurements of $\Delta m^2_{32}$ by SK [39] and K2K [41] (Section 2.2.2). Furthermore, the high energy tail is substantially decreased relative to the on-axis case, which helps reduce feed-down from high energy NC interactions that can be misidentified at lower energy causing backgrounds for the $\nu_e$ appearance search.

### 3.2 Near Detector: ND280

A precise measurement of neutrino oscillation requires a detailed understanding of the neutrino beam prior to oscillation. A near detector complex, called ND280, is situated 280 m downstream of the neutrino production target as shown in Figures 3.2 and 3.1. It consists of two components as shown in Figure 3.8: the ND280-on-axis detector (INGRID) and the ND280-off-axis detector (hereafter shortened to ND280). The main purpose of INGRID is to measure the neutrino beam profile and determine the beam direction, which is necessary for determining the off-axis angle (Section 3.1.3). The off-axis detector was designed to perform detailed measurements of neutrino interactions and characterize the neutrino beam prior to oscillation in order to constrain the event rate prediction at SK, which is at the same off-axis angle.

#### 3.2.1 INGRID On-axis Detector

The Interactive Neutrino GRID (INGRID) [101] is centred on the proton beam axis to directly monitor the neutrino beam profile and intensity. It consists of 16 modules arranged as shown in Figure 3.8 (bottom right) to measure the axial symmetry. Each 7.1 ton module contains alternating planes of iron plates and scintillator bars read out
Figure 3.8: Left: The ND280 detector complex showing the relative positions of the INGRID detector and the ND280 off-axis detector. The pit is 37 m deep and 19 m in diameter. Top right: Components of the ND280 off-axis detector. Bottom right: 16 modules of the INGRID on-axis detector covering a $10 \times 10$ m$^2$ region centred on the proton beam axis.
by wavelength shifting (WLS) fibres.

INGRID detects about 1.5 neutrino interactions per $10^{14}$ POT corresponding to 10-20k events per day with a beam power around 100 kW. This is sufficient statistics to monitor the neutrino beam profile and determine the beam centre with a precision better than 10 cm or 0.4 mrad. This measurement combined with measurements from the neutrino beamline precisely determine the off-axis angle for ND280 and SK, reducing the systematic uncertainty on the neutrino energy spectra and absolute flux.

3.2.2 Off-axis Detector

There are several requirements for the near detector ND280 in order to achieve the oscillation physics goals mentioned previously, including:

- Determination of the $\nu_\mu$ flux spectrum prior to oscillation.

- Measurement of the $\nu_e$ component of the neutrino beam, coming from the decays of muons and kaons, which produces an irreducible background for the $\nu_e$ appearance search at SK.

- Separation of exclusive CC and NC interaction channels, in particular NC $\pi^0$ and $\pi^\pm$, which are backgrounds for the $\nu_e$ and $\nu_\mu$ analyses at SK, respectively.

For this purpose, ND280 consists of many sub-detectors as shown in Figure 3.8 (top right). The basket contains a $\pi^0$ detector (P0D) and a tracker made up of three time projection chambers (TPCs) and two fine grained detectors (FGDs). Surrounding the basket are several electromagnetic calorimeters (ECals). The ECals and the basket are enclosed within a 0.2 T magnet.

The UA1 Magnet

To measure the momentum of charged particles, the basket is housed within the aluminum coils of the UA1 [102] magnet, donated by CERN. The magnetic field of 0.2 T
perpendicular to the neutrino beam direction, produced by a current of \( \sim 3 \) kA in the coils, is returned by an 850 ton iron yoke. The 3 spatial components of the magnetic field within the basket were mapped using Hall probes in order to minimize the contribution field distortions to the systematic error in momentum determination.

\( \pi^0 \) Detector (P\( \Phi \)D)

The P\( \Phi \)D was designed to detect \( \pi^0 \)s, in particular for the measurement of NC \( \pi^0 \) production. It is located at the most upstream end of the basket. The upstream and downstream sides of the detector consist of alternating layers of scintillator bars readout by WLS fibres and lead. The central region of the detector consist of alternating layers of scintillator, brass and water bags. The electromagnetic showers of the photons from \( \pi^0 \) decay are contained in the P\( \Phi \)D due to the small radiation length of lead and brass.

Much of ND280 contains carbon scintillator as the active target material. However, the far detector target is water, so it is necessary to understand the differences in interactions between the two materials so by having some water target in ND280. For the P\( \Phi \)D, the water bags can be drained to measure the differences in interactions rates, which is important for extrapolation to SK. The dimensions of the P\( \Phi \)D are approximately 2.10 \( \times \) 2.24 \( \times \) 2.40 m providing a total target mass with and without water of 16.1 tons and 13.3 tons, respectively.

Tracker: FGDs and TPCs

The tracker, immediately downstream of the P\( \Phi \)D, consists of three time projection chambers (TPCs) with two fine-grained detectors (FGDs) interspersed. It was designed to provide particle identification (PID) and precisely measure the momentum spectrum and charge of those particles. In particular, the momentum of the muons or electrons from CC neutrino interactions is used to reconstruct the neutrino energy.

The TPCs, labelled 1–3 from upstream, measure particles mostly produced in
other components of ND280. Each TPC is a $2.3 \times 2.4 \times 1.0$ m box filled with an argon gas mixture that is ionized by passing charged particles. The box is divided by a central cathode which produces an electric field for drifting the electrons from the ionized gas toward one of the readout planes on either end of the TPC. The arrival time of the drift electrons and their pattern allows for the 3D reconstruction of the charged particle trajectories. The momentum of each particle is determined from its curvature in the magnetic field with a resolution of $< 2\%$ below 1 GeV/$c$. Furthermore, the amount of ionization combined with the momentum information provides PID capability.

The FGDs [105], labelled 1 and 2 from upstream, provide the main target mass for neutrino interactions in the tracker. Each FGD consists of finely segmented scintillator bars read out by WLS fibres, which provide high resolution tracking in the vicinity of the interaction vertex. Energy loss within the scintillator can be used for PID. FGD2 has water layers interspersed between the scintillator layers, similar to the P$\{0D$. Each FGD weights 1.1 ton and has dimensions of approximately $2.3 \times 2.4 \times 0.4$ m$^3$.

**Electromagnetic Calorimeters (ECals)**

The detectors contained in the basket are surrounded on all sides by the ECals [106] for the purpose of detecting exiting particles and vetoing particles originating from outside the basket. There are 13 modules in total. The four sides of the basket parallel to the beam are enclosed by 6 modules around the P$\{0D (P$\{0D ECal) and 6 modules around the tracker (Barrel ECal), all attached to the inside of the UA1 magnet. The most downstream end of the tracker is instrumented with the DS ECal within the basket.

Similar to the P$\{0D, these ECals consist of alternating planes of scintillator bars and lead for converting photons and containing electromagnetic showers. The ECals around the tracker are important for detecting photons that originate from $\pi^0$ decays within the tracker and provide complementary PID and energy information from shower reconstruction.
Side Muon Range Detector (SMRD)

The SMRD consists of scintillator slabs instrumented with WLS fibres interspersed in the air gaps of the UA magnet yoke. It provides energy and direction information for muons produced in the tracker that exit at large angles relative to the beam. The muons range out in the iron providing a measurement of the momentum if the muon clips or misses the TPCs completely. The SMRD acts as a veto for beam neutrino interaction events that originate outside the tracker, especially in the large mass of the magnet and the near detector pit walls. It also acts as a trigger for cosmic ray muons, which are used for calibration studies of the inner detectors.

3.3 Far Detector: Super-Kamiokande

The Super Kamiokande (SK) detector acts as the far detector of T2K to measure the neutrino beam and search for neutrino oscillation. It is a large water Čerenkov detector situated about 1 km underground and 295 km west of the neutrino production target at J-PARC (Figure 3.1). The detector has been in operation since 1996 with a broad physics program including solar, atmospheric and accelerator neutrinos (Section 2.2), as well as searches for proton decay, dark matter, supernova relic neutrinos and magnetic monopoles.

The detector consists of a cylindrical tank, 41.4 m tall and 39.3 m in diameter, filled with 50 kton of ultra-pure water and imaged by ~13000 photo-multiplier tubes (PMTs). The volume is optically separated into two concentric compartments: the inner detector (ID) and outer detector (OD) as shown in Figure 3.9. The ID is 36.2 m tall and 33.8 m in diameter and contains 32 kton of water, while the OD surrounds the ID with a ~2 m thick layer of water around the circumference and at the top and bottom.

Charged particles, such as those produced in neutrino interactions, can emit optical radiation called Čerenkov light as they traverse the water, as described below in
Figure 3.9: Schematic diagram of the SK Detector and its location inside Mount Ikenoyama (bottom right inset).
Section 3.3.1 This light is detected by 11129 20-inch PMTs lining the ID wall facing inward, corresponding to a spatial coverage of 40%. The information given by the light patterns on the wall is used to determine particle momenta and PID, as described in more detail in Chapter 8. The OD mainly acts as a veto for incoming backgrounds such as cosmic rays which do not require precise event reconstruction. Therefore, the walls are lined with a highly reflective material and the 1885 8-inch PMTs are each fitted with a $60 \times 60$ cm wavelength shifting plate to increase light collection efficiency.

### 3.3.1 Čerenkov Radiation

The SK detector relies on the phenomenon of Čerenkov radiation \[116\], which occurs when the speed $v$ of a charged particle exceeds the phase velocity of light in some medium with refractive index $n$:

$$v > \frac{c}{n}.$$  \hfill (3.7)

In this case, the particle creates an electromagnetic shock wave similar to a sonic boom from objects travelling faster than the speed of sound. The Čerenkov threshold in momentum as a function of particle mass can be determined from Equation (3.7) and is shown for various particles in Table 3.2 assuming $n = 1.33$ for water.

<table>
<thead>
<tr>
<th>Particle</th>
<th>Mass (MeV/$c^2$)</th>
<th>Čerenkov Threshold (MeV/$c$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electron</td>
<td>0.511</td>
<td>0.583</td>
</tr>
<tr>
<td>Muon</td>
<td>105.7</td>
<td>120.5</td>
</tr>
<tr>
<td>Pion</td>
<td>139.6</td>
<td>159.2</td>
</tr>
<tr>
<td>Kaon</td>
<td>493.7</td>
<td>563.0</td>
</tr>
<tr>
<td>Proton</td>
<td>938.3</td>
<td>1070.0</td>
</tr>
</tbody>
</table>

Table 3.2: The mass and Čerenkov threshold in momentum for various charged particles.

The wavefront of the shock wave, or the Čerenkov light, is emitted at a polar angle
\( \theta_C \) relative to the particle direction given by

\[
\cos \theta_C = \frac{1}{\beta n},
\]

(3.8)

where \( \beta = \frac{v}{c} \). Thus, the light forms a cone around the particle trajectory, projecting a ring on the detector walls. For an ultra-relativistic particle (\( \beta \approx 1 \)), the Čerenkov angle is maximum, 41.2° in water, and the cone collapses (\( \theta_C \rightarrow 0 \)) as the particle slows and approaches the Čerenkov threshold. The energy loss is determined by counting the number of Čerenkov photons produced, proportional to \( \sin^2 \theta_C \) [117], while the particle is above threshold. This provides PID information, since both the Čerenkov threshold and energy loss in the medium depend on the mass of the particle. Furthermore, the development of an electromagnetic shower from an electron causes a fuzzy ring from the overlap of multiple rings, providing additional PID separation power from muons that travel relatively straight, as demonstrated in Figure 3.10.

Figure 3.10: Example SK event displays of an \( e \)-like (left) and \( \mu \)-like (right) Čerenkov ring.
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Optical Transition Radiation (OTR) Monitor

The T2K experiment uses an off-axis neutrino beam to achieve a narrow-band energy spectrum (Section 3.1.3). The off-axis angle is tuned to match the oscillation maximum (Figure 3.7) whose position in energy depends on $\Delta m_{32}^2$, one of the primary physics measurements of T2K. Thus, in order to achieve the stated goal of $< 4\%$ precision on $\Delta m_{32}^2$, the beam direction must be measured to within 1 mrad\textsuperscript{1}. This is achieved by the combination of proton beam monitor measurements (Section 3.1.2) and measurements from the on-axis neutrino detector INGRID (Section 3.2.1). In particular, the proton beam position\textsuperscript{2} and direction at the target must be measured with an accuracy of 1 mm and 0.5 mrad, respectively. A measurement of the beam size (to about 10\%) near the target also facilitates target protection and minimization of beam loss. This chapter will describe the T2K optical transition radiation (OTR) proton beam monitor, which has been instrumental to achieving these goals.

The OTR monitor measures the profile of the proton beam by imaging transition

\textsuperscript{1} A 1 mrad shift of the off-axis angle corresponds to about a 3\% uncertainty in the energy spectrum peak using Equation 3.6 with $\theta = 2.5^\circ$.

\textsuperscript{2} Due to the focusing nature of the horns, a translation of the proton beam from the center of the target-horn axis results in a shift of the resulting neutrino beam direction.
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radiation as the protons pass through a thin foil (Section 4.1). It is positioned 29 cm upstream from the target (Figure 3.5), which is a high radiation environment where conventional detectors (SSEMs, ESMs) would fail. The radiation would also quickly destroy any electronics placed nearby, requiring an optical system that transports the light through the shielding to a camera above the helium vessel (Section 4.2). The mechanical design, calibration, analysis and performance are described in Sections 4.4 to 4.8.

4.1 Transition Radiation

Transition radiation occurs when a charged particle travels between two media with different electromagnetic characteristics. This phenomenon was first predicted in [118] and experimentally verified in [119]. Transition radiation detectors have been implemented in many accelerators [120–122] to characterize the beam by placing a thin foil in the beamline, producing OTR light which is imaged by a camera.

As a charged particle crosses the boundary between two materials of different permittivities, the electric fields of the particle induce a polarization in the medium. This polarization emits radiation which combines coherently to produce transition radiation. The formation depth, or approximate distance required for sufficient radiation intensity, is given by [117]

\[ D = \frac{\gamma c}{\omega_p}, \quad (4.1) \]

where \( \gamma = \frac{1}{1-\beta^2} \) and \( \omega_p \) is the plasma frequency for a specific medium. The plasma frequency depends on the electron number density \( n_e \) as follows:

\[ \omega_p^2 = \frac{n_e e^2}{\varepsilon_0 m_e}. \quad (4.2) \]

For example, in pure titanium \( \omega_p \approx 1.34 \times 10^{16} \text{ s}^{-1} \) and for a 30 GeV proton (\( \gamma \approx 32 \)) \( D \approx 1 \text{ micron} \). Therefore, only a thin layer of material is needed to produce transition radiation, which is necessary to prevent significant beam loss.
The number of photons $N$ emitted via transition radiation in a frequency range $d\omega$ and solid angle $d\Omega$ is given by \[123\]
\[
\frac{d^2N}{d\omega d\Omega} = \frac{2e^2\beta^2}{\pi hc \omega} \times \frac{\sqrt{\epsilon_2 \sin^2 \theta \cos^2 \theta}}{|1 - \beta^2 \epsilon_2 \cos^2 \theta|^2} \times \left| \frac{(\epsilon_1 - \epsilon_2) \left(1 - \beta^2 \epsilon_2 - \beta \sqrt{\epsilon_1 - \epsilon_2 \sin^2 \theta}\right)}{(1 - \beta \sqrt{\epsilon_1 - \epsilon_2 \sin^2 \theta}) \left(\epsilon_1 \cos \theta + \sqrt{\epsilon_1 \epsilon_2 - \epsilon_2^2 \sin^2 \theta}\right)} \right|^2, \tag{4.3}
\]
where $\epsilon_1$ and $\epsilon_2$ are the relative permittivities of the first and second media, respectively, and $\theta$ is the angle between the particle direction and the photon direction.

For a relativistic particle ($\beta \sim 1$) travelling from a medium with $|\epsilon_1| > 1$ into vacuum ($\epsilon_2 = 1$), Equation 4.3 is approximated by \[124\]
\[
\frac{d^2N}{d\omega d\Omega} = \frac{2e^2}{\pi hc \omega} \frac{\sin^2 \theta}{(1 - \beta \cos \theta)^2}. \tag{4.4}
\]
The polar angular distribution is shown in Figure 4.1 (left, black curve). Photons are emitted in a narrow forward cone, with a maximum at $\theta \approx 1/\gamma$.

For a particle entering a medium from vacuum, $\epsilon_1 = 1$ and $\epsilon_2 = \epsilon > 1$ are reversed from the previous case. In this case Equation 4.3 is approximated by
\[
\frac{d^2N}{d\omega d\Omega} = \frac{2e^2}{\pi hc \omega} \frac{\sqrt{\epsilon - 1}}{\sqrt{\epsilon + 1}} \frac{\sin^2 \theta}{(1 - \beta \cos \theta)^2}, \tag{4.5}
\]
where $\theta$ is now relative to the backward direction (opposite the particle direction). As suggested by the form of the factor depending on $\epsilon$ (amplitude of a reflected electromagnetic wave), the radiation is actually reflected along the reflection axis defined by twice the angle between the particle and the normal to the boundary, as shown in Figure 4.1 (right). With a foil placed at an angle of 45° relative to the proton beamline, the optical component of the backward radiation (or OTR) can be collected and imaged.

### 4.2 Optical System

Due to the extremely high radiation environment around the neutrino production target, a novel and more complicated system for collecting OTR, compared to those in \[120\]–\[122\],
must be designed. The proton beam passes through a foil positioned at 45° relative to the beam axis such that OTR is reflected in the transverse horizontal direction as shown in Figure 4.2. A series of four 90° off-axis parabolic mirrors (Section 4.2.1) transport the light through two bends in the radiation shielding. Intermediate and final images are formed between mirrors 2 and 3, and at the camera, respectively. The light exits the helium vessel through a quartz window. In the previous systems with no collision target nearby [120–122], a camera could be simply located at the mirror 1 or 2 positions and at closer distances.

Mirror 1 is placed 110 cm away from the foil, as far as possible from the target to minimize radiation damage, but keeping the mirrors a reasonable size to collect the light and minimize the bore size in the shielding. This defines a focal length of 55 cm for mirror 1 and mirror diameter of 12 cm. The approximate angular acceptance for OTR light from the foil in this geometry is illustrated in Figure 4.1 (left). Mirrors 2 and 3 are the same size and focal length as mirror 1. The camera (Section 4.2.2) sensor is only 7.5 mm wide, therefore the image of the foil (50 mm in diameter) must be reduced in size. This is accomplished with mirror 4 having a shorter focal length of 30 cm (~55%
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Figure 4.2: A cross section of the optical path of OTR produced by the proton beam travelling into the page through the foil. The focusing effect of the mirrors is illustrated by three example light rays. The mirror dimensions are given in Section 4.2.1 (Not to scale.)
reduction) and a fiber-optic taper attached to the front of the camera (~28% reduction).

4.2.1 Mirrors

The 90° off-axis parabolic mirrors were manufactured out of solid aluminum and coated with a uniform 400 nm thick layer of Al$_2$O$_3$ [125]. This coating provides reflectivity near 100% in order to reduce light loss at each mirror and resistance to darkening due to radiation damage. The reflectivity of a smaller mirror with this coating was shown to be unaffected after irradiation by a proton beam at TRIUMF equivalent to the dose expected after 130 years of beam operation at the location of mirror 1 [126].

4.2.2 Camera

A charge injection device (CID) monochrome camera, radiation tolerant up to 10 kGy [127], is used to withstand the expected dose rate above the helium vessel (~1 kGy/year at 750 kW beam power). The 11 mm diagonal sensor consists of 755 × 484 pixels with dimensions 12.0 µm × 13.7 µm.

A fiber-optic taper is used in front of the camera to reduce the image size instead of a lens in order to minimize aberrations. The angular acceptance and transmittance of the taper were characterized using laser light, which are used as input to absolute light yield predictions [126]. For example, the intensity of a laser spot incident on the taper face was measured at various angles, with results as shown in Figure 4.3 (left). Thus, assuming the maximum angle from mirror 4 to the center of the taper (~ 6°), the light collection efficiency due to the taper angular acceptance is approximately 90%. For reconstruction of the beam profile, however, this factor is automatically taken into account by the efficiency correction described in Section [4.7.1]

A non-linearity at low light levels was observed in the camera response [126]. To bring the camera out of the non-linear region, an ambient light source constructed from multiple LEDs was placed behind mirror 4 facing the camera. This prevents the need for
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Figure 4.3: Left: ADC count for a laser spot directed at the taper face as a function of the angle between the laser and normal to the face of the taper. A Gaussian is fitted around the maximum (black curve), which is used to estimate the half width at half maximum $\sim 14.1^\circ$ (red lines). Right: Image through the taper of an LCD screen displaying white (a uniform Lambertian light source). The z-axis is normalized to the peak value showing the relative transmission efficiency across the taper face, which is $\sim 30$ mm (x) by $\sim 24$ mm (y).

a complicated correction in the analysis at a small expense of dynamic range.

4.3 Prototype System

A prototype system, scaled to 13.8% of the full size, was assembled to demonstrate the measurement concept, practice mirror alignment procedures (Section 4.5.2), test various lighting systems (Section 4.5.1) and develop image analysis software (Section 4.7). A picture of the prototype setup is shown in Figure 4.4.

The prototype was successfully tested at the National Research Council in Ottawa [126] in an electron beam of $\gamma$ factor similar to the J-PARC proton beam, giving confidence to construct of the full scale system.

The prototype system was also used to develop and practice alignment procedures by using a laser and adjusting mirror positions and angles. Various laser, LED and filament light sources were tested in two configurations: back-lighting where the direction of light passes through the foil position towards mirror 1, and front-lighting where the light source is placed near mirror 1 and directed towards the foil. It was determined that
a back-lighting filament-style source provided the most uniform light and best contrast when imaging a foil with machined holes for calibration \cite{128} (Section 4.4.1).

### 4.4 Mechanical design

The full-scale system is located in a high-radiation environment which prevents direct access to the camera location during beam operation and never to components near the beam. Thus, the mechanical systems were designed to satisfy the following criteria:

- Ability to continually and remotely calibrate the optics.
- Stability with temperature.
- Long-term (~ several years) robustness.
- Ease of remote maintenance for component replacement.

An overview of the design is shown in Figure 4.5(a). The system, including 2 tubes holding the first 3 mirrors, is mounted onto the first horn and its support module. Various OTR monitor components near the beam, including the target foil disk system
(Section 4.4.1), are attached to the horn-target assembly as shown in the rotated zoom in Figure 4.5(c). An optical table is placed on top of the helium vessel lid (not shown) and supports mirror 4 and the camera system. The mirror tubes and target position are shown more clearly in the rear view in Figure 4.5(b). A vertical bore runs through the right side of the front plate to an extension tube below to guide various cables to the components near the beam. Figure 4.6 shows the details of the monitor components near the beam, which are described in the following sections.

4.4.1 Foil Disk System

The foils that are inserted into the beam line are mounted on an 8-slot disk carousel as shown in Figures 4.6 and 4.7. Each slot has a diameter of 5 cm which, when mounted at $45^\circ$ to the beam axis, covers the maximum beam acceptance defined by the 3 cm diameter collimator (Figure 3.5).

Seven slots are occupied by various foils summarized in Table 4.1 while one slot is left empty for calibrating the optical system (Section 4.7.1). A Demarquest AF995R 100 $\mu$m thick ceramic wafer [129] and a 50 $\mu$m thick aluminum foil are used during low proton beam intensity operation for increased light yield. A titanium alloy was chosen for higher intensities for its superior strength, and four 50 $\mu$m thick foils are installed for redundancy. A set of holes is precisely laser-machined into the fifth titanium calibration foil, described in Section 4.4.2.

Each foil is clamped onto the disk (Figure 4.7 (right)) providing sufficient tension to keep the foil flat during the thermal shock of the beam pulse. The disk is mounted on an arm attached by two legs to an aluminum plate of the target-horn assembly (Figure 4.5(c)). The disk, arm and legs are made of titanium, with a low coefficient of thermal expansion, to minimize shifts relative to the target and horn.

The disk is rotated to position the desired slot in the beamline by a remote controlled stepper motor at the top of the horn module below the helium vessel lid. The motor
Figure 4.5: CAD drawings of the OTR system in various perspectives. (a) A view of the horn support module and surrounding area with the beam going into the page. The target-horn assembly below the module, which the monitor components at the bottom of the figure are attached to, is not shown for clarity. (b) The rear view of the horn module showing the mirror tubes and part of the target-horn assembly. (c) A zoomed-in view of the monitor components near the beam.
Figure 4.6: Several zoomed-in views of the OTR monitor components near the beam.

Figure 4.7: The upstream (left) and downstream (right) sides of the foil disk.
### Table 4.1: The target foils used in the OTR system. The approximate operational range of beam power in kW and corresponding intensity in protons per spill (pps) is given for each foil.

<table>
<thead>
<tr>
<th>Material</th>
<th># of slots</th>
<th>Thickness</th>
<th>Beam Power (kW)</th>
<th>Intensity (pps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ceramic (AF995R)</td>
<td>1</td>
<td>100 µm</td>
<td>&lt; 1</td>
<td>&lt; 10^{12}</td>
</tr>
<tr>
<td>Aluminum (1100)</td>
<td>1</td>
<td></td>
<td>1 – 40</td>
<td>10^{12} – 10^{13}</td>
</tr>
<tr>
<td>Titanium (15-3-3-3)</td>
<td>4</td>
<td>50 µm</td>
<td>&gt; 8</td>
<td>&gt; 5 × 10^{12}</td>
</tr>
<tr>
<td>Titanium (15-3-3-3)</td>
<td>1</td>
<td></td>
<td>Calibration with no beam</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.1: The target foils used in the OTR system. The approximate operational range of beam power in kW and corresponding intensity in protons per spill (pps) is given for each foil.

![Alignment dowel Filament and termocouple connectors He line Motor shaft connector Pivot point Arm reflector](image)

**Figure 4.8: Outer end of the arm holding the disk.**

This motor system with several drive shafts suffers from significant backlash during operation. Therefore, in order to precisely reproduce foil positions, which is especially important for the calibration foil, a depression was machined into the disk near each slot position. A spring-loaded steel ball plunger presses into the disk and locks firmly into the depression, pulling the disk into the correct position as it rotates (Figures 4.6 and 4.7 (right)). A microswitch engaged by a titanium button on the disk prompts the motor to stop immediately prior to the activation of the plunger mecha-
nism.

In case of failure of the microswitch and plunger system, a pressure switch was also implemented as a backup system. A nozzle at the end of a pressurized helium gas line is positioned about 0.1 mm from the surface of the disk (Figures 4.6 and 4.7 (right)). Holes are machined through the disk at each slot position which pass the nozzle as the disk rotates, reducing the pressure in the line and triggering a pressure switch that disengages the motor. This method is sufficiently accurate without the plunger for positioning a disk slot to ensure that thicker parts of the disk remain out of the beamline.

4.4.2 Calibration Foil

The calibration foil is used to provide a position reference relative to the target and horn described in Section 4.4.3, and for image analysis described in Section 4.7.2. It contains a 7 mm spacing grid of precisely laser-machined holes as shown in Figure 4.9. The two central holes[3] are 0.8 mm in diameter while the rest are 1.2 mm.

![Figure 4.9: The calibration foil with a grid of laser-machined holes, clamped to the disk.](image)

4.4.3 Alignment

The calibration foil provides a reference for translating beam images obtained by the camera into the real coordinate system relative to proton beam line. Thus, the position
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4.5 Mechanical Design of the Optical System

Mirrors 1 and 2 are mounted in a long steel tube while mirror 3 is mounted in a shorter steel tube (Figure 4.5(b)) such that they can be easily installed and replaced through ports in the helium vessel lid. The tubes hang precisely on ball support mounts protruding from the back of the horn module front plate and can be adjusted vertically. Mirrors 1 to 3 can be rotationally adjusted about the horizontal axis normal to the front plate. Mirror 4 and the camera are mounted on an optical table which can be translated horizontally. Furthermore, the camera is mounted on three remote controlled motorized stages for fine-tuning the focus and centering on the optical axis.
Quartz Window

A 25 cm diameter fused silica or quartz window (BK7-G18) is used to seal the helium vessel while allowing light to pass from mirror 3 to mirror 4 above the vessel lid. The technical specifications state radiation tolerance up to 10 kGy [130] with a transmittance loss of less than 5% after such irradiation. The absolute transmittance around the central region was measured to be \( \geq 93\% \), which is taken into account in the efficiency correction described in Section 4.7.1.

4.5.1 Calibration Lighting Systems

Based on studies with the prototype system (Section 4.3), the back-lighting method was chosen to illuminate the calibration foil and monitor the efficiency of the optical system. Two laser light systems and a filament light system were installed for this purpose and their light path is illustrated in Figure 4.11 (left).

The laser light systems use small red LED lasers [131], one mounted on the optical table (outside laser) and the other near the disk rotation motor (inside laser). Two steel pipes \( \sim 1 \text{ cm} \) in diameter guide the light from each laser from above the horn module to the extension tube (Figures 4.6 and 4.11). The feasibility of these light pipes was confirmed by measuring the light output at the end of the pipe [128]. A small steel reflector is attached to the bottom of each tube to direct the light to a reflector on the arm (Figure 4.8). The outside laser can be replaced relatively easily when the beam is off, while an inside laser replacement requires a long shutdown and removal of the helium vessel lid.

The filament lamps are constructed from Alchrome wire coiled inside a parabolic reflector and installed near the extension tube (Figures 4.6 and 4.11). Three lamps are deployed for redundancy, since they cannot be accessed after beam running. Destruction tests in air showed that these filaments break at \( \sim 15 \text{ A} \). Thus, they are operated at 12 A
Figure 4.11: Left: Schematic of the calibration lighting systems and light path. Right: Upward view of the extension tube region below the front plate of the horn support module. One of the filament lights is turned on.
to be conservative while still producing sufficient light output. The threshold is expected
to be higher in helium due to the larger thermal conductivity compared to air.

4.5.2 Alignment

The optical system was aligned using a laser. The laser was mounted at the center of the
empty slot position on the disk and aligned to the beamline by using crosshairs at the
front and rear of the horn. A plane mirror was then inserted flush into the empty slot to
reflect the laser towards the mirror system as shown in Figure 4.12 (left). Each mirror
was adjusted so that the laser hit the center of each mirror. To align the arm reflector,
a laser was placed at the camera position shining backwards through the optical system.
The arm reflector was then adjusted so that the peak of the reflected light distribution
appeared on the filaments as shown in Figure 4.12 (right). The reflector angle was
optimized for the filaments since they provide the most uniform light source [128].

When imaging the calibration foil, the angle of the incident light affects the apparent
hole positions. The deviations caused by the various calibration light sources were char-
acterized by comparing to a temporary light source deployed between the arm reflector
and the disk, aligned to the axis defined by the calibration foil and mirror 1 centers.
The variation in the imaged hole positions was \( \sim 0.25 \) mm, a major contribution to the
systematic uncertainty (Table 4.2).

Variations in the optical system alignment are expected from effects such as temper-
ature change and earthquakes. Thus, the calibration foil is imaged regularly with the
calibration light sources to provide a time dependent correction (Section 4.7.2).

\footnote{The intensity of a filament was measured to be smaller in helium than air for a given current (power)
by a factor of \( \sim 1.75 \), corresponding to the ratio of the specific heat capacities at constant volume.}
Figure 4.12: Left: Laser and flat mirror setup for initial alignment of the parabolic mirrors. Right: Subsequent alignment of the arm reflector using a laser at the camera position.
Figure 4.13: OTR event display of the first proton beam successfully guided to the target. The crosshair is centered on the horn (target) axis. The top-right and bottom-right panels show the horizontal and vertical projections, respectively, with the results of a 2D Gaussian fit overlaid in red.

### 4.6 Data Acquisition and Slow Control

The data acquisition (DAQ) system, described in detail in [126, 132], collects and processes the image data. A trigger signal is received from the beamline which prompts a reset of the camera readout before the beam spill arrives. Three full image frames, the first of which is synchronized to the actual spill arrival time, are archived and sent to an online monitoring program. The event display, which includes a 2D fit of the beam profile, is shown in Figure 4.13. If the measured position or width is not within tolerance, a signal is delivered to abort further beam extraction into the neutrino beamline. The slow control system provides the remote lighting and motor control, as well as delivering a beam interlock signal while the disk is rotating.
4.7 Image Correction and Analysis

The optical system introduces a light collection efficiency loss as well as image distortion due to the parabolic mirrors. This section describes the corrections for these effects in order to reconstruct the real beam position and profile.

4.7.1 Efficiency Correction

The geometry of the optical system as well as the fiber taper attached to the camera introduce a light collection efficiency loss that is dependent on the transverse position of the light source. Figure 4.14 (left) shows the image at the camera position (without the taper) of a uniform light source placed at the disk position, based on a ray tracing simulation of the optical system. The falloff in the radial direction biases the reconstructed beam position and width.

![Figure 4.14: Simulated (left, no fiber taper) and measured (right, with fiber taper) light collection efficiencies. The z-axis is normalized to the peak value.](image)

An integrating sphere [133] was used to characterize the efficiency in the real system. It was constructed from a 30.5 cm diameter hollow cardboard globe shown in Figure 4.15. Eight laser diodes point inward, the light from which reflects multiple times off the painted white surface prior to escaping through a 12 cm opening. The diffuse reflections produce a light intensity output measured to be uniform within 5% across the opening. Prior to the horn module installation, the sphere was deployed at the disk position. The
image taken through the optical system and fiber taper with the camera is shown in Figure 4.14 (right). The impact of the fiber taper on the efficiency map can be seen from the comparison with the simulation in Figure 4.14 (left). The measured efficiency map is used to correct all subsequent images.

Images are also taken periodically with each of the light sources illuminating the empty slot in the disk. However, these light sources are less uniform than the integrating sphere and the images are mainly used to monitor efficiency changes over time.

### 4.7.2 Distortion Correction

Distortion in the image is introduced by the parabolic mirrors as shown in Figure 4.16 (left) where the calibration foil was illuminated by a laser and imaged through the optical system. The hole centroids are marked by triangular points, determined from a hole-finding algorithm. These points are compared to the true hole positions (Section 4.4.2), which include the results of the calibration foil survey (Section 4.4.3), to build a transformation map. This map then translates images from camera space into the real beam coordinate system. Figure 4.16 (right) demonstrates how the distortion correction recovers the true hole positions marked by the circular points.
4.7.3 Overview of the Image Analysis

The proton beam position and width as well as the total light yield is measured for each spill. The analysis involves several steps as follows:

1. Pedestal subtraction using the two images obtained after the beam spill image.
2. Light collection efficiency correction using the map measured with the integrating sphere (Section 4.7.1).
3. Correction for leakage currents in the camera sensor [126].
4. Distortion correction using the transformation map obtained from an image of the calibration foil (Section 4.7.2).
5. Two-dimensional fit to the image to extract the proton beam position and width, and the total light yield.

4.8 Performance of the OTR Monitor

The OTR monitor has operated with proton beam intensities ranging from $1 \times 10^{11}$ to $1 \times 10^{14}$ protons per spill (pps), switching between foils depending on the intensity as
shown in Table 4.1. Images of an example beam spill using the titanium and aluminum alloy foils are shown in Figure 4.17.

![Example OTR Images](image)

Figure 4.17: Example OTR images of the proton beam with typical beam conditions, $9.0 \times 10^{13}$ pps for titanium (left), and $2.3 \times 10^{13}$ pps for aluminum (right) alloy foils. The black circle shows the edge of the target.

### 4.8.1 Systematic Errors

The systematic errors on the reconstructed beam position and width are summarized in Table 4.2. The uncertainty on the position measurement is dominated by the uncertainties from the calibration foil survey (Section 4.4.3) and lighting system alignment (Section 4.5.2). The uncertainty in the beam width measurement is dominated by the choice of the signal fitting function, which has some freedom due to insufficient understanding of an apparent background [126]. Overall, the total systematic error is $< 0.5$ mm, within the required goals of the beam measurement at the target.

### 4.8.2 Beam position and direction measurements

The OTR monitor is used in conjunction with the upstream SSEM and ESM monitors (Section 3.1.2) to determine the beam position and angle. A linear fit is performed with the last three (two) SSEM/ESM pairs and the OTR measurement to extrapolate the
beam \( x \) (\( y \)) position and angle at the target (Figure 3.6). An example fit to a single spill is shown in Figure 4.18. The uncertainty in the extrapolation is dominated by alignment uncertainties. The measured beam position and direction is stable within design requirements throughout each running period, so the average beam position and direction over each period is used as input to the neutrino flux prediction in Section 5.1.

### 4.8.3 Consistency with upstream proton beam monitors

The OTR position measurement can be removed from the linear fit and instead compared to the extrapolation to the OTR position using only the upstream monitors. Figure 4.19 shows the difference between the OTR position measurements and the extrapolation over a period of time including variations in the beam conditions. The mean of the differences is within the alignment uncertainty (1 mm) and stable with an RMS < 0.3 mm.

The beam width and divergence are also extrapolated from the proton beam measure-
Figure 4.18: Example extrapolation of the beam position and direction using the SSEM and OTR measurements.

Figure 4.19: The difference between the OTR x (top) or y (bottom) measurements of the beam position and the extrapolation from upstream proton beam monitor measurements. The data points were collected from January through June of 2010.
ments and used as input to the neutrino flux prediction. There is a \( \sim 25\% \) discrepancy in the OTR measured width which is currently unexplained, but this has a negligible effect on the flux prediction \cite{132}. 
Chapter 5

Physics Simulation

The oscillation parameters are extracted by comparing the observed number of events \( N \) in the near and far detector with the predicted number of events \( \hat{N} \) as introduced in Section 1.1:

\[
\hat{N}_{\nu_\beta}(E_{\text{rec}}) \sim P_{\nu_\alpha \rightarrow \nu_\beta}(E; o) \cdot \varphi_{\nu_\alpha}(E; b) \cdot \sigma_{\nu_\beta}(E; x) \cdot \varepsilon_{\nu_\beta}(E_{\text{rec}}, E; d).
\] (5.1)

This equation is the same as Equation 1.3 except explicitly showing the functional dependence on the true and reconstructed neutrino energies \( E \) and \( E_{\text{rec}} \). Each factor in Equation 5.1 is calculated with separate software packages that depend on the following sets of parameters:

- \( o \): the oscillation parameters as described in Chapter 2.
- \( b \): the neutrino beam parameters.
- \( x \): the neutrino interaction cross section parameters.
- \( d \): the detector parameters for ND280 and SK.

The latter three factors are calculated from separate simulations using a Monte Carlo (MC) method. The output of the neutrino beam simulation described in Section 5.1 is propagated to the neutrino interaction simulation described in Section 5.2. The output
from that is then propagated to the ND280 and SK detector simulations described in Sections 5.3 and 5.4 respectively. The oscillation probability $P$ is calculated at the oscillation analysis stage (Chapter 9) with the Prob3++ program \[134\] based on an analytic derivation including matter effects \[135\].

The precision of the prediction $\hat{N}$, which in turn affects the precision of the oscillation parameter measurement, depends on the uncertainties of all the inputs to each simulation. Each simulation consists of several models that depend on various parameters which are tuned and constrained to some experimental data or theory. Uncertainties in these parameters are propagated to $\hat{N}$ using the simulations. These models and their parameters and constraints are described in this chapter.

### 5.1 Neutrino Flux Prediction

The neutrino flux prediction is calculated from a simulation of the 30 GeV proton beam starting upstream of the baffle (immediately downstream of the beam window in Figure 3.5), producing hadrons after collisions with the target and surrounding material, and ending with the decay of hadrons or muons that produce neutrinos. External hadron production data as well as in-situ measurements of the proton beam and horns are used to tune the simulation and constrain systematic uncertainties. The flux prediction and systematics are described in more detail in 100, 132.

Hadronic interactions in the baffle and target are simulated with FLUKA2008 \[136\]. The particles emerging from the baffle and target are then used as input to a GEANT3-based \[137\] simulation called JNUBEAM, which includes the realistic geometry and survey-based positioning of all the beamline components shown in Figure 3.3. GEANT3 propagates all the particles through the geometry accounting for the magnetic fields produced by the horns, as well as subsequent hadronic interactions which are modelled by GCALOR \[138\]. The particles decay according to the current best knowledge of branching
ratios\textsuperscript{[72]} as shown for the neutrino production modes in Table\textsuperscript{5.1}. The decay products (except neutrinos) are tracked further until they subsequently decay or fall below 10 MeV kinetic energy. All the neutrinos that are produced are recorded and used to calculate the neutrino flux at the ND280 and SK positions\textsuperscript{[1]} as shown in Figures\textsuperscript{5.1 and 5.2 (left). This corresponds to the $\varphi$ factor in Equation\textsuperscript{5.1}

<table>
<thead>
<tr>
<th></th>
<th>$\pi^+$</th>
<th>$K^+$</th>
<th>$K^0_L$</th>
<th>$\mu^+$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\nu_\mu$</td>
<td>$\mu^+ \nu_\mu$</td>
<td>$\mu^+ \nu_\mu$, $\pi^0 \mu^+ \nu_\mu$</td>
<td>$\pi^- \mu^+ \nu_\mu$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>99.9877</td>
<td>63.55</td>
<td>3.353</td>
<td>27.04</td>
</tr>
<tr>
<td>$\nu_e$</td>
<td>$e^+ \nu_e$</td>
<td>$\pi^0 e^+ \nu_e$</td>
<td>$\pi^- e^+ \nu_e$</td>
<td>$e^+ \bar{\nu}_\mu \nu_e$</td>
</tr>
<tr>
<td></td>
<td>$1.23 \times 10^{-4}$</td>
<td>5.07</td>
<td>40.55</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 5.1: Branching fractions in % for decay modes that produce neutrinos for various particles. The $\pi^-$, $K^-$ and $\mu^-$ modes are charge conjugates of their respective positive modes.

Figure 5.1: The tuned flux prediction at ND280 (left) and SK (right) for each neutrino species in the T2K beam.

Several sources of systematic error are considered for the flux prediction\textsuperscript{[100, 132]}. Hadron production differential cross section measurements are used to constrain the

\textsuperscript{[1]}The neutrino detector positions were determined by GPS survey and are also input to the simulation.
hadron interaction models. The horn current and magnetic field are measured in-situ. The proton beam measurements, including those from the OTR monitor, are used to define the simulated beam parameters. The INGRID detector provides an additional constraint on the off-axis angle. Each of these components of the flux prediction are modelled by a set of parameters, for example momentum and angle bins (or ranges) for hadron production, or proton beam position and direction, which correspond to \( b \) in Equation 5.1. The measurements are used to tune (define the central value for) \( b \), which modifies the predicted flux in Figures 5.1 and 5.2 (left). The uncertainties in \( b \) are defined by the measurement uncertainties and are propagated to the flux prediction by varying the parameters in the simulation. The tuning and variation are performed by a combination of MC regeneration and reweighting methods.

A covariance matrix describing the total systematic uncertainty can be calculated from several simultaneous variations of \( b \) within their measurement uncertainty. This procedure is referred to as toy MC. The matrix also encodes the correlations between neutrino energy bins resulting from the underlying parameterization \( b \). The total systematic error and contributions from the various sources for the \( \nu_\mu \) flux is shown in Figure 5.2 (right). The corresponding correlation matrix, which also relates the neutrino energy bins between different detectors and neutrino species, is shown in Figure 5.3. The tuned flux prediction and covariance matrix are propagated to the oscillation analysis in Chapter 9.

\footnote{Reweighting depends on the probabilistic nature of MC. For example, when building a distribution from some set of MC events, if the cross section (probability) for producing some sub-set of those events is doubled, then this can be reflected in the distribution by applying a weight of 2 to those events when building the distribution. This prevents the need for running multiple compute-intensive MC with parameter variations.}
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Figure 5.2: Left: The tuned $\nu_\mu$ flux prediction showing the contribution from various parent particles. Right: The total diagonal error in the $\nu_\mu$ flux prediction and contribution from various systematic error sources. The corresponding correlation matrix is shown in Figure 5.3.

Figure 5.3: The correlations between the ND280 and SK flux bins and all neutrino species in the T2K beam. The bin boundaries in energy are [0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 1.0, 1.2, 1.5, 2.0, 2.5, 3.0, 3.5, 4.0, 5.0, 7.0, 10, 30] GeV. The full covariance matrix can be calculated from this and the diagonal errors in, e.g., Figure 5.2 (right).
5.2 Neutrino Interaction Generator: NEUT

Neutrinos interact via the weak force with the nucleons and electrons in and surrounding the detectors. The energy distribution of neutrino interaction events is determined from the input flux multiplied by the total cross section as calculated by the simulation package NEUT \[139, 140\]. Since the detectors can only observe the resulting final state, NEUT must also determine the interaction mode and kinematics of the outgoing particles based on a calculation of the differential cross section for each mode. The following CC and NC interaction modes are considered:

- (quasi-)elastic (QE) scattering: \( \nu + N \rightarrow l + N' \),
- single meson or photon production via baryon resonance (RES): \( \nu + N \rightarrow l + N' + m \),
- deep inelastic scattering (DIS): \( \nu + N \rightarrow l + \text{hadrons} \) and
- coherent pion production: \( \nu + A \rightarrow l + A + \pi \),

where \( N \) and \( N' \) are nucleons, \( l \) is a charged lepton (neutrino) for a CC (NC) interaction, \( m = \pi, K, \eta \) or \( \gamma \) and \( A \) is the target nucleus. The relative contribution of each mode is shown in Figure 5.5 (left) including the data summarized in \[142\]. A subset of this data is used to tune and estimate systematic uncertainties in the NEUT simulation, described in this section. In particular, MiniBooNE data are well-suited for constraining the interactions at T2K since the neutrino energy spectrum \[143\] is wider, as shown in Figure 5.4 The T2K flux, overlaid in Figure 5.5 (left), shows that QE scattering is the dominant interaction mode, which is useful for reconstructing the neutrino energy based on 2-body kinematics.

For interactions that occur within a nucleus, the resulting hadrons are transported through the nuclear medium to account for re-interactions or final state interactions.
Chapter 5. Physics Simulation

Figure 5.4: Comparison of the $\nu_\mu$ flux at ND280, MiniBooNE [143] and for SK atmospheric neutrinos [144] (used in Chapter 8).

Figure 5.5: Left: CC $\nu_\mu + N$ cross section data summarized by [132] with the T2K ND280 flux (filled area) and NUANCE [141] predictions (lines) overlaid. Right: NEUT $\nu_\mu$ CC total cross section compared to the SciBooNE [145], MINOS [146] and NOMAD [147] data.
that can modify the observable particles emitted from the nucleus. The NEUT package includes a custom simulation for this process and is discussed in Chapter 6.

### 5.2.1 Quasi-Elastic Scattering

NEUT uses the Llewellyn-Smith model \[148\] to simulate QE scattering of a neutrino by a free nucleon. The model contains a (form) factor $F_A$ that can only be determined from neutrino scattering and is typically parameterized in dipole form as

$$F_A(q) = \frac{-1.232}{1 - q^2/M_A^2}, \quad (5.2)$$

where $q = p_\nu - p_l$ is the 4-momentum transfer and $M_A$ is called the *axial-vector mass*. It is denoted $M_{A}^{QE}$ hereafter to distinguish it from the axial-vector mass associated with resonance production (Section 5.2.2). For interactions on bound nucleons, the relativistic Fermi gas model developed by Smith and Moniz \[149, 150\] is used to take into account nuclear effects.

Neutrino interaction data from K2K \[151\] and MiniBooNE \[152\] motivate the central value of $M_{A}^{QE} = 1.21 \text{ GeV}/c^2$, with an uncertainty of 0.45 GeV/c$^2$ coming from a fit to the MiniBooNE data \[153\]. An uncertainty of 11% is also applied to the overall normalization of the total CCQE cross section below 1.5 GeV neutrino energy, coming from the MiniBooNE flux uncertainty.

### 5.2.2 Single Meson or Photon Production

Single meson production is simulated with the Rein and Sehgal model \[154, 155\], which considers the amplitude and decay probabilities of baryon resonances with invariant mass $W < 2 \text{ GeV}/c^2$. Baryon resonance absorption within the nucleus, referred to as *pionless Delta decay* (PDD), is modelled such that 20% of resonance events do not produce decay products \[156\].
Similar to QE scattering, an axial-vector mass parameter is set to a nominal value of $M_A^{RES} = 1.21 \text{ GeV}/c^2$ according to external data [139]. MiniBooNE pion production data [157–159] are fit simultaneously as shown in Figures 5.6 to 5.8 to extract new central values and uncertainties including correlations for $M_A^{RES}$ and CC1π and NC1π$^0$ cross section normalization parameters.

Figure 5.6: MiniBooNE flux-integrated CC1π$^0$ $Q^2$ distribution with the nominal NEUT CC prediction and true interaction components (left) and best-fit (right). Data points from [157].

5.2.3 Deep Inelastic Scattering

The DIS cross section for $W > 1.3 \text{ GeV}/c^2$ is calculated using nucleon structure functions [160, 161]. The outgoing particle multiplicities for $W < 2 \text{ GeV}/c^2$ are estimated from bubble chamber data [162, 163]. For $W > 2 \text{ GeV}/c^2$, the kinematics of the hadronic system are determined by the PYTHIA/JETSET simulation package [164].

An uncertainty on the total normalization is assigned based on the CC inclusive measurement by MINOS [146] as shown in Figure 5.9. The difference at 4 GeV from the high energy average is taken as reference and the systematic error is modelled as $\delta(\sigma_{CCother}) = 0.4/E_\nu[\text{GeV}]$ to account for the increasing (decreasing) precision towards
Figure 5.7: MiniBooNE flux-integrated $CC1\pi^+$ $Q^2$ distribution with the nominal NEUT CC prediction and true interaction components (left) and best-fit (right). Data points from [158].

Figure 5.8: MiniBooNE flux-integrated $NC1\pi^0 p_x$ distribution with the nominal NEUT NC prediction and true interaction components (left) and best-fit (right). Data points from [159].
higher (lower) energies.

![Graph showing total $\nu_\mu$ inclusive CC cross section reported by MINOS [140]. The difference from the high energy average is $\sim 10\%$ at 4 GeV.]

**5.2.4 Coherent pion production**

Coherent pion production is characterized by a small momentum transfer to the nucleus leaving it in the ground state and producing a pion which is of the same charge as the incoming weak current. The angular distribution of the outgoing lepton and pion are strongly peaked in the forward direction. This process is simulated using the Rein and Sehgal model [165, 166].

Current measurements are consistent with no CC coherent $\pi^+$ production around neutrino energies of $\mathcal{O}(1 \text{ GeV})$ [167, 168] at the 90% confidence level, as shown in Figure 5.10 compared to the NEUT prediction. Thus, a conservative 100% systematic uncertainty on the total cross section is assigned. A 30% systematic uncertainty is assigned to the total cross section for NC coherent $\pi^0$ production based on the discrepancy between NEUT and the SciBooNE measurement [169] shown in Figure 5.10.

**5.2.5 Summary of Systematic Errors**

The tuned cross section parameters and systematic errors, including additional systematic error sources described in [153], are summarized in Table 5.2. These are propagated to the oscillation analysis in Chapter 9.
### Table 5.2: Cross section parameters for the oscillation analysis in Chapter 9, showing the applicable range of neutrino energy, nominal value and prior error. Nominal refers to the new central values after all the tuning described in this section. All the errors are assumed to be independent except for those marked by † which are correlated from the MiniBooNE fit described in Section 5.2.2. Text enclosed in () brackets indicates an additional independent parameter for the far detector.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$E_\nu$ Range</th>
<th>Nominal</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_{AQ^E}$</td>
<td>all</td>
<td>1.21 GeV/c$^2$</td>
<td>0.45</td>
</tr>
<tr>
<td>$M_{AES}$</td>
<td>all</td>
<td>1.41 GeV/c$^2$</td>
<td>0.11†</td>
</tr>
<tr>
<td>$p_F^{12C}$ ($^{16}\text{O}$)</td>
<td>all</td>
<td>217 (225) MeV/c</td>
<td>30</td>
</tr>
<tr>
<td>$E_B^{12C}$ ($^{16}\text{O}$)</td>
<td>all</td>
<td>25 (27) MeV</td>
<td>9</td>
</tr>
<tr>
<td>Spectral Function $^{12}\text{C}$ ($^{16}\text{O}$)</td>
<td>all</td>
<td>0</td>
<td>+1</td>
</tr>
<tr>
<td>NC RES W-Shape (SK only)</td>
<td>all</td>
<td>0.0</td>
<td>0.20</td>
</tr>
<tr>
<td>Pionless Delta Decay</td>
<td>all</td>
<td>0.0</td>
<td>0.2</td>
</tr>
<tr>
<td>CCQE E1</td>
<td>$0 &lt; E_\nu &lt; 1.5$</td>
<td>1.0</td>
<td>0.11</td>
</tr>
<tr>
<td>CCQE E2</td>
<td>$1.5 &lt; E_\nu &lt; 3.5$</td>
<td>1.0</td>
<td>0.30</td>
</tr>
<tr>
<td>CCQE E3</td>
<td>$E_\nu &gt; 3.5$</td>
<td>1.0</td>
<td>0.30</td>
</tr>
<tr>
<td>CC1π E1</td>
<td>$0 &lt; E_\nu &lt; 2.5$</td>
<td>1.15</td>
<td>0.43†</td>
</tr>
<tr>
<td>CC1π E2</td>
<td>$E_\nu &gt; 2.5$</td>
<td>1.0</td>
<td>0.40</td>
</tr>
<tr>
<td>CC Other scaling ND280 (SK)</td>
<td>all</td>
<td>0.0 GeV</td>
<td>0.40</td>
</tr>
<tr>
<td>CC Coherent $\pi^\pm$</td>
<td>all</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>NC1π$^0$</td>
<td>all</td>
<td>0.96</td>
<td>0.43†</td>
</tr>
<tr>
<td>NC1π$^\pm$</td>
<td>all</td>
<td>1.0</td>
<td>0.3</td>
</tr>
<tr>
<td>NC Coherent $\pi^0$</td>
<td>all</td>
<td>1.0</td>
<td>0.3</td>
</tr>
<tr>
<td>NC Other</td>
<td>all</td>
<td>1.0</td>
<td>0.3</td>
</tr>
<tr>
<td>$\nu_\mu / \bar{\nu}_e$ [170]</td>
<td>all</td>
<td>1.0</td>
<td>0.03</td>
</tr>
<tr>
<td>$\nu / \bar{\nu}$</td>
<td>all</td>
<td>1.0</td>
<td>0.40</td>
</tr>
</tbody>
</table>
Figure 5.10: The NEUT \( \nu_\mu \) CC (red) and NC (blue) coherent \( \pi \) cross sections compared to the SciBooNE data from [168] and [169] respectively. The data is reported as a ratio to the total CC cross section and is normalized here by the NEUT CC cross section shown in Figure 5.5 (right) times 12 (for carbon). The CC points are 90\% CL upper limits.

5.3 ND280 Detector Simulation

The complexity of the ND280 geometry requires a custom interface to NEUT to distribute the interaction vertices in space. The full detector geometry including all the various materials is represented as a GEANT4 [171] geometry object. The simulated flux vectors are then propagated through this geometry to account for the different materials when calculating interaction probabilities and determining the spatial distribution of interaction vertices. NEUT determines the outgoing particles at each vertex, which are used by the detector MC at the given position. The detector MC is based on GEANT4, which simulates the subsequent propagation of the particles through the geometry including energy loss, hadronic interactions and the magnetic field. The response of the active detectors such as the scintillator bars and electronics is simulated with custom software [95].

Detector systematic uncertainties are evaluated in the context of the specific event reconstruction and selection algorithms [172] that are used to build the interaction samples of interest. They are constrained by, for example, measurements of the magnetic...
field or control samples built from beam data and cosmic ray muons \cite{173}.

5.4 Super-Kamiokande Detector Simulation

The Super-Kamiokande detector simulation (SKDETSIM) is based on GEANT3 \cite{137} and tracks the particles generated by NEUT from neutrino interaction vertices distributed uniformly throughout the detector geometry. Hadronic interactions are simulated with GCALOR \cite{138}, except for pions with momentum below 500 MeV/c which are simulated by the custom model in NEUT discussed in Chapter \ref{chapter:neut}. The propagation of Čerenkov photons in water is simulated including the effects of scattering and absorption. The charge and timing response of the PMTs are based on calibration data \cite{174}.

The overall detector response such as energy scale is tuned to control samples built from cosmic ray muons and atmospheric neutrinos. The systematic uncertainties in the detector simulation and event reconstruction and selection are constrained using these control samples as described in Chapter \ref{chapter:uncertainties}.
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NEUT Pion Interaction Model

Hadrons that are produced by neutrino interactions within a nucleus propagate through the nuclear medium prior to observation. There is a significant probability of interactions within the nucleus prior to escape. These re-interactions, referred to as a final state interactions (FSI), affect the observable particles via absorption, scattering and particle production. Furthermore, after the hadrons exit the nucleus, they may experience subsequent or secondary interactions (SI) in the detector medium. Thus, there is no direct relation between the observable event topology and the true interaction mode. This affects the neutrino energy reconstruction assuming 2-body kinematics as well as attempts to measure fundamental cross section parameters. Therefore, an accurate model of hadron interactions is required for oscillation parameter measurements.

The FSI simulation for nucleons and heavy mesons (K and η) in the NEUT neutrino interaction generator (Section 5.2) is based on cascade models and external data [175–179]. This chapter focuses on the NEUT [180] and SKDETSIM pion interaction models since pion production is more significant at T2K neutrino energies, while nucleons are typically below Čerenkov threshold at SK.

The NEUT model, including new modifications and tuning, is described in Section 6.1. In principle, the fundamental physics governing hadronic interactions should be common
Figure 6.1: Cartoon of the pion interaction simulation in NEUT and SKDETSIM. The pion kinematics and position within the nucleus are determined by the neutrino interaction model described in Section 5.2 (1a). The resulting pions are passed to the FSI cascade simulation (1b). The pions exiting the nucleus are then propagated through the detector, which models SI using the same cascade (2).

to interactions of pions produced within or outside the target nucleus. For example, the model should be able to describe pion beam scattering experiments where the pion is incident from outside the target nucleus, as well as photon (photoproduction) and neutrino beam experiments where the pion is produced inside the target nucleus. Thus, comparisons and validation against external data are shown in Section 6.2. The evaluation of systematic error using the external data and propagation to the oscillation analysis is described in Section 6.3. A novel implementation of the model into a detector simulation, in particular SKDETSIM, is described in Section 6.4, unifying the treatment of pion interactions in the neutrino interaction and detector simulations. An overview of the simulation chain is shown in Figure 6.1.
6.1 The Cascade Model

The NEUT pion FSI model is a microscopic cascade where the pion is propagated classically through the nuclear medium in finite steps. The starting position and momentum (including direction) of a pion within the nucleus depends on how it is produced. For a neutrino interaction or photoproduction, the vertex is chosen based on a Woods-Saxon \[181\] nuclear density profile shown in Figure 6.2, while the momentum is based on the interaction kinematics. For pion scattering, a pion of a given momentum is incident at some defined boundary of the nucleus.

![Figure 6.2: Normalized nuclear density distributions for various nuclei modelled by Woods-Saxon distributions with parameters extracted from electron scattering data \[182\].](image)

The probabilities for various interactions are calculated at each step using \[183\] for low momentum pions \( (p_\pi < 500 \text{ MeV}/c) \) as described in Section 6.1.1 and from free \( \pi p \) scattering cross sections for high momentum pions \( (p_\pi > 500 \text{ MeV}/c) \) as described in Section 6.1.2. The interaction probabilities scale as the nuclear density. A pion can undergo multiple interactions prior to escape.

6.1.1 Low Momentum

The model in \[183\] calculates interaction probabilities for quasi-elastic (QE) scattering, including single charge exchange (SCX) and absorption. These probabilities were calcu-
lated for oxygen and provided in tables as a function of $p_\pi \in [180, 450]$ MeV/c, as shown in Figure 6.3 (left, dotted line), and radial distance $r$, as shown in Figure 6.3 (right).

The probabilities are extrapolated to 0 and 500 MeV/c. The model predicts a larger scattering probability near the surface compared to absorption. For other nuclei, the same table is used by determining the effective position in oxygen based on the nuclear density profiles.

The QE scattering and absorption probabilities as a function of momentum were tuned using a pion-nucleus scattering simulation, described in Section 6.2.1, to obtain good agreement with $\pi^+^{12}$C scattering data (Figure 6.6). The tuned model is shown in Figure 6.3 (left, solid line).

![Figure 6.3: Left: The probabilities per step at the center of $^{16}$O, $p/n$ averaged, for QE scattering and absorption at low momentum ($p_\pi \leq 500$ MeV/c); and elastic scattering, hadron production (inelastic) and SCX at high momentum ($p_\pi > 500$ MeV/c). The default calculation and extrapolation (dotted line) and new tuned model (solid line) is shown. Note that low energy SCX is included in the QE probability. Right: The default absorption and quasi-elastic probabilities as a function of radial position in the nucleus.](image-url)
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Interaction Kinematics

For each QE scatter within the nucleus, the kinematics of the outgoing pion and nucleon are determined from fits to free $\pi^\pm p$ data [184] with in-medium corrections. The probabilities for single charge exchange, $\pi^+ \leftrightarrow \pi^0$ and $\pi^- \leftrightarrow \pi^0$, are calculated in [183] and weighted according to the proton/neutron (p/n) ratio of the target nucleus.

For pion absorption, the outgoing nucleon multiplicity and charge states are determined from data [185]. The kinematics of 2-nucleon emission is based on $\pi^-$-deuteron absorption data [186], and phase space for $\gamma$-2-nucleon emission. Photon emission from nuclear de-excitation is also considered [187].

6.1.2 High Momentum

For $p_\pi > 500$ MeV/$c$, the interaction probabilities $P_i$ are given by

$$P_i = \rho_0 \sigma_i \left( \frac{\rho}{\rho_0} \right) dx,$$

(6.1)

where $i$ denotes elastic scattering, SCX or hadron production (inelastic scattering), $dx$ is the step size, $\rho_0$ is the nucleon number density at the center of the nucleus and $\left( \frac{\rho}{\rho_0} \right)$ is the normalized density distribution shown in Figure 6.2. The $\sigma_i$ are given by $\pi^\pm$ scattering by free proton ($\sigma_{\pi^\pm p}$) and deuteron ($\sigma_{\pi^\pm d}$) cross section data compiled by the PDG [72] and shown in Figures 6.4 to 6.5. A fit by the SAID group [188, 190] is overlaid.

For the default NEUT FSI model, an iso-scalar nucleus is assumed regardless of the actual target nucleus. Thus, the cross sections are defined relative to the deuteron cross section for $\pi^+$ elastic scattering as

$$\sigma_{\text{elastic}} = \frac{1}{2} \sigma_{\pi^+ d} \left( \frac{\sigma_{\pi^\pm p}}{\sigma_{\pi^\pm p}^{\text{tot}}} \right),$$

(6.2)

The SAID group provides an online database and partial wave analysis (PWA) program developed by the Center for Nuclear Studies at The George Washington University.
Figure 6.4: World data of $\pi^+$ (left) and $\pi^-$ (right) on free proton scattering cross sections [72] with the SAID fit [188–190] overlaid.

Figure 6.5: World data of $\pi^\pm d$ scattering cross sections [72] with the SAID fit [188–190] overlaid.
and for hadron production as

$$\sigma_{inelastic} = \frac{1}{2} \sigma_{\pi^+d} \left( 1 - \frac{\sigma_{\pi^+p}^{elastic}}{\sigma_{tot}^{elastic}} \right), \quad (6.3)$$

where the ± (± for input $\pi^-$) is chosen based on the random selection of a proton (neutron) target. However, this results in a discontinuity in the interaction probabilities at 500 MeV/c as shown in Figure 6.3.

The tuned model mostly removes the discontinuity by using the free proton cross sections directly, or $\sigma_{elastic} = \sigma_{\pi^+p}^{elastic}$, $\sigma_{had} = \sigma_{\pi^+p}^{inel}$ and $\sigma_{SCX} = \sigma_{\pi^+p}^{SCX}$, as given by the SAID fit. A proton or neutron target is chosen based on the actual $p/n$ ratio of the nucleus. Finally, $P_{elastic}$ and $P_{SCX}$ are scaled by a factor of 1.8, motivated by the $\pi^{+12}C$ high momentum scattering data (Figure 6.6). The tuned model is shown in Figure 6.3 (left, solid line).

**Interaction Kinematics**

The default NEUT model uses a forward ($< 22^\circ$) scattering model for the elastic scattering of high momentum pions. The tuned model uses the actual differential cross sections of $\pi^\pm p$ scattering calculated from the SAID fits [189], allowing for a larger amount of backward scattering.

For inelastic scattering (hadron production), the outgoing pion multiplicity is determined from bubble chamber data [191]. The kinematics of the outgoing particles are determined by phase space.

**6.2 Data Comparisons**

The microscopic cascade model provides a common framework with which to simulate macroscopic measurements of interactions of pions. This fundamental nature of the model connects measurements where the pion is created either outside the target nucleus as in pion scattering experiments or within the nucleus as in pion photoproduction or neutrino
scattering. Pion-nucleus scattering data, shown in Section 6.2.1, is used to tune the NEUT FSI cascade model since it is not complicated by the additional interaction physics in photoproduction or neutrino scattering. Photoproduction data, used to validate the tuning, is shown in Sections 6.2.2. Comparisons with neutrino data [157–159], though with relatively large systematic and statistical errors, show slight improvements with the tuning. However, there is still some remaining discrepancy in the neutrino data, which is being investigated actively in the field [192] including future measurements by ND280.

6.2.1 Pion Scattering

The pion-nucleus scattering simulation is based on the method in [183]. Some number $N_T$ of pions are generated at a certain momentum with a uniform circular spatial distribution of radius $R_N$ encompassing most of the nuclear density distribution. The pions are incident at the boundary of the nucleus and are propagated through the cascade until they escape (when the radial position $r > R_N$).

A set of selection criteria (interaction channels) is defined in order to compare to experimental (macroscopic) measurements:

- **Absorption**: No pion in the final state (FS).
- **Quasi-elastic (QE) Scattering**: Only 1 scattered pion in the FS of the same charge as the incident beam.
- **Single Charge Exchange (SCX)**: Only 1 $\pi^0$ in the final state.
- **Double Charge Exchange (DCX)**: Only 1 pion in the FS of opposite charge to the incident beam.
- **Hadron Production (HP)**: 2 or more pions in the final state.
- **Reactive**: The sum of all of the above.

Note there is some ambiguity in the terms used here, which were previously defined in Section 6.1 but referring to the microscopic interaction mechanisms. The cross section is
calculated as
\[ \sigma_i = \pi R_N^2 \frac{N_i}{N_T} \]  
where \( N_i \) is the number of events selected in a given interaction channel \( i \).

**Experimental Data**

ND280 includes a wide variety of materials including lead. Thus, pion-nucleus scattering data with various nuclear targets up to lead are used for comparison. About 97% (70%) of pions produced at SK with the T2K neutrino beam have momentum less than 2000 MeV/c (500 MeV/c), so data with pion beam momenta within this range was studied. The cross sections for various interaction channels are reported by each experiment. A summary of the data is given in Table A.1 of Appendix A.1 and shown for both beam polarities and increasing target size in Figures 6.6 to 6.9. The results of the default simulation and the tuned simulation are overlaid.

The low momentum model tuning (Section 6.1.1) is based on the \( \pi^{-12}C \) data below 500 MeV/c in Figure 6.6 (left). Only the microscopic interaction probabilities, \( P_{abs} \) and \( P_{QE} \), are tuned to produce good agreement in the observable absorption and QE channels. The resulting agreement in the SCX channel gives confidence in the default calculation for the microscopic SCX probability.

The modification of the scattering kinematics at high momentum (Section 6.1.2) improves the agreement in the shape of the absorption channel for \( p_\pi > 500 \text{ MeV/c} \). This is due to more backward scattering, which reduces the incoming pion momenta to the region where there is a larger absorption probability (Figure 6.3). The high energy probabilities, \( P_{QE} \) and \( P_{SCX} \), are scaled by 1.8 motivated by the \( \pi^{\pm12}C \) reactive data and a small amount of SCX and QE scattering data above \( p_\pi = 500 \text{ MeV/c} \).

The tuning focused on reproducing the light nuclei (carbon and oxygen) data since these are the most abundant targets used in the current T2K analysis. However, there is a similar scaling factor was determined from proton-nucleus data \( (\sigma_{QE}A = 1.6\sigma_{elastic}A^{1/3}) \).
Figure 6.6: $\pi^+$ (left) and $\pi^-$ (right) interaction cross sections on $^{12}$C.

Figure 6.7: $\pi^+$ (left) and $\pi^-$ (right) interaction cross sections on $^{16}$O.
Figure 6.8: $\pi^+$ (left) and $\pi^-$ (right) interaction cross sections on $^{56}$Fe.

Figure 6.9: $\pi^+$ (left) and $\pi^-$ (right) interaction cross sections on $^{207}$Pb.
may still be interactions on detector support materials and entering backgrounds that need to be modelled accurately, for example from the magnet in ND280 or the surrounding rock at SK. Future analyses also aim to use the entering events at SK and interactions in the P\(\phi\)D, which contains a large amount of heavy metals. Hence, the validity of the tuned FSI model is checked against pion scattering data using iron and lead targets in Figures 6.8 and 6.9. The simulation, which simply modifies the nuclear density distribution as in Figure 6.2, agrees well in most interaction channels. However, there is a significant discrepancy in the \(\pi^-\) absorption channel at low energy as the target mass increases, which is likely due to an increased capture rate from stronger Coulomb attraction. This is negligible in current analyses but should be reconsidered in the future.

### 6.2.2 Pion Photoproduction

Pion photoproduction in nuclei is similar to neutrino scattering in that the pion is produced within the nucleus. A simple simulation, similar to [194], was developed to compare the FSI model to data, described in Appendix A.2.

**Experimental Data**

The simulation is compared to differential cross section data from [195] in Figure 6.10. The tuning modifications improve the agreement in the cross section at high energy (\(E_\gamma > 500\) MeV) and forward angles due to the increase in pion backward scattering and absorption, similarly to the pion scattering comparison described in Section 6.2.1.

The simplicity of the photoproduction simulation prevents further quantitative comparisons with data. Thus, more detailed double differential cross section data is relegated to Appendix A.2.1 presenting a qualitative comparison to validate the FSI model and tuning.
Figure 6.10: Default (black) and tuned (red) NEUT predictions for $\frac{d\sigma}{d\Omega}$ of $\pi^+$ (top) and $\pi^-$ (bottom) photoproduction from carbon, as a function of incoming photon energy. Two outgoing angles are considered: $\theta_{\gamma\pi} = 28.4^\circ$ (left) and $\theta_{\gamma\pi} = 44.2^\circ$ (right). Data points are from [195].
6.3 Systematic Error

Proper treatment of FSI systematics in neutrino experiments is complicated by the nature of pions produced within a nuclear medium. It is further convoluted by the current imprecise understanding of neutrino-nucleus interactions due to lack of data. In this case, the more abundant pion scattering data are used to tune and constrain the microscopic FSI model. This constraint is then propagated to the neutrino interaction simulation.

The model is parameterized by six scale factors $f_i$ summarized in Table 6.1. Each parameter scales the corresponding microscopic probability of interaction $P_i$ (Section 6.1.1 and Equation 6.1) except for $f_{CXL}$, which scales the charge exchange fraction of low momentum QE scattering. The generation of ND280 and SK detector MC and event reconstruction is a compute-intensive task, so a reweighting scheme was developed to propagate variations in these parameters. It is described in Appendix A.3.

A constraint on the low momentum parameters ($f_{QEL}, f_{ABS}, f_{CXL}$) is obtained by comparing variations with $\pi^\pm 12C$ data below 600 MeV/c. The three low momentum

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Momentum Region (MeV/c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_{ABS}$</td>
<td>Absorption probability</td>
<td>$&lt; 500$ MeV/c</td>
</tr>
<tr>
<td>$f_{QEL}$</td>
<td>Quasi-elastic scattering probability</td>
<td>$&lt; 500$ MeV/c</td>
</tr>
<tr>
<td>$f_{CXL}$</td>
<td>Charge exchange fraction of QE scattering</td>
<td>$&lt; 500$ MeV/c</td>
</tr>
<tr>
<td>$f_{ELH}$</td>
<td>Elastic scattering probability</td>
<td>$&gt; 500$ MeV/c</td>
</tr>
<tr>
<td>$f_{CXH}$</td>
<td>Charge exchange probability</td>
<td>$&gt; 500$ MeV/c</td>
</tr>
<tr>
<td>$f_{HAD}$</td>
<td>Inelastic scattering probability</td>
<td>$&gt; 500$ MeV/c</td>
</tr>
</tbody>
</table>

Table 6.1: Microscopic scaling parameters in the NEUT FSI model that are constrained by pion scattering data and propagated to the neutrino interaction simulation. The applicable momentum region is given and the “Description” shows what quantity is modified by each parameter.
parameters are varied simultaneously to build a $\chi^2$ surface given by

$$\chi^2(f_{ABS}, f_{QEL}, f_{CXL}) = \frac{1}{n} \sum_{i} \sum_{\pi^+,\pi^-} \frac{\sigma_i^{MC}(f_{ABS}, f_{QEL}, f_{CXL}) - \sigma_i^{data}}{\delta(\sigma_i^{data})}, \quad (6.5)$$

where $i$ runs across all interaction channels, $\delta$ is the reported systematic and statistical uncertainty and $n$ is the total number of data points. The factor $\frac{1}{n}$ conservatively scales the error to account for lack of knowledge about correlations between the data. Eight parameter sets are chosen on the 1-sigma surface, in the corner of each octant of the 3-parameter space to represent the constraint and correlations from the data. These are summarized in Table 6.1 (sets 1–8 except with tuned high momentum parameters) and the prediction for each set is shown in Figure 6.11.

Additionally, two sets of high momentum parameters $(f_{ELH}, f_{HAD}, f_{CXH})$ are chosen to span the errors in the high momentum data as shown in Figure 6.12 in such a way that more or less inelastic (hadron production and charge exchange) interactions are produced. These two variations are combined with the low momentum variations resulting in the 16 parameter sets shown in Table 6.2.

This somewhat unwieldy method of constraining the parameter space is used because the FSI reweighting is compute-intensive and any fit that attempts to vary these parameters directly would require a prohibitively long time. To propagate the constraint to the neutrino interaction MC samples, each sample is reweighted for each parameter set $k$ in Table 6.2. Then for each sample, a covariance matrix $V$ relating the observables $p$ (for example, lepton $(p_\mu, \theta_\mu)$ bin or reconstructed $E_\nu$ bin) is calculated as

$$V_{i,j} = \frac{1}{16} \sum_{k=1}^{16} (p_i^k - p_i^{tuned})(p_j^k - p_j^{tuned}). \quad (6.6)$$

This covariance $V$, which encodes the constraint from the pion scattering data, is propagated to the oscillation analysis in Chapter 9.

---

The systematic error from pion secondary interactions in SKDETSIM is also included, described in Section 6.4.2.
Figure 6.11: The eight low momentum parameter variation 1σ curves from the fit to pion scattering data. The legend corresponds to Tables 6.1 and 6.2 as follows: “qel”: $f_{QEL}$, “abs”: $f_{ABS}$, and “cxl”: $f_{CXL}$. The high momentum parameters are set to the tuned values in Table 6.2.
Figure 6.12: $\pi^+$ (left) and $\pi^-$ (right) $^{12}$C data with NEUT predictions after variation of the high momentum FSI parameters. The legend corresponds to “Less Inelastic”: ($f_{ELH} = 2.3$, $f_{HAD} = 0.5$, $f_{CXH} = 1.3$) and “More Inelastic”: ($f_{ELH} = 1.1$, $f_{HAD} = 1.5$, $f_{CXH} = 2.3$). The low momentum parameters are set to the tuned values in Table 6.2.

<table>
<thead>
<tr>
<th>Parameter Set</th>
<th>$f_{QEL}$</th>
<th>$f_{ABS}$</th>
<th>$f_{CXL}$</th>
<th>$f_{ELH}$</th>
<th>$f_{HAD}$</th>
<th>$f_{CXH}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tuned</td>
<td>1.0</td>
<td>1.1</td>
<td>1.0</td>
<td>1.8</td>
<td>1</td>
<td>1.8</td>
</tr>
<tr>
<td>1</td>
<td>0.6</td>
<td>0.7</td>
<td>0.5</td>
<td>1.1</td>
<td>1.5</td>
<td>2.3</td>
</tr>
<tr>
<td>2</td>
<td>0.6</td>
<td>0.7</td>
<td>1.6</td>
<td>1.1</td>
<td>1.5</td>
<td>2.3</td>
</tr>
<tr>
<td>3</td>
<td>0.7</td>
<td>1.6</td>
<td>0.4</td>
<td>1.1</td>
<td>1.5</td>
<td>2.3</td>
</tr>
<tr>
<td>4</td>
<td>0.7</td>
<td>1.6</td>
<td>1.6</td>
<td>1.1</td>
<td>1.5</td>
<td>2.3</td>
</tr>
<tr>
<td>5</td>
<td>1.4</td>
<td>0.6</td>
<td>0.6</td>
<td>1.1</td>
<td>1.5</td>
<td>2.3</td>
</tr>
<tr>
<td>6</td>
<td>1.3</td>
<td>0.7</td>
<td>1.6</td>
<td>1.1</td>
<td>1.5</td>
<td>2.3</td>
</tr>
<tr>
<td>7</td>
<td>1.5</td>
<td>1.5</td>
<td>0.4</td>
<td>1.1</td>
<td>1.5</td>
<td>2.3</td>
</tr>
<tr>
<td>8</td>
<td>1.6</td>
<td>1.6</td>
<td>1.6</td>
<td>1.1</td>
<td>1.5</td>
<td>2.3</td>
</tr>
<tr>
<td>9</td>
<td>0.6</td>
<td>0.7</td>
<td>0.5</td>
<td>2.3</td>
<td>0.5</td>
<td>1.3</td>
</tr>
<tr>
<td>10</td>
<td>0.6</td>
<td>0.7</td>
<td>1.6</td>
<td>2.3</td>
<td>0.5</td>
<td>1.3</td>
</tr>
<tr>
<td>11</td>
<td>0.7</td>
<td>1.6</td>
<td>0.4</td>
<td>2.3</td>
<td>0.5</td>
<td>1.3</td>
</tr>
<tr>
<td>12</td>
<td>0.7</td>
<td>1.6</td>
<td>1.6</td>
<td>2.3</td>
<td>0.5</td>
<td>1.3</td>
</tr>
<tr>
<td>13</td>
<td>1.4</td>
<td>0.6</td>
<td>0.6</td>
<td>2.3</td>
<td>0.5</td>
<td>1.3</td>
</tr>
<tr>
<td>14</td>
<td>1.3</td>
<td>0.7</td>
<td>1.6</td>
<td>2.3</td>
<td>0.5</td>
<td>1.3</td>
</tr>
<tr>
<td>15</td>
<td>1.5</td>
<td>1.5</td>
<td>0.4</td>
<td>2.3</td>
<td>0.5</td>
<td>1.3</td>
</tr>
<tr>
<td>16</td>
<td>1.6</td>
<td>1.6</td>
<td>1.6</td>
<td>2.3</td>
<td>0.5</td>
<td>1.3</td>
</tr>
</tbody>
</table>

Table 6.2: NEUT FSI 1-sigma parameter sets from the comparisons to pion scattering data. Two high momentum variations are combined with eight low momentum variations as described in the text.
Figure 6.13: The number of events (left), diagonals of the covariance matrix (middle) and correlation matrix (right) calculated by Equation 6.6 for the SK $\nu_e$ candidate event sample as a function of reconstructed neutrino energy bins, $(0 < E_0 < 350)$, $(350 < E_1 < 800)$ and $(800 < E_2 < 1250)$ MeV. The sample is divided into four components: signal $\nu_e$ (from $\nu_\mu \rightarrow \nu_e$ oscillation) CC interactions, $\nu_\mu$ CC interactions (negligible), intrinsic beam $\nu_e$ CC interactions and NC interactions, assuming the oscillation parameters in Table 9.2.

### 6.3.1 Example Application to SK $\nu_e$ Sample

An example covariance matrix (or equivalently the diagonals and correlation matrix) for the SK $\nu_e$ candidate (single ring) selection, described in Chapter 5, is shown in Figure 6.13. The sample is divided into four components: signal $\nu_e$ (from $\nu_\mu \rightarrow \nu_e$ oscillation) CC interactions, $\nu_\mu$ CC interactions (negligible), intrinsic beam $\nu_e$ CC interactions and NC interactions. The systematic error across all components and energy bins due to FSI is of the order of 5%. Pion absorption is the dominant effect giving rise to two immediately apparent features:

- There is a large increase in the error towards low reconstructed neutrino energy due to a higher population of misreconstructed events with pion absorption.
- There is a strong anti-correlation between the signal $\nu_e$ and NC components since absorption increases the background contribution to the former and decreases the amount of $\pi^0$ in the final state in the latter.

Similar matrices are constructed for the SK $\nu_\mu$ sample and ND280 samples used in the oscillation analysis.
Chapter 6. NEUT Pion Interaction Model

6.4 SKDETSIM Pion Secondary Interactions

In neutrino interaction events, *secondary interactions* (SI) of pions occur after they have escaped the target nucleus. This can affect the observable topology of an event as in the following examples:

- A $\pi^\pm$ may CX into a $\pi^0$, resulting in a higher likelihood that the event is misidentified as $e$-like.

- A $\pi^+$ may be absorbed, resulting in the loss of the decay electron. The visible energy of the event decreases, since the $\pi^+$ stops emitting Čerenkov radiation.

- $\pi^\pm$ elastic (coherent) and quasi-elastic scattering can alter the ring reconstruction by blurring from small angle scatters or creating a second ring from a large angle scatter. The visible energy is also affected.

Thus, accurate modelling and understanding of the systematic errors of these processes is necessary for the oscillation analysis.

The default SKDETSIM model (Section 5.4) uses GCALOR [138] above 500 MeV/c pion momentum and a custom model below. Previous analyses (e.g. [41, 196]) typically used “black box” models such as GCALOR, GHEISHA [197] and GFLUKA [198], which are non-conducive to parameter tuning and systematic variation, then took the difference between models as a systematic error. For T2K, the SKDETSIM model below 500 MeV/c is replaced by the NEUT pion FSI cascade model. Thus, the simulation and systematic errors of pion interactions within (FSI) and outside (SI) the target nucleus are unified for the first time.

Section 6.4.1 summarizes the main changes from the previous SKDETSIM model to the NEUT model. Section 6.4.2 describes the systematic error evaluation for propagation to the oscillation analysis.
6.4.1 Implementation of the NEUT FSI Model

The details of the implementation and validation of the NEUT pion FSI model in SKDETSIM (GEANT3) are given in Appendix A.4. This appendix is included for posterity since the documentation of the previous model is in Japanese [199]. Various modifications to the previous model are summarized in this section.

In GEANT3, the total hadronic interaction cross section, \( \sigma_T = \sigma_O + 2\sigma_H \) (for water), must be provided. The total cross section on oxygen, \( \sigma_O \), is determined from an updated fit to pion scattering data [200-202]. The total cross section on free hydrogen, \( \sigma_H \), is updated to use the SAID fit [188-190] shown in Figure 6.4.

If an interaction occurs, then the interaction channel and final state must be determined based on the branching fractions (e.g. \( \sigma_i/\sigma_T \)) and a kinematic model. A few issues were discovered in the previous simulation:

- The absorption cross section was tuned to \(^{27}\text{Al}\) data [199], which slightly overestimates the cross section in oxygen since it is a larger nucleus.
- The interaction cross sections for oxygen were applied to water. For example, absorption was allowed on free hydrogen, which is physically forbidden.
- The kinematic model for elastic and QE (including SCX) scattering was too forward-going compared to pion scattering data.

In the new model, first the interaction is determined to be on free hydrogen or the oxygen nucleus based on the ratio \( \sigma_O/\sigma_T \). If the interaction occurs on hydrogen, the cross sections in Figure 6.4 are used to determine the interaction channel. If the interaction occurs on the oxygen nucleus, it is determined to be reactive or elastic based on the ratio \( \sigma_R/\sigma_O \), where \( \sigma_R \) is the reactive cross section calculated by NEUT and shown in Figure 6.7. If a reactive type interaction occurs, the actual interaction channel and final state kinematics are determined by the NEUT cascade, which resolves the first two issues and the QE scattering kinematics. For free hydrogen elastic scattering (and \( \pi^- p \) SCX), the SAID
differential cross section calculation \cite{189, 190} is adopted in the new model.

The main difference arising from the new model in the full neutrino and detector simulation with event reconstruction is a slight increase in the rate of multi-ring and multi-decay-\(e\) events, corresponding to a decrease in the number of single-ring events by \(\sim 1\%\).

### 6.4.2 Systematic Error

Systematic errors arise from uncertainties in the various pion-nucleus interaction cross sections. The purpose of the cascade model is to reproduce fundamental processes which should be common to interactions of pions produced within or outside the target nucleus. Thus, the implementation of the NEUT cascade model into SKDETSIM for SI, allows for the unified treatment of the correlated uncertainties present in each case.

The constraint on the microscopic parameters is described in Section 6.3. This translates into a constraint on the macroscopic cross sections as shown in Figure 6.11 (except on oxygen). These variations in cross sections are propagated through the MC simulation via reweighting based on an analysis of the SI occurring in each event, described further in Appendix A.3.2. The total cross section is kept constant, assuming that the \(\sim 5\%\) uncertainty in total cross section measurements \cite{200, 202} is negligible compared to the uncertainty in each interaction channel.

The propagation of the systematic error to the oscillation analysis is the same as prescribed by Equation 6.6. The error due to SI-only variations in the \(\nu_e\) candidate sample is shown in Figure 6.14. The effect is small, on the order of 1\%, but is expected to be more significant in future analyses that include pion production channels. The uncertainty peaks toward low energy, similarly to the FSI-only case, due to absorption. In the background component, this peak is more apparent for SI, which is mostly \(\pi^\pm\) absorption and a small amount of CX, compared to FSI which also affects \(\pi^0\) from high energy interactions. Previous analyses typically added errors in quadrature, or
the sum of the covariances matrices produced from variations of SI and FSI separately (uncorrelated). When correlations are taken into account, by creating a single covariance matrix with the simultaneous variation of SI and FSI, the resulting errors are larger (corresponding to approximately adding the individual errors linearly). This FSI+SI correlated matrix, similar to the one shown in Figure 6.13, is propagated to the oscillation analysis.

Figure 6.14: Diagonals of the covariance matrix calculated by Equation 6.6 for the SK $\nu_e$ candidate event sample as a function of reconstructed neutrino energy. The sample is divided into two components: signal $\nu_e$ (from $\nu_\mu \rightarrow \nu_e$ oscillation) CC interactions (left) and background (right), assuming the oscillation parameters in Table 9.2. Various configurations of the model variations are shown as described in the text.
Chapter 7

Statistical Framework for Analysis

This chapter describes a common framework used to solve two separate problems:

2. Estimating the SK detector systematic errors, described in Chapter 8.

The oscillation analysis determines oscillation parameters using a fit to T2K neutrino beam data at ND280 and SK (T2K-SK). As described in Chapter 5, the event rates are affected by the presence of flux, cross section and detector systematic uncertainties. These variations are constrained by other data sets, referred to as prior constraints. Section 7.1 outlines the statistical framework, a likelihood function including the prior constraints, used in fitting the ND280 and T2K-SK data. Section 7.2 describes the Markov Chain Monte Carlo (MCMC) method used to calculate the likelihood function and determine the most probable values (best-fits) and allowed regions for the parameters of interest.

An extension of the likelihood function to include the SK atmospheric neutrino data [45] (Atm-ν or Atm-SK) is described in Section 7.1.1. However, due to the current level of T2K statistics and understanding of the SK detector systematics, a joint fit of the T2K-SK and Atm-ν data is beyond the scope of this thesis. Instead, the Atm-ν data is used as a prior constraint on the SK detector systematic errors. In anticipation of a
future joint fit, the estimation of the SK detector errors uses the same statistical and MCMC framework described here with some approximations.

### 7.1 Likelihood Function

The likelihood function \[^{203}\] \( \mathcal{L} \) for the T2K oscillation analysis is given by \[^{204}\]

\[
\mathcal{L}(o, b, x, d_{ND}, d_{SK}|M_{ND280}, M_{T2K-SK}) = P(M_{ND280}|b, x, d_{ND}) \times P(M_{T2K-SK}|o, b, x, d_{SK}) \times \pi(o) \times \pi(b) \times \pi(x) \times \pi(d_{ND}) \times \pi(d_{SK}),
\]

where \( P \) is the conditional probability of the data \( M_{ND280} \) and \( M_{T2K-SK} \), given the parameters\[^{3}\]. The parameters are as defined for Equation 5.1 (summarized in Table 9.3) with the detector parameters \( d \) separated into \( d_{ND} \) and \( d_{SK} \) for ND280 and SK, respectively. The prior probabilities, \( \pi \), come from the various data constraints described in this thesis. The likelihood function can be maximized, or sampled in the case of a MCMC, under variations of all parameters to determine the set of parameters that is preferred by the data.

The conditional probability \( P(M|f) \), for some data set \( M \) and subset \( f \) of the parameters above, is derived from the product of a Poisson and multinomial probability mass function such that \[^{205}\]

\[
-\ln [P(M|f)] = \sum_i \left[ \left( \hat{N}_i(f) - N_i \right) + N_i \ln \left( \frac{N_i}{\hat{N}_i(f)} \right) \right],
\]

where \( \hat{N}_i \) and \( N \) are the predicted and measured number of events in a given observable bin \( i \). The variable \( i \) is, in general, multi-dimensional across sub-samples of the given data set and kinematic bins. It is defined specifically for each analysis described in Chapters 8 and 9.

\[^{3}\]A normalization term is neglected since it is irrelevant when the likelihood function is maximized or sampled.
The prior probabilities $\pi(f)$ are typically assumed to be multivariate Gaussian distributions, if a constraint exists, such that

$$\pi(f) = (2\pi)^{-k/2}|V_f|^{-1/2}e^{-\frac{1}{2}\Delta f(V_f^{-1})\Delta f^T},$$

(7.3)

where $\Delta f = f' - f_{\text{nom}}$, $f'$ is some variation of the parameters, $f_{\text{nom}}$ is the nominal value after any tuning, $V_f$ is the covariance that describes the uncertainties and correlations in $f$, and $k$ is the dimension of $f$. References for each $f_{\text{nom}}$ and $V_f$ are summarized in Table 9.3. Some parameters assume a flat (uniform) prior such as the neutrino interaction spectral function parameter (Table 5.2) and the oscillation parameters of interest ($\theta_{13}$, $\theta_{23}$, $\Delta m_{32}^2$, $\delta_{CP}$).

7.1.1 Use of Atmospheric Neutrino Data

For a future joint T2K and Atm-SK oscillation fit, a term for the Atm-$\nu$ data $M_{\text{Atm-SK}}$ and flux $a$ can be added such that Equation 7.1 becomes

$$\mathcal{L}(o, b, a, x, d_{\text{ND}}, d_{\text{SK}}|M_{\text{ND280}}, M_{\text{T2K-SK}}, M_{\text{Atm-SK}}) =$$

$$P(M_{\text{ND280}}|b, x, d_{\text{ND}}) \times P(M_{\text{T2K-SK}}|o, b, x, d_{\text{SK}}) \times P(M_{\text{Atm-SK}}|o, a, x, d_{\text{SK}})$$

$$\times \pi(o) \times \pi(b) \times \pi(a) \times \pi(x) \times \pi(d_{\text{ND}}) \times \pi(d_{\text{SK}}),$$

(7.4)

which can then be maximized or sampled across all three data sets simultaneously. This is difficult due to limitations in the current understanding of the systematics, for example:

- Correlations of uncertainties due to hadron production in the T2K target and the atmosphere (in other words, $\pi(b, a)$ cannot actually be factorized as in Equation 7.4).

- The interactions parameterization $x$ must be extended to describe higher energy and anti-neutrino interactions.

- A more fundamental (microscopic) description of the SK detector systematics $d_{\text{SK}}$ is required.
Thus, in the present analysis, the Atm-$\nu$ data, with much higher statistics than T2K, is used to constrain an effective (macroscopic) parameterization $\beta$ of the SK detector systematics. A similar form of the likelihood is assumed for the Atm-$\nu$ data only:

$$\mathcal{L}(d_{SK}^{Atm}; a, x_{atm}, \beta | M_{Atm-SK}) = P(M_{Atm-SK} | a, x_{atm}, \beta) \times \pi(a) \times \pi(x_{atm}) \times \pi(\beta), \quad (7.5)$$

where the oscillation parameters have been fixed and $x_{atm}$ is an independent set of cross section parameters. Correlations with the T2K parameters in Equation [7.1] are assumed to be negligible when evaluating a constraint on detector parameters. Then, Equation [7.5] can be marginalized (Section 7.1.2) over the parameters to determine the constraint $\pi(d_{SK}^{Atm})$ in Equation [7.1]

### 7.1.2 Marginalization

Equations [7.1] and [7.5] are multi-dimensional posterior probability distributions that describe the probability of some set of parameters given the measured data. There are typically only a few parameters of interest, $\theta$, while the rest are considered nuisance parameters, $\phi$. A marginal likelihood $\mathcal{L}_M$ is constructed by integrating the posterior likelihood:

$$\mathcal{L}_M(\theta | M) = \int P(M | \theta, \phi) \times \pi(\phi) d\phi, \quad (7.6)$$

where the specific data and parameter sets have been suppressed for generality. The marginal likelihood, or posterior for brevity, describes the probability of $\theta$ given the data and includes the uncertainties due to the nuisance parameters. This posterior is the main result of a Bayesian inference analysis, but can be further analyzed and represented in more concise forms, such as the most probable set or some allowed region of $\theta$. The specific forms of representation are described in Sections 8.4.5 and 9.3.
7.2 Markov Chain Monte Carlo

A simultaneous fit of ND280 and T2K-SK (Equation 7.1) necessitates a large number of parameters. Also, the Atm-ν fit (Equation 7.5) is parameterized in a way that allows event migrations across multiple sub-samples in $M_{Atm-SK}$. Traditional minimizers such as MINUIT [206] are more likely to fail to converge with these non-linear, discrete and large-dimensional problems. Thus, a Metropolis-Hastings algorithm MCMC [72, 207] is used to sample the likelihoods in Equations 7.1 and 7.5. Furthermore, the MCMC method facilitates the evaluation of the multi-dimensional integral in Equation 7.6 which is in general non-trivial.

The MCMC randomly steps around the parameter space, tending to accept the steps that have a larger contribution to the integral, or equivalently a larger likelihood, than the previous step. This process is described more formally as follows. Let $P(f)$ represent either Equation 7.1 or Equation 7.5. To generate steps that follow the shape of $P(f)$, a proposal function $Q(f; f_0)$ is used to draw random values of $f$ depending on some other set of parameters $f_0$. For the analyses in Sections 8.4 and 9.3, $Q(f; f_0)$ are independent Gaussians centered about $f_0$ with widths tuned based on the priors (or the posterior if there is no prior constraint). The starting point $f_0$ for each chain is chosen to be a random fluctuation of all the parameters $f$ according to the prior uncertainties about the nominal values. Then, the Metropolis-Hastings algorithm is the following iteration:

1. Randomly select a proposed parameter set $f$ from the distribution $Q(f; f_0)$.
2. Calculate the acceptance ratio $\Omega = \min \left( 1, \frac{P(f)}{P(f_0)} \right)$.
3. Generate a uniformly distributed random number $u \in [0, 1]$.
4. If $u \leq \Omega$, then accept this step in the chain and let $f_0 = f$ in the next proposal, otherwise reject the current proposal $f$ and keep the current $f_0$.
5. Return to Step 1 until a sufficient number of steps have been accepted.
The result of the MCMC is a set of points or \textit{chain} distributed according to the posterior probability. This chain can then be used to infer representative quantities, such as the marginal likelihood in Equation 7.6 by projecting onto the $\theta$ parameter axes over all steps of the chain.
Chapter 8

Super-Kamiokande Analysis

The SK analysis consists of detector calibration, event reduction, event reconstruction and sample selection. The calibration consists of various light sources, radioactive sources, an electron LINAC, Atm-$\nu$, $\pi^0$, cosmic ray muons and their associated decay electrons, described elsewhere [174, 208, 210]. The event reduction consists of good spill selection, including the GPS timing synchronization with the beamline [95, 211, 212]. The event reconstruction [210] consists of vertex fitting, ring counting (RC), PID based on showering or non-showering topologies (Section 3.3.1), momentum determination, decay-$e$ tagging and $\pi^0$ fitting. The sample selection, which was designed to identify $\nu_e$ and $\nu_\mu$ CCQE candidate events from single-ring (1-ring) topologies, is summarized in Section 9.1.2.

Section 8.1 introduces a new event reconstruction algorithm, named $fiTQun$. In principle, it can replace the previous algorithm referred to above. However, due to time constraints it is currently only applied at the $\pi^0$ fitting stage, where it provides superior background rejection in the $\nu_e$ analysis, leading to a high significance for the $\nu_e$ appearance observation [56]. The algorithm is validated against cosmic ray muon, decay-$e$ and Atm-$\nu$ data samples in Sections 8.2 and 8.3. The existing systematic error estimates derived from the cosmic ray muon data, provided to the oscillation analysis,
are reproduced using the new reconstruction. The systematic errors for the $\nu_e$ and $\nu_\mu$ selection derived from the Atm-$\nu$ data are described in Section 8.4. A summary of the systematic error sources is given in Section 8.5.

8.1 Likelihood-Based Event Reconstruction

FiTQun is a new water Čerenkov event reconstruction algorithm based on [213]. It is used in SK to characterize an event based on the measured charges and times recorded for every PMT hit. An event is divided into time clusters of hits, called sub-events, corresponding to a primary interaction and later decays. A likelihood function that depends on a set of parameters describing the particle(s) in a sub-event is defined (Section 8.1.1). Various likelihoods can be constructed based on different hypothesized event topologies, such as the number of particle tracks (or rings) and the PID for each track. These likelihoods are then maximized with respect to the measured charges and times for all PMTs in a sub-event to obtain the best-fit parameters for each hypothesis. Finally, the most likely hypothesis is determined by comparing the best-fit likelihoods.

This section summarizes the quantities that are used in the validation studies. A more detailed description of these quantities and the full algorithm is given in [214].

8.1.1 The Likelihood Function

The kinematics of a single particle in an event in SK are characterized by the following 7 parameters:

- the event 4-vertex $(t, x, y, z)$,
- the zenith and azimuth angle of the direction $(\theta, \phi)$ and
- the magnitude of the momentum $p$. 

Let \( x = (t, x, y, z, \theta, \phi, p) \), then the goal of the reconstruction algorithm is to determine the most likely value for \( x \) given the observed measurements of the PMTs.

For a given sub-event, a likelihood function is constructed based on the measured charge \( q_i \) and time \( t_i \) from each ID PMT \( i \) as follows:

\[
\mathcal{L}(x) = \prod_{j} P_j(\text{unhit}|x) \prod_{i} [1 - P_i(\text{unhit}|x)] P_q(q_i|x) P_t(t_i|x). \tag{8.1}
\]

The index \( j \) is over all PMTs that did not register a hit and \( i \) is over the PMTs that did register a hit. \( P_j(\text{unhit}|x) \) is the conditional probability density function (PDF) of the \( j \)-th tube not registering a hit given the track parameters \( x \). The charge likelihood \( P_q(q_i|x) \) and time likelihood \( P_t(t_i|x) \) are PDFs for observing \( q_i \) and \( t_i \), respectively, given the track parameters \( x \).

The likelihood function can be more simply understood when written as follows:

\[
\mathcal{L}(\hat{q}_i) = \prod_{j} P_j(\text{unhit}|\hat{q}_i) \prod_{i} [1 - P_i(\text{unhit}|\hat{q}_i)] P_q(q_i|\hat{q}_i) P_t(t_i|\hat{t}_i), \tag{8.2}
\]

where the quantities \( \hat{q}_i \) and \( \hat{t}_i \) are the predicted charge and time for the \( i \)-th PMT, which implicitly depend on \( x \). The factors \( P \) contain all the prior physics knowledge encoded in the MC simulation and other relevant models, including Čerenkov light generation and propagation, and PMT charge and time response models. The calculation of each factor is described in \[214\]. The likelihood is then maximized by varying \( x \) using MINUIT \[206\] to obtain a best-fit or most likely set of parameters for a given track hypothesis. For the single-track case, each hypothesis corresponds to a different particle type, such as electron or muon, which results in different predicted quantities. The maximum likelihoods for the electron and muon hypotheses, denoted \( \mathcal{L}_e \) and \( \mathcal{L}_\mu \), can then be compared to determine if a sub-event is more \( e \)-like or \( \mu \)-like.

### 8.1.2 Extending to Multiple Track Final States

The single-track formalism above can be extended to multi-track hypotheses by adding parameters to \( x \) that correspond to the additional particles. For example, the predicted
charge $\tilde{q}_i$ becomes the sum of the predicted charges of all the individual tracks. Physical constraints are imposed depending on the hypothesis. For the $\pi^0$ hypothesis, two electron-hypothesis tracks are assumed for the decay photons, characterized by the following 12 parameters:

- the $\pi^0$ 4-vertex $(t, x, y, z)$, common to both tracks,
- the directions of each track $(\theta_1, \phi_1), (\theta_2, \phi_2)$,
- the magnitude of the momentum of each track $p_1, p_2$ and
- a conversion distance for each track, $d_{\text{conv}}^1, d_{\text{conv}}^2$, allowing the electron tracks to start some distance downstream of the $\pi^0$ vertex.

The maximum likelihood for this hypothesis is denoted $L_{\pi^0}$ and can be compared to $L_e$ to determine if a sub-event is more $\pi^0$-like or $e$-like. The $\pi^0$ mass can be calculated directly from the photon momenta.

### 8.2 Cosmic Ray Muon Reconstruction Validation

A stopping cosmic ray muon and its decay-$e$ (Michel) typically produce two separate sub-events that are reconstructed by fiTQun. A sample of events is selected using reconstructed quantities to validate the fiTQun algorithm by comparing data to MC. The quantities are checked at each selection stage and the final sample is used to construct a decay-$e$ momentum spectrum and muon momentum/range distributions. These distributions can be used to check the accuracy of the simulated energy scale since the underlying models are well-understood for the Michel spectrum [215] and energy loss.

A diagram illustrating the event selection is shown in Figure 8.1 and is defined as follows:
1. A maximum charge threshold corresponding to about a 5 GeV/c momentum muon is applied to the first sub-event. The resulting reconstructed muon momentum distribution is shown in Figure 8.2.

2. Exactly 1 decay-\(e\) with decay time \(1.2 < \Delta t < 10\) \(\mu s\) and 1 m away from the wall. The decay time distribution is shown in Figure 8.3 (left) A decay-\(e\) tagging efficiency can be calculated and the data/MC difference of \(~1\%\) is assigned as a
systematic error. The distance from the nearest wall of the reconstructed vertex is shown in Figure 8.3 (right).

Figure 8.3: Left: The decay-\(e\) timing distribution, corresponding to the difference between 1st and 2nd fiTQun reconstructed sub-event times. The fitted lifetime assuming a single exponential is 2.027 \(\mu\)s for data and 2.044 \(\mu\)s for MC. Right: The reconstructed decay-\(e\) vertex distance from the nearest wall (with the next selection criteria, cut 3, applied).

3. The muon must be top-entering (17.5 < \(z\) < 18.5 m and \(R < 16\) m) or side-entering (16 < \(R\) < 17.5 m and \(z < 17.5\) m) as shown diagrammatically in Figure 8.1. The reconstructed vertex positions are shown in Figure 8.4. The difference in the means of the \(z\) and \(R\) distributions is < 5 cm, which is assigned as a systematic error.

Figure 8.4: Reconstructed muon entering vertex in \(z\) (left) and \(R^2\) (right). The vertical grey lines show the expected top-cap wall position (\(z = 1810\) cm) and barrel wall position (\(R = 1690\) cm).

Following this selection, the decay-\(e\) momentum distribution and the muon momentum/range distributions, for ranges between 5 and 10 m are shown in Figure 8.5. The
data-MC discrepancies in the means of the distributions are summarized in Figure 8.6 and are within the previously estimated SK energy scale error (2.4%) \[212\] used in the oscillation analysis. These quantities were found to be stable throughout the entire T2K time period \[216\].

![Graph](image)

**Figure 8.5**: Left: Reconstructed decay-$e$ momentum. Right: Muon momentum divided by range for ranges between 5 and 10 m.

![Graph](image)

**Figure 8.6**: Fractional deviation of the data from the MC for the means of the decay-$e$ spectrum in the left panel of Figure 8.5 and the muon momentum/range distributions in, e.g., the right panel of Figure 8.5. The previously estimated SK energy scale error of 2.4% \[212\] is shown by the dashed lines.
8.3 Atmospheric Neutrino Reconstruction Validation

The Atm-$\nu$ sample, with a relatively high number of events, is used to validate fiTQun performance with more complicated event topologies. The Atm-$\nu$ flux simulation and event reduction are described elsewhere [210, 217]. The same neutrino interaction simulation (NEUT), detector simulation (SKDETSIM) and event reconstruction are used. A 2-flavour oscillation model is assumed with $\Delta m^2 = 2.5 \times 10^{-3}$ eV$^2$ and $\sin^2(2\theta) = 1$.

A PID and ring-counting selection using the fiTQun likelihood variables is defined and validated with cosmic muon and Atm-$\nu$ data in Appendix B. These variables are then used to define a NC enhanced $\pi^0$ sample, described in Appendix B.4. The resulting $\pi^0$ mass and momentum is shown in Figure 8.7. The data-MC agreement demonstrates that the fiTQun $\pi^0$ fitter is performing well.

![Figure 8.7: Reconstructed $\pi^0$ mass (left) and momentum (right) for the fiTQun NC enhanced $\pi^0$ selection. The shaded histogram (left) includes events that have at least 1 $\pi^0$ after FSI and SI. A $\pi^0$ mass cut between 85 and 185 MeV/$c^2$ (left) is applied for the momentum spectrum distribution (right).](image)

For the $\nu_e$ appearance analysis (Section 9.1.2), the selection is based on the previous reconstruction except for the $\pi^0$ rejection stage. The T2K fiTQun $\pi^0$ rejection cut is
defined by a line in $\ln(L_{\pi^0}/L_e)$ versus $\pi^0$ mass space given by\footnote{The cut line was tuned to achieve the same signal efficiency as the previous reconstruction.}

$$\ln(L_{\pi^0}/L_e) = -0.875 \times (M_{\pi^0} - 120) + 70. \quad (8.3)$$

This is shown in Figure 8.8 for Atm-$\nu$ MC with $p_e < 1.25$ GeV/$c$, where events below the line are identified as $\nu_e$ candidates.

The 2D distribution can be collapsed into 1D as a function of the distance to the cut line as shown in Figure 8.9. A negative (positive) value corresponds to $e$-like ($\pi^0$-like). This cut reduces the NC ($\pi^0$) background by $\sim 60\%$ compared to the previous reconstruction. The remaining NC component contributes $\sim 20\%$ of the total background with the rest coming from the intrinsic (irreducible) beam $\nu_e$. There is some data-MC disagreement in the efficiency of the cut, which is taken into account in systematic error analysis described in Section 8.4.

8.4 Systematic Errors in Topological Selection

The Atm-$\nu$ data provide useful control samples for T2K events since it covers the T2K neutrino energy range as shown in Figure 5.4 and the same detector response is expected. Control samples are defined to match the signal channels in T2K, namely where there is a charged lepton and no other particles in the final state (FS). Systematic errors in the efficiency of the T2K topological selection (Section 9.1.2), including RC, PID and $\pi^0$ rejection, are estimated based on the Atm-$\nu$ data-MC discrepancies extracted from a MCMC analysis. The same Atm-$\nu$ sample as in Section 8.3 is used, except updated to 4.47 years of data.
Figure 8.8: For the Atm-ν MC sample with $p_e < 1.25$ GeV/c, $\ln(L_{\pi^0}/L_e)$ versus $\pi^0$ mass for the $\nu_e$ candidate selection prior to the $\pi^0$ rejection cut. The left panel are events with no true $\pi^0$ after FSI and SI, while the events in the right panel have at least 1 $\pi^0$. The T2K fiTQun $\pi^0$ rejection cut line (Equation 8.3) is shown.

Figure 8.9: Distance from the fiTQun $\pi^0$ rejection cut line for the Atm-ν MC sample with $p_e < 1.25$ GeV/c and the $\nu_e$ candidate selection prior to the $\pi^0$ cut. The shaded histogram includes events that have at least 1 $\pi^0$ after FSI and SI.
8.4.1 Control Sample Definition

The MC is separated into final state (FS) topologies based on the lepton flavour and final observable particles of the event after FSI and SI. The topologies are defined in Table 8.1.

<table>
<thead>
<tr>
<th>$l$</th>
<th>MC Topology</th>
<th>Selection Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$\nu_e$ CC1$e$</td>
<td>$\nu_e$ CC and $N_{\pi^0} = 0$ and $N_{\pi^\pm} = 0$ and $N_{\pi^0} = 0$ and $N_{\pi^\pm} = 0$ and $N_{\pi^0} = 0$ and $N_{\pi^\pm} = 0$ and $N_{\pi^0} = 0$ and $N_{\pi^\pm} = 0$</td>
</tr>
<tr>
<td>1</td>
<td>$\nu_e$ CC-Other</td>
<td>$\nu_e$ CC and not $\nu_e$ CC1$e$</td>
</tr>
<tr>
<td>2</td>
<td>$\nu_\mu$ CC1$\mu$</td>
<td>$\nu_\mu$ CC and $N_{\pi^0} = 0$ and $N_{\pi^\pm} = 0$ and $N_{\pi^0} = 0$ and $N_{\pi^\pm} = 0$ and $N_{\pi^0} = 0$ and $N_{\pi^\pm} = 0$ and $N_{\pi^0} = 0$ and $N_{\pi^\pm} = 0$</td>
</tr>
<tr>
<td>3</td>
<td>$\nu_\mu$ CC-Other</td>
<td>$\nu_\mu$ CC and not $\nu_\mu$ CC1$\mu$</td>
</tr>
<tr>
<td>4</td>
<td>NC$\pi^0$</td>
<td>NC and $N_{\pi^0} \geq 1$ and not NC$\gamma$</td>
</tr>
<tr>
<td>5</td>
<td>NC-Other</td>
<td>NC and not NC$\pi^0$</td>
</tr>
</tbody>
</table>

Table 8.1: MC topologies or event types shown in the figures of this section, where $N_X$ refers to the true number of $X$ particles above Cherenkov threshold that exit the target nucleus after FSI and SI. The topologies are index by $l$.

Each control sample is designed to achieve a relatively high purity for a given MC topology, referred to as an *enriched* sample. A careful distinction must be made between, for example, a *CCQE-enriched* sample, which contains events from many neutrino interaction processes, and the *true CCQE* process. The selection criteria are shown in Table 8.3, including a topological selection based on the *cut parameters* $L_m$ summarized in Table 8.2 (described in Appendix C.1). The RC and PID parameters are based on the previous reconstruction, APfit, while the $\pi^0$ parameter is based on fITQun (Equation 8.3). The cut parameter distributions are shown for various sub-samples in Figures 8.10 and 8.11.

The $\nu_e$ (i) and $\nu_\mu$ (iii) CCQE-enriched samples (Table 8.3) are used to determine the error in the efficiency for selecting the CC (signal-like) topologies in the T2K sample.
Figure 8.10: Cut parameter distributions for the $\nu_e$ CCQE (left) and CCnQE (right), $100 < E_{\nu_{18}} < 1250$ MeV, samples. All cuts are applied except that which corresponds to the parameter that is drawn. The cut line is at 0, with the classifications defined in Table 8.2.
Table 8.2: Topological cuts used to evaluate systematic errors from the Atm-$\nu$ data. The cut parameters are defined in Appendix C.1, which are then used to define the control samples in Table 8.3. The event classification is shown for values of the parameter above and below 0. The parameters are indexed by $m$.

<table>
<thead>
<tr>
<th>$m$</th>
<th>Topological Cut</th>
<th>Cut Parameter</th>
<th>$&lt; 0$</th>
<th>$\geq 0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Ring-counting (RC)</td>
<td>$L_{AP\text{fit RC}}$</td>
<td>1-ring (1R)</td>
<td>multi-ring (mR)</td>
</tr>
<tr>
<td>1</td>
<td>Particle identification (PID)</td>
<td>$L_{AP\text{fit PID}}$</td>
<td>$e$-like</td>
<td>$\mu$-like</td>
</tr>
<tr>
<td>2</td>
<td>$\pi^0$ rejection</td>
<td>$L_{\text{fitTqn } \pi^0}$</td>
<td>$e$-like</td>
<td>$\pi^0$-like</td>
</tr>
</tbody>
</table>

Figure 8.11: Cut parameter distributions for the $\nu_\mu$, CCQE-enriched (left) and CCnQE-enriched (right), $E_{\text{vis}} < 5$ GeV, samples. All cuts are applied except that which corresponds to the parameter that is drawn. The cut line is at 0, with the classifications defined in Table 8.2.
Table 8.3: Control sample definitions for the Atm-$\nu$ fit. The parent sample is defined to be fully contained and in the fiducial volume (FCFV): distance from the ID wall $D_{wall} > 200$ cm, visible energy $E_{vis} > 30$ MeV and number of hits in an OD cluster $N_{HitAC} < 16$. The topological selection is based on the parameters summarized in Table 8.2. The distance from the expected muon stopping point to the nearest decay-$e$, $D_{dcy-e}$, is used to select high purity $\nu_\mu$ CCQE-enriched and CCnQE-enriched samples. The control samples are indexed by $j$.

<table>
<thead>
<tr>
<th>Type of control sample in FCFV</th>
<th>Branch of control sample</th>
<th>$j$-th sample</th>
<th>Topological Selection</th>
</tr>
</thead>
<tbody>
<tr>
<td>(i) $\nu_e$</td>
<td></td>
<td>(0 - 12)</td>
<td>RC cut PID cut $\pi^0$ cut / $D_{dcy-e}$ Dist. cut</td>
</tr>
<tr>
<td>$N_{dcy-e}$</td>
<td></td>
<td>0: Core</td>
<td>1R &amp; $e$-like &amp; $L_{BTQun} \pi^0 &lt; 0$</td>
</tr>
<tr>
<td>CCQE-enriched</td>
<td></td>
<td>1: RC tail</td>
<td>mR &amp; $e$-like &amp; $L_{BTQun} \pi^0 &lt; 0$</td>
</tr>
<tr>
<td>$E_{vis} &gt; 100$</td>
<td></td>
<td>2: PID tail</td>
<td>1R &amp; $\mu$-like &amp; $L_{BTQun} \pi^0 &lt; 0$</td>
</tr>
<tr>
<td>(ii) $\nu_e$</td>
<td></td>
<td>3: $\pi^0$ tail</td>
<td>1R &amp; $e$-like &amp; $L_{BTQun} \pi^0 \geq 0$</td>
</tr>
<tr>
<td>$N_{dcy-e}$</td>
<td></td>
<td>4: Core</td>
<td>1R &amp; $e$-like &amp; $L_{BTQun} \pi^0 &lt; 0$</td>
</tr>
<tr>
<td>CCnQE-enriched</td>
<td></td>
<td>5: RC tail</td>
<td>mR &amp; $e$-like &amp; $L_{BTQun} \pi^0 &lt; 0$</td>
</tr>
<tr>
<td>$E_{vis} &gt; 100$</td>
<td></td>
<td>6: PID tail</td>
<td>1R &amp; $\mu$-like &amp; $L_{BTQun} \pi^0 &lt; 0$</td>
</tr>
<tr>
<td>(iii) $\nu_\mu$</td>
<td></td>
<td>7: $\pi^0$ tail</td>
<td>1R &amp; $e$-like &amp; $L_{BTQun} \pi^0 \geq 0$</td>
</tr>
<tr>
<td>$N_{dcy-e}$</td>
<td></td>
<td>8: Core</td>
<td>1R &amp; $\mu$-like &amp; $D_{dcy-e} &lt; 80$ cm</td>
</tr>
<tr>
<td>CCQE-enriched</td>
<td></td>
<td>9: RC tail</td>
<td>mR &amp; $\mu$-like &amp; $D_{dcy-e} &lt; 80$ cm</td>
</tr>
<tr>
<td>(iv) $\nu_\mu$</td>
<td></td>
<td>10: Core</td>
<td>1R &amp; $\mu$-like &amp; $D_{dcy-e} &lt; 160$ cm</td>
</tr>
<tr>
<td>$N_{dcy-e}$</td>
<td></td>
<td>11: RC tail</td>
<td>mR &amp; $e$-like &amp; $D_{dcy-e} &lt; 160$ cm</td>
</tr>
<tr>
<td>CCnQE-enriched</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N_{dcy-e}$</td>
<td></td>
<td>12: NC $\pi^0$</td>
<td>mR &amp; $e$-like &amp; $L_{BTQun} \pi^0 \geq 0$ &amp; $m_{POLfit} \pi^0 &lt; 170$ MeV/$c^2$</td>
</tr>
</tbody>
</table>
Figure 8.12: Number of events in each control sample defined in Table 8.3 for default MC. The top panel displays CCQE-enriched samples while the bottom panel displays CCnQE-enriched and BG-enriched samples. Note, the actual binning used in the likelihood definition (Equation 7.2) is given in Table 8.4.

The $\nu_e$ (ii) and $\nu_\mu$ (iv) CCnQE-enriched sample are defined to constrain the error on the $\nu_e$ and $\nu_\mu$ CC-Other topologies, respectively. The BG-enriched sample (v) is NC $\pi^0$ enhanced to constrain the NC component. Each CC sample consists of a core sample that passes all the selection cuts and tail samples that fail a given topological cut, which then constrain the efficiency for each cut.

The samples are binned in $E_{vis}$ according to Table 8.4 for the likelihood definition (Equation 7.5). The event rates for each control sample are shown in Figure 8.12 (with a finer binning in some cases).
Table 8.4: Kinematic binning for each control sample defined in Table 8.3. The kinematic bins are indexed by $i$. The $\beta$ parameters introduced in Section 8.4.2 are binned similarly, where instead “CCQE-enriched” (“CCnQE-enriched”) corresponds to the MC topology “CC1-lepton” (“CC-Other”), and the tail samples correspond to each cut parameter.

<table>
<thead>
<tr>
<th>Type of control sample</th>
<th>$j$-th sample (0 - 12)</th>
<th>Index $i$</th>
<th>$E_{vis}$ Bins [GeV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>(i) $\nu_e$</td>
<td>0: Core</td>
<td>0 - 5</td>
<td>$[0.1, 0.3, 0.7, 1.25, 2, 5, 30]$</td>
</tr>
<tr>
<td></td>
<td>1: RC tail</td>
<td>0 - 5</td>
<td>$[0.1, 0.3, 0.7, 1.25, 2, 5, 30]$</td>
</tr>
<tr>
<td></td>
<td>2: PID tail</td>
<td>0 - 5</td>
<td>$[0.1, 0.3, 0.7, 1.25, 2, 5, 30]$</td>
</tr>
<tr>
<td></td>
<td>3: $\pi^0$ tail</td>
<td>0 - 2</td>
<td>$[0.1, 0.3, 0.7, 1.25]$</td>
</tr>
<tr>
<td>(ii) $\nu_e$</td>
<td>4: Core</td>
<td>0 - 2</td>
<td>$[0.1, 1.25, 5, 30]$</td>
</tr>
<tr>
<td></td>
<td>5: RC tail</td>
<td>0 - 2</td>
<td>$[0.1, 1.25, 5, 30]$</td>
</tr>
<tr>
<td></td>
<td>6: PID tail</td>
<td>0 - 5</td>
<td>$[0.1, 0.3, 0.7, 1.25, 2, 5, 30]$</td>
</tr>
<tr>
<td></td>
<td>7: $\pi^0$ tail</td>
<td>0</td>
<td>$[0.1, 1.25]$</td>
</tr>
<tr>
<td>(iii) $\nu_\mu$</td>
<td>8: Core</td>
<td>0 - 6</td>
<td>$[0, 0.1, 0.3, 0.7, 1.25, 2, 5, 30]$</td>
</tr>
<tr>
<td></td>
<td>9: RC tail</td>
<td>0 - 6</td>
<td>$[0, 0.1, 0.3, 0.7, 1.25, 2, 5, 30]$</td>
</tr>
<tr>
<td>(iv) $\nu_\mu$</td>
<td>10: Core</td>
<td>0 - 2</td>
<td>$[0, 1.25, 5, 30]$</td>
</tr>
<tr>
<td></td>
<td>11: RC tail</td>
<td>0 - 2</td>
<td>$[0, 1.25, 5, 30]$</td>
</tr>
<tr>
<td>(v) BG-enriched</td>
<td>12: NC $\pi^0$</td>
<td>0</td>
<td>$[0, 1.25]$</td>
</tr>
</tbody>
</table>
8.4.2 Detector Error Parameterization

Systematic errors in the topological selection arising from fundamental (microscopic) sources are effectively parameterized as variations $\beta$ for each cut parameter $m$:

\[ L'_m = L_m + \beta_{i,l,m}. \]  

(8.4)

The applicable kinematic bin $i$ is given in Table 8.4 for CC MC topology $l$. Each $\beta$ is physically bounded, given by the prior

\[ \pi(\beta_{i,l,m}) = \begin{cases} 1 & [0 \leq \epsilon(\beta_{i,l,m}) \leq 1] \\ 0 & [\text{otherwise}] \end{cases}, \]  

(8.5)

where $\epsilon$ is the selection efficiency as a function of $\beta$. This prior is used in Equation 7.5.

8.4.3 Atm-$\nu$ Flux and Cross Section Parameterization

The uncertainties in the Atm-$\nu$ flux $a$ and cross sections $x_{atm}$ are parameterized as in Table 8.5 and Figure 8.13, where $\alpha = (a, x_{atm})$. The prior uncertainties correspond to the width of each Gaussian in Equation 7.3 for the parameters in Equation 7.5.

![Figure 8.13: Energy dependence of the CCQE cross section error ($\alpha_{CCQE}$ in Table 8.5) as a function of true $E_\nu$.](image-url)
### Table 8.5: Atm-$\nu$ flux and cross section normalization parameters. The prior uncertainty assumes a Gaussian of width $\sigma_{\alpha_k}$, except for the CCQE parameter $\sigma_{\alpha_{CCQE}}$, which varies as a function of energy as shown in Figure 8.13.

<table>
<thead>
<tr>
<th>Event Class</th>
<th>Nuisance parameter ($\alpha_k$)</th>
<th>Error type</th>
<th>Prior</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{\nu,\text{true}} &lt; 1$ GeV</td>
<td>$\alpha_{\text{NormLowE}}$</td>
<td>Flux</td>
<td>0.25</td>
</tr>
<tr>
<td>$E_{\nu,\text{true}} \geq 1$ GeV</td>
<td>$\alpha_{\text{NormHighE}}$</td>
<td>Flux</td>
<td>0.15</td>
</tr>
<tr>
<td>True CCQE</td>
<td>$\alpha_{\text{CCQE}}$</td>
<td>Cross section</td>
<td>Figure 8.13</td>
</tr>
<tr>
<td>True CC$n$QE</td>
<td>$\alpha_{\text{CCnQE}}$</td>
<td>Cross section</td>
<td>0.20</td>
</tr>
<tr>
<td>True $\nu_\mu$</td>
<td>$\alpha_{\nu_\mu/\nu_e}$</td>
<td>$\sigma_{\nu_\mu}/\sigma_{\nu_e}$ ratio</td>
<td>0.05</td>
</tr>
<tr>
<td>True NC</td>
<td>$\alpha_{\text{NC}}$</td>
<td>Cross section</td>
<td>0.20</td>
</tr>
</tbody>
</table>

### 8.4.4 Event Rate Prediction

The remaining factor to define in Equation 7.5 is the conditional probability $P$, which takes the form of Equation 7.2. Table 8.6 summarizes the indices introduced in this section.

<table>
<thead>
<tr>
<th>Index</th>
<th>Description</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$i$</td>
<td>Kinematic Bin</td>
<td>Table 8.4</td>
</tr>
<tr>
<td>$j$</td>
<td>Control Sample</td>
<td>Table 8.3</td>
</tr>
<tr>
<td>$k$</td>
<td>MC Event Class for $\alpha$ Parameters</td>
<td>Table 8.5</td>
</tr>
<tr>
<td>$l$</td>
<td>MC FS Topology</td>
<td>Table 8.1</td>
</tr>
<tr>
<td>$m$</td>
<td>Topological Cut</td>
<td>Table 8.2 and Section 8.4.2</td>
</tr>
</tbody>
</table>

Table 8.6: Description of the indices used in this section.
The total predicted event rate is

$$\hat{N}_{i,j} = \sum_{l=0}^{5} \hat{N}_{i,j}^l,$$

(8.6)

where

$$\hat{N}_{i,j}^l = \sum_{h=0}^{\text{all events}} \left[ D_h(i, j, l) \prod_{k=0}^{5} \left[ 1 + \alpha_k \delta_h(k) \right] \right].$$

(8.7)

$D_h(i, j, l)$ is non-zero if event $h$ is of MC topology $l$, passes the selection for control sample $j$ with modified cut parameters $L'_m(\beta_{i,l,m})$ and is in kinematic bin $i$. Otherwise, $D_h(i, j, l)$ is 0. Similarly, $\delta_h(k) = 1$ if event $h$ is of event class $k$, otherwise $\delta_h(k) = 0$.

### 8.4.5 Results

A MCMC (Section 7.2) sample is generated according to the likelihood in Equation 7.5, which at this point is fully defined. Inferences about various parameters can be made from this chain. For example, a best-fit $\hat{N}_{i,j}^l$ for the observable number of events can be inferred by replacing $\theta$ in the marginal likelihood (Equation 7.6) with $\hat{N}_{i,j}$, then evaluating the mean such that

$$\bar{N}_{i,j} = \langle \mathcal{L}_M(\hat{N}_{i,j}^l|\mathbf{M}_{\text{Atm-SK}}) \rangle,$$

(8.8)

marginalizing over all $\alpha$ and $\beta$. The result is shown in Figure 8.14.

The systematic error propagated to T2K is parameterized as the difference between the total efficiency before and after the fit. The total efficiency $\varepsilon$ for selecting $\nu_e$ CC1e and $\nu_e$ CC-Other ($\nu_\mu$ CC1$\mu$ and $\nu_\mu$ CC-Other) events in the $\nu_e$ ($\nu_\mu$) CCQE-enriched core sample is defined as:

$$\varepsilon_{i,j}^l = \sum_{j=\{0, 8\}}^{\{3, 9\}} \hat{N}_{i,j}^{l, \{0, 8\}} / \sum_{j=\{0, 8\}}^{\{3, 9\}} \hat{N}_{i,j}^l,$$

(8.9)

where the numerator is the core sample and the denominator is the total number of events prior to the topological cuts. Then, similar to Equation 8.8, the mode (most probable value) is defined as

$$\bar{\varepsilon}_{i,j}^l = Mo \left( \mathcal{L}_M(\varepsilon_{i,j}^l|\mathbf{M}_{\text{Atm-SK}}) \right).$$

(8.10)
Figure 8.14: Posterior means of the predicted number of events, as defined in Equation 8.8. The top panel displays CCQE-enriched samples while the bottom panel displays CCnQE-enriched and BG-enriched samples.
The fractional differences from the default MC efficiency,

\[
\Delta \varepsilon_{i,j}^{l} / \varepsilon = \frac{\varepsilon_{i,j}^{l} - \varepsilon_{\text{def}}}{\varepsilon_{\text{def}}},
\] (8.11)

referred to as the shift error, are shown as the points in Figure 8.15. The RMS of the marginal likelihoods, referred to as the fit errors, are shown as the error bars. The data-MC discrepancy discovered in ssec:atmnu is reflected in the $\nu_e$ CC1e 0.7–1.25 GeV bin.

![Figure 8.15: The inferred data-MC discrepancy (points) as defined in Equation 8.11 and RMS of the marginal likelihood for each $\Delta \varepsilon / \varepsilon$ (error bars).](image)

The shift errors are assumed to be fully correlated when propagating to the T2K oscillation analysis. The fit errors are correlated according to the covariance of the 2D marginal likelihood distributions (Equation 7.6) for each pair of parameters, as shown in Figure 8.16 (described in Appendix Section C.1.2).
Figure 8.16: Fit error correlations as estimated from the covariance of the 2D marginal likelihood distributions.
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8.5 Summary of Systemic Errors

Sections 8.2 and 8.3 discuss some of the systematic errors derived from the cosmic ray muon and Atm-ν samples. Additional constraints on the background topologies of the T2K νₑ and νᵦ samples come from specialized Atm-ν NC π± [218] and hybrid-π⁰ [219] samples. The systematic error sources are summarized in Tables 8.7–8.9.

<table>
<thead>
<tr>
<th>Error source</th>
<th>Systematic Uncertainty</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reduction, OD cut</td>
<td>1.0%</td>
<td>Internal Note [220]</td>
</tr>
<tr>
<td>Vertex</td>
<td>1.0%</td>
<td>Section 8.2</td>
</tr>
<tr>
<td>Decay electron cut</td>
<td>~1.0%</td>
<td>Section 8.2</td>
</tr>
</tbody>
</table>

Table 8.7: Systematic uncertainties on the T2K νₑ and νᵦ event rate from fully correlated sources.

<table>
<thead>
<tr>
<th>Event Topology</th>
<th>Systematic Error Constraint</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>νₑ CC1e</td>
<td>atm-ν fit</td>
<td>Section 8.4</td>
</tr>
<tr>
<td>νₑ CC-Other</td>
<td>atm-ν fit</td>
<td>Section 8.4</td>
</tr>
<tr>
<td>νᵦ CC</td>
<td>126%</td>
<td>Internal note [221]</td>
</tr>
<tr>
<td>νᵦ CCπ⁰-Other</td>
<td>hybrid-π⁰</td>
<td>Internal note [219]</td>
</tr>
<tr>
<td>NC1π⁰</td>
<td>hybrid-π⁰</td>
<td>Internal note [219]</td>
</tr>
<tr>
<td>NCπ⁰-Other</td>
<td>hybrid-π⁰</td>
<td>Internal note [219]</td>
</tr>
<tr>
<td>NCγ</td>
<td>νₑ CC1e + 1%</td>
<td>Internal note [221]</td>
</tr>
<tr>
<td>NC1π±</td>
<td>173%</td>
<td>Internal note [221]</td>
</tr>
<tr>
<td>NC-Other</td>
<td>173%</td>
<td>Internal note [221]</td>
</tr>
</tbody>
</table>

Table 8.8: Prior constraints assigned to each MC topology for the systematic error due to the topological (RC, PID, π⁰) cuts in the νₑ selection.

[2]A hybrid-π⁰ is constructed from a real data ring combined with a MC ring according to the π⁰ decay kinematics.
### Systematic Error Constraint

<table>
<thead>
<tr>
<th>Event type</th>
<th>Ring-counting</th>
<th>Particle ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\nu_\mu$ CC1$\mu$</td>
<td>atm-$\nu$ fit (Section 8.4)</td>
<td>0.3% (Appendix B.1)</td>
</tr>
<tr>
<td>$\nu_\mu$ CC other</td>
<td>atm-$\nu$ fit (Section 8.4)</td>
<td>0.3% (Appendix B.1)</td>
</tr>
<tr>
<td>$\nu_e$ CC</td>
<td>100% (Internal note [218])</td>
<td></td>
</tr>
<tr>
<td>NC</td>
<td>21.8%</td>
<td>55% (Internal note [218])</td>
</tr>
</tbody>
</table>

Table 8.9: Prior constraints assigned to each MC topology for the systematic error due to topological cuts in the $\nu_\mu$ selection. The references are given in () brackets.

Figure 8.17 shows the reconstructed neutrino energy spectrum and the 1$\sigma$ systematic error envelopes for both the $\nu_e$ appearance and $\nu_\mu$ disappearance event samples. Figure 8.18 shows the corresponding correlation matrix and the square root of the diagonal elements of the covariance matrix separated by the true MC interaction and kinematic binning defined in the oscillation analysis. This defines the matrix $V$ in Equation 7.3 for $\pi(d_{SK})$ in Equation 7.1.
Figure 8.17: Reconstructed energy spectra (top) and 1σ systematic uncertainty envelope (bottom) for the T2K ν<sub>e</sub> (left) and ν<sub>µ</sub> (right) sample event rate predictions.
Figure 8.18: Correlation matrix (left) and the square root of the diagonal elements of the covariance matrix (right). The binning in $E_{rec}$ for each component of the $\nu_e$ sample is 0-350-800-1250 MeV (3 bins) and for the CCQE $\nu_\mu$ component in the $\nu_\mu$ sample is 0-400-1100-30000 MeV (3 bins).
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Joint Analysis of $\nu_\mu$ Disappearance and $\nu_e$ Appearance

Independent fits of the T2K $\nu_\mu$ disappearance sample and $\nu_e$ appearance sample \[56\] have yielded world-leading results with a precision measurement of $\theta_{23}$ \[96\] and the discovery of $\nu_e$ appearance from a $\nu_\mu$ beam \[56\]. With the precise determination of $\theta_{13}$ (Section \[2.2.3\]), the next step is a joint, 3-flavour oscillation fit of $\nu_\mu$ disappearance and $\nu_e$ appearance in order to precisely account for the correlations in the parameters shown in Equation \[2.42\]. This chapter summarizes the results of a new joint fit based on a previous MCMC analysis \[222, 223\], described in more detail in \[224\].

ND280 and SK are considered simultaneously in this analysis. The selection criteria for each detector are summarized in Section \[9.1\]. The systematic errors, mostly the same as in the independent fits, are summarized in Section \[9.2\]. The joint estimation of the SK detector errors, described in Section \[8.4\], is one of the necessary changes for the joint fit. The best-fit, credible regions and model comparisons of the oscillation parameters, based on a MCMC analysis, are reported in Section \[9.3\].
9.1 Sample Definitions

The ND280 and SK samples, $M$ in Equation 7.1, are defined in this section. The SK criteria, described in Section 9.1.2, are designed to select one lepton and no other particles in the final state in order to reconstruct the neutrino energy based on a CCQE interaction assumption. Correspondingly, the ND280 samples, described in Section 9.1.1, are designed to constrain the relevant cross section parameters for predicting the SK signal and backgrounds. This analysis uses the T2K Run1-4 data set corresponding to $5.9 \times 10^{20}$ and $6.57 \times 10^{20}$ POT for ND280 and SK, respectively.

The MC predictions are shown with the flux, cross section and FSI tuning with external data as described in Sections 5.1 and 5.2 and Chapter 6, referred to as the prefit MC.

9.1.1 ND280 Tracker $\nu_\mu$ Samples

A $\nu_\mu$ CC inclusive sample is defined as follows:

1. Good data quality: The full spill global ND280 data quality flag must be good to ensure detector stability.
2. Bunching: Tracks must be in the same beam bunch of a spill, with each bunch considered a separate event.
3. Fiducial volume (FV): There must be at least one negative track beginning in the FV of FGD1 and entering a TPC.
4. TPC track quality: The track must have more than 18 vertical clusters in the TPC.
5. Backward-going tracks and TPC1 veto: The event is rejected based on TPC1 activity.
6. No broken tracks in FGD1: If a track exists in the FGD only and starts outside the FV, the event is rejected if the highest momentum negative track (HMNT) starts
more than 425 mm away from the FGD1 upstream edge.

7. Muon PID: The HMNT must be $\mu$-like according to the TPC PID.

The CC inclusive sample is further divided into three sub-samples as follows:

- **CC0$\pi$ sample**: No events with a $\pi^{\pm}$ or $e^{\pm}$ reconstructed in the TPC, nor any decay-$e$ or $\pi^{\pm}$ reconstructed in the FGDs.
- **CC1$\pi$ sample**: One $\pi^{+}$ or one decay-$e$ reconstructed in the TPCs and FGDs, with no $\pi^{-}$ nor $e^{\pm}$ in the TPCs.
- **CC Other sample**: The rest of the CC inclusive events that are not in the CC0$\pi$ or CC1$\pi$ samples.

Each sub-sample is binned in $(p_{\mu}, \cos \theta)$, where $\theta$ is relative to the neutrino beam direction, as shown in Figure 9.1 for the data. Figures 9.2 and 9.3 show the projections onto $p_{\mu}$ and $\cos \theta$, respectively, for data and prefit MC. Table 9.1 shows the integrated number of events in the 0–30 GeV/c momentum region for each sample.

![Figure 9.1: The ND280 CC0$\pi$ (left), CC1$\pi$ (middle) and CC Other (right) event rates for data.](image)

An independent measurement of the intrinsic $\nu_e$ component of the beam is also performed by ND280, which validates the corresponding flux prediction and systematic error [225].

### 9.1.2 SK $\nu_e$ and $\nu_\mu$ Candidate Samples

A fully contained fiducial volume (FCFV) 1-ring sample is defined as follows [212]:
Figure 9.2: The ND280 CC0π (left), CC1π (middle) and CC Other (right) event rates projected onto $p_\mu$ for data and prefit MC.

Figure 9.3: The ND280 CC0π (left), CC1π (middle) and CC Other (right) event rates projected onto $\cos(\theta)$ for data and prefit MC.

<table>
<thead>
<tr>
<th></th>
<th>CC0π</th>
<th>CC1π</th>
<th>CC Other</th>
<th>CC Inclusive</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data</td>
<td>17369</td>
<td>4047</td>
<td>4173</td>
<td>25589</td>
</tr>
<tr>
<td>MC</td>
<td>19980</td>
<td>5037.2</td>
<td>4729.1</td>
<td>29746.3</td>
</tr>
</tbody>
</table>

Table 9.1: The integrated number of events in the ND280 CC inclusive and three sub-samples for data and prefit MC.
1. Good data quality: The SK and beam quality flag must be good, including a check of the GPS timing for spill synchronization.

2. Fully-contained (FC): The visible energy $E_{\text{vis}} > 30$ MeV and less than 16 hits in any OD cluster.

3. Fiducial volume: The distance between the reconstructed vertex and the ID wall must be greater than 2 m, corresponding to 22.5 kton of fiducial mass.

4. 1-ring: Only one reconstructed ring.

The FCFV 1-ring sample is further divided into two sub-samples as follows:

- $\nu_e$ candidates
  1. $e$-like: The ring is reconstructed as electron-like.
  2. Minimum visible energy: $E_{\text{vis}} > 100$ MeV.
  3. decay-$e$ cut: There must no decay-$e$.
  4. Reconstructed neutrino energy: $E_{\text{rec}} < 1.25$ GeV.
  5. fiTQun $\pi^0$ rejection: The event must not be $\pi^0$-like as defined by Equation 8.3

- $\nu_\mu$ candidates
  1. $\mu$-like: The ring is reconstructed as muon-like.
  3. decay-$e$ cut: There must be 0 or 1 decay-$e$.

Each sub-sample is binned in $E_{\text{rec}}$ as shown in Figure 9.4 for data and prefit MC without oscillation and with oscillation assuming the parameters given in Table 9.2.

### 9.2 Systematic Errors

Most of the systematic errors have been described earlier. They are represented by $\pi(f)$ in Equation 7.1 and summarized in Table 9.3, including references to the relevant sections.
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Reconstructed Energy (GeV)

<table>
<thead>
<tr>
<th>Events per 50 MeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 0.2 0.4 0.6 0.8 1 1.2</td>
</tr>
</tbody>
</table>

Events per bin

| 0 1 2 3 4 5 6 7 |

Prefit MC no osc. (5.4 events) $\nu_\mu$
Prefit MC w/osc. (22.8 events) $\nu_\mu$
Data (28 events) $\nu_\mu$

Reconstructed Energy (GeV)

<table>
<thead>
<tr>
<th>Events per 50 MeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 0.2 0.4 0.6 0.8 1 1.2</td>
</tr>
</tbody>
</table>

Prefit MC no osc. (484.4 events) $\mu\nu$
Prefit MC w/osc. (142.6 events) $\mu\nu$
Data (120 events) $\mu\nu$

Figure 9.4: The SK $\nu_\mu$ (left) and $\nu_e$ (right) candidate samples for data and prefit MC. The MC is shown without oscillation (red) and with oscillation (blue) assuming the MCMC input parameters in Table 9.2. The total integrated numbers of events are shown in () brackets.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Default Value</th>
<th>MCMC Input</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta m^2_{21}$ [$10^{-5}$ eV$^2$]</td>
<td>7.6</td>
<td>$7.5 \pm 0.2$</td>
</tr>
<tr>
<td>$\Delta m^2_{32}$ [$10^{-3}$ eV$^2$]</td>
<td>2.4</td>
<td></td>
</tr>
<tr>
<td>$\sin^2 \theta_{12}$</td>
<td>0.306</td>
<td>0.311 $\pm$ 0.017</td>
</tr>
<tr>
<td>$\sin^2 \theta_{23}$</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>$\sin^2 2\theta_{13}$</td>
<td>0.1</td>
<td>0.095 $\pm$ 0.01</td>
</tr>
<tr>
<td>$\delta_{CP}$</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Mass hierarchy</td>
<td>Normal</td>
<td></td>
</tr>
<tr>
<td>Baseline length</td>
<td>295 km</td>
<td></td>
</tr>
<tr>
<td>Earth matter density</td>
<td>2.6 g/cm$^3$ [226]</td>
<td></td>
</tr>
</tbody>
</table>

Table 9.2: Neutrino oscillation parameters used in default MC expectation calculations. The MCMC input values and constraints (Gaussian prior) are from [227]. The PDG (average reactor) constraint on $\theta_{13}$ is applied to the reactor constrained analysis only. A flat prior or no constraint is used for $\theta_{13}$ (T2K-only analysis), $\theta_{23}$, $\Delta m^2_{32}$ and $\delta_{CP}$. The mass hierarchy parameter assumes a discrete prior with a probability of 0.5 for NH or IH (in practice in the MCMC, this is encoded in the sign of $\Delta m^2_{32}$).
Table 9.3: Description of the parameters in Equation 7.1 with references to the details about each prior constraint.

The ND280 detector systematic errors are delivered in the form of a covariance matrix relating all three sub-samples [173], which defines $d_{ND}$.

A summary of the effect of the systematic errors on the SK sub-samples is shown in Table 9.4 for the integrated event rate and Figure 9.5 as a function of reconstructed neutrino energy. An independent fit of the ND280 samples [228] was performed and the resulting constraint was used to evaluate the $ND280$ constrained values. In the MCMC analysis a similar constraint is incorporated implicitly in the likelihood function.

The oscillation parameters are tuned and constrained based on the PDG combination.
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<table>
<thead>
<tr>
<th>Systematic Error Source</th>
<th>Relative Uncertainty (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\nu_\mu$ Candidates</td>
</tr>
<tr>
<td>Flux &amp; Xsec. ND280 Constrained (Prior)</td>
<td>2.7 (21.7)</td>
</tr>
<tr>
<td>Xsec. ND280 Independent</td>
<td>5.0</td>
</tr>
<tr>
<td>Pion Hadronic Interactions</td>
<td>3.5</td>
</tr>
<tr>
<td>SK Detector</td>
<td>3.6</td>
</tr>
<tr>
<td>Total ND280 Constrained (Prior)</td>
<td>7.6 (23.4)</td>
</tr>
</tbody>
</table>

Table 9.4: Summary of the effect of the systematic errors on the SK $\nu_e$ and $\nu_\mu$ total event rates, assuming the default oscillation parameters in Table 9.2. The ND280 constrained errors are from an independent ND280 fit [228].

of world data [227] as shown in Figure 9.2. The MCMC analysis is performed in two configurations:

- T2K-only analysis: $\sin^2 \theta_{13}$ is unconstrained (flat prior).
- Reactor-constrained analysis: $\sin^2 2\theta_{13}$ is constrained assuming a Gaussian prior with width 0.01, calculated from the average of reactor neutrino data [227].

9.3 Results

Two MCMC (Section 7.2) samples (T2K-only and reactor-constrained) are generated according to the likelihood in Equation 7.1 which at this point is fully defined. The validation and full description of this analysis is given in [224].

A best-fit for the event rates can be inferred (similarly to Equation 8.8 in the Atm-$\nu$ analysis) by marginalizing over all the parameters in each bin. This is shown in Figures 9.6 and 9.7 for the ND280 samples and in Figure 9.8 for the SK samples in the T2K-only analysis.
Figure 9.6: The ND280 CC0π (left), CC1π (middle) and CC Other (right) event rates projected onto $p_{\mu}$ for data, prefit MC and best-fits.

Figure 9.7: The ND280 CC0π (left), CC1π (middle) and CC Other (right) event rates projected onto $\cos\theta$ for data, prefit MC and best-fits.
Figure 9.8: The SK $\nu_\mu$ (left) and $\nu_e$ (right) candidate samples for data, prefit MC and best-fits. The total integrated numbers of events are shown in () brackets. The “no oscillation case” is marginalized over the posterior assuming $\theta_{12} = \theta_{13} = \theta_{23} = 0$. The ratio is the best-fit over the no oscillation spectrum. The bottom left panel can be compared to Figure 2.4.
A best-fit in the 4D oscillation parameter space \((\sin^2 \theta_{13}, \sin^2 \theta_{23}, \Delta m^2_{32}, \delta_{CP})\) is determined by slicing the posterior in \(\delta_{CP}\), smoothing each resulting 3D posterior [229], then finding the mode (most probable value) using MINUIT [206]. A credible region (CR) of, say, \(X\%\) in some 2D parameter space, marginalized over all the other parameters, is defined as the region that contains \(X\%\) of the probability (number of MCMC steps) relative to the maximum\(^4\). The best-fit and the 68\% and 90\% CRs are shown for various parameter spaces in Figure 9.9 comparing the T2K-only analysis and the reactor constrained analysis.

A goodness-of-fit is difficult to define in a Bayesian framework, which typically compares different models given the data. However, the probability to obtain the observed data given the posterior \((p\text{-value})\) can be evaluated as in [230]. The p-values when considering each data sample alone and jointly are shown in Table 9.5.

<table>
<thead>
<tr>
<th></th>
<th>ND280 only</th>
<th>SK (\nu_e) only</th>
<th>SK (\nu_\mu) only</th>
<th>All Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>T2K-only</td>
<td>0.044</td>
<td>0.32</td>
<td>0.35</td>
<td>0.036</td>
</tr>
<tr>
<td>with reactor</td>
<td>0.042</td>
<td>0.44</td>
<td>0.34</td>
<td>0.040</td>
</tr>
</tbody>
</table>

Table 9.5: The goodness-of-fit (p-values) as reported in [224] for each sample independently and jointly, with and without the reactor constraint.

A comparison of the T2K credible region contours with the SK [231] atmospheric and MINOS [66] confidence level contours in the \(\Delta m^2_{32}\)-\(\sin^2 \theta_{23}\) space is shown in Figure 9.10. T2K measures \(\sin^2 \theta_{23}\) with world-leading precision and is competitive in \(\Delta m^2_{32}\).

A credible interval (CI) for one parameter is defined similarly to a CR except integrating in 1D. This is shown for \(\delta_{CP}\) with the reactor constraint in Figure 9.11. The

\[ X = \int \int D \mathcal{L}_M(x, y|\mathbf{M}) dx dy, \]  

where \(\mathcal{L}_M\) is defined in Equation [7.6] and is normalized to unity. In practice, \(D\) is determined by integrating bins of decreasing magnitude from the maximum bin until \(X\%\) of the distribution is obtained.

\(^4\) More formally, the \(X\%\) CR is the domain \(D\) of 2 parameters \((x, y)\) such that

\[ X = \int \int D \mathcal{L}_M(x, y|\mathbf{M}) dx dy, \]  

where \(\mathcal{L}_M\) is defined in Equation [7.6] and is normalized to unity. In practice, \(D\) is determined by integrating bins of decreasing magnitude from the maximum bin until \(X\%\) of the distribution is obtained.
Figure 9.9: The 68% and 90% credible regions in the $\sin^2 \theta_{13} - \sin^2 \theta_{23}$ (top left), $\Delta m^2_{32} - \sin^2 \theta_{23}$ (bottom left), T2K-only $\delta_{CP} - \sin^2 \theta_{13}$ (top right) and reactor-constrained $\delta_{CP} - \sin^2 \theta_{13}$ (bottom right) spaces. The best-fit in the T2K-only $\sin^2 \theta_{13} - \sin^2 \theta_{23}$ and $\Delta m^2_{32} - \sin^2 \theta_{23}$ spaces assumes $\delta_{CP} = 0$. 
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Normal Hierarchy
Inverted Hierarchy
T2K Best Fit
MINOS Best Fit
SK Zenith Best Fit
MINOS 68% CL
MINOS 90% CL
SK Zenith 68% CL
SK Zenith 90% CL
T2K 90% Credible Region
T2K 68% Credible Region

Figure 9.10: The T2K Bayesian credible region contours for $\Delta m_{32}^2$-$\sin^2 \theta_{23}$ (fitted $\theta_{13}$ [227]) assuming normal hierarchy $P(\text{NH}) = 1$ (top) and inverted hierarchy $P(\text{IH}) = 1$ (bottom), compared to the frequentist confidence level contours from the SK atmospheric [231] (fixed $\theta_{13}$ [72]) and MINOS [66] (fitted $\theta_{13}$ [227]) analyses.

A combination of T2K and reactor data suggests $\delta_{CP} \approx -\pi/2$ with CIs given by the shaded regions. The 90% CI for $\delta_{CP}$ is $[-1.13, 0.43]\pi$. Similarly, the 68% CIs, except expressed as a 1$\sigma$ Gaussian error, for the other oscillation parameters are given in Table 9.6.

| Pref. MH | $|\Delta m_{32}^2|$ [$\times 10^{-3}$ eV$^2$] | $\sin^2 \theta_{23}$ | $\sin^2 \theta_{13}$ | $\delta_{CP}$ |
|----------|---------------------------------|-----------------|-----------------|-------|
| T2K-only | NH | 2.57 $\pm$ 0.11 | 0.520$^{+0.045}_{-0.050}$ | 0.0454$^{+0.011}_{-0.014}$ | 0 (fixed) |
| with reactor | NH | 2.51 $\pm$ 0.11 | 0.528$^{+0.055}_{-0.038}$ | 0.0250$\pm$0.0026 | -1.601 |

Table 9.6: Best-fit and 68% credible intervals for the oscillation parameters extracted from the 1D marginal posteriors. The probabilities of the preferred MH are shown in Table 9.7.

To extract information about the MH and the $\theta_{23}$ octant, Figure 9.12 shows the posteriors as a function of $\delta_{CP}$ without marginalizing over these discrete parameters. Correspondingly, marginalizing over $\delta_{CP}$ yields the probability for each MH and octant configuration shown in Table 9.7. The comparison of Figure 9.12 for T2K and Figure 2.3
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Figure 9.11: The $\delta_{cp}$ posterior and the 68% and 90% credible intervals, marginalized over all the other parameters with the reactor constraint. The 90% CI is $[-1.11, 0.38] \pi$.

for MINOS [66] shows some tension in the ordering of the preferred MHs and octants. Though the results are not sufficiently significant to make a strong claim, this analysis demonstrates how T2K, with increasing statistics, and combined with other ongoing experiments such as NO$\nu$A [63], can lift the degeneracies in the oscillation parameter space.

Figure 9.12: The $\delta_{cp}$ posteriors assuming the prior probabilities $P(NH) = P(IH) = 0.5$ and $P(\sin^2 \theta_{23} < 0.5) = P(\sin^2 \theta_{23} > 0.5) = 0.5$, without marginalization over the MH nor the $\theta_{23}$ octant. All other parameters are marginalized with the reactor constraint. The 68% and 90% allowed regions correspond to the portions of the posteriors above the horizontal lines. See for comparison the MINOS results in Figure 2.3.
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<table>
<thead>
<tr>
<th></th>
<th>T2K-Only</th>
<th></th>
<th>Reactor-Constrained</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NH</td>
<td>IH</td>
<td>Sum</td>
<td>NH</td>
</tr>
<tr>
<td>$\sin^2 \theta_{23} \leq 0.5$</td>
<td>0.165</td>
<td>0.200</td>
<td>0.365</td>
<td>0.179</td>
</tr>
<tr>
<td>$\sin^2 \theta_{23} &gt; 0.5$</td>
<td>0.288</td>
<td>0.347</td>
<td>0.635</td>
<td>0.505</td>
</tr>
<tr>
<td><strong>Sum</strong></td>
<td>0.453</td>
<td>0.547</td>
<td></td>
<td><strong>Sum</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.684</td>
</tr>
</tbody>
</table>

Table 9.7: The posterior probability for each MH and $\theta_{23}$ octant combination, assuming prior probabilities $P(\text{NH}) = P(\text{IH}) = 0.5$ and $P(\sin^2 \theta_{23} < 0.5) = P(\sin^2 \theta_{23} > 0.5) = 0.5$. All other parameters are marginalized without (left) and with (right) the reactor constraint.
Chapter 10

Conclusions and Outlook

The T2K experiment has produced world-leading results with the discovery of $\nu_e$ appearance from a $\nu_\mu$ beam and the precision measurement of the $\theta_{23}$ neutrino mixing angle with $\nu_\mu$ disappearance. A new joint analysis combining the ND280 and SK $\nu_e$ and $\nu_\mu$ samples using a Markov Chain Monte Carlo was presented. This properly takes into account correlations between the oscillation parameters allowing for the elucidation of the full 3-flavour oscillation framework. The results are shown in Table 10.1 for the T2K data alone and with the reactor data constraint on $\theta_{13}$. Sensitivity to the mass hierarchy, $\theta_{23}$ and $\delta_{CP}$ is currently limited by statistical uncertainty, with about 8% of the expected total POT.

|         | Pref. MH | $|\Delta m_{32}^2| \times 10^{-3}$ eV$^2$ | $\sin^2 \theta_{23}$ | $\sin^2 \theta_{13}$ | $\delta_{CP}$ |
|---------|----------|---------------------------------|----------------|----------------|--------------|
| T2K-only| IH       | 2.57 ± 0.11                     | 0.520$^{+0.045}_{-0.050}$ | 0.0454$^{+0.011}_{-0.014}$ | 0 (fixed)    |
| with reactor | NH | 2.51 ± 0.11                     | 0.528$^{+0.055}_{-0.038}$ | 0.0250±0.0026 | -1.601       |

Table 10.1: Best fit and 68% credible intervals for the oscillation parameters assuming uniform priors. The results are from a joint MCMC analysis of the T2K Run1-4 $\nu_e$ and $\nu_\mu$ samples. The reactor constrained result assumes a Gaussian prior on $\theta_{13}$ given by the reactor data [227]. The 90% CI for $\delta_{CP}$ is $[-1.13, 0.43]\pi$ with the reactor constraint.

As the data collected by T2K increases, the understanding and constraint of sys-
Systematic errors will become increasingly important. Figures 10.1 to 10.3 show the future sensitivities for the various oscillation parameters with the total expected POT of $7.8 \times 10^{21} \ (3.6 \times 10^{21})$ for T2K (NOνA [63]), 1:1 $\nu : \bar{\nu}$ running, assuming true parameters $\Delta m^2_{32} = 2.4 \times 10^{-3} \ eV^2$, $\sin^2 2\theta_{13} = 0.1 \pm 0.005$ [65] and NH. T2K alone has sensitivity to the $\theta_{23}$ octant and to $\sin \delta_{CP} \neq 0$. Sensitivity to the MH and $\sin \delta_{CP} \neq 0$ improves with the combination of NOνA.

This thesis discussed several developments for the reductions of background and systematic errors in the T2K analyses:

- A novel optical transition radiation proton beam monitor was designed and commissioned in a high radiation environment near the T2K target. It has successfully monitored the beam stability and determined the beam position and direction (combined with upstream monitor results) with the required precision.

- Neutrino interaction modelling is a significant source of systematic error. A software framework was developed to propagate systematics in the neutrino interaction model to the ND280 and SK analyses. This framework was used in a program of fits to external neutrino interaction measurements to provide a prior constraint on
the relevant SK signal and background interaction processes. The framework can be easily extended to include new interaction models and parameters, as the ND280 and SK analyses become more sophisticated.

- Pion production contributes to a significant portion of the backgrounds in CCQE-like samples at ND280 and SK, where the pion may be mis-reconstructed as a lepton in a NC process or lost to absorption in a CC process. Furthermore, the kinematics of an event are modified by the scattering of pions, which will become more important as the ND280 and SK analyses mature and incorporate pion kinematics. The NEUT simulation pion interaction model was improved and tuned. A novel algorithm for constraining the model parameters and propagating the systematics was developed. The model was implemented in a detector simulation (SK) for the first time allowing a unified treatment of pion interactions within the neutrino target nucleus and interactions after the pion has escaped.

- A new water Čerenkov detector reconstruction algorithm was developed. Superior performance relative to the previous SK algorithm has been demonstrated in
Figure 10.3: $\Delta \chi^2$ vs $\delta_{CP}$ (top) and 90% C.L. sensitivity regions (bottom) for mass hierarchy (left) and $\sin \delta_{CP} \neq 0$ (right) for the full T2K and NOvA data set. The true parameters are defined in the text. The test parameters for each case are as follows: (a) The test MH is constrained to the opposite MH, while $\delta_{CP}$, $\Delta m^2_{32}$ and $\sin^2 \theta_{23}$ are unconstrained. (b) The test MH, $\Delta m^2_{32}$ and $\sin^2 \theta_{23}$ are unconstrained. The $\Delta \chi^2$ is minimized with respect to test values of $\delta_{CP} = [0, \pi]$. (c) The test MH, $\theta_{23}$ octant and $\delta_{CP}$ are unconstrained. (d) The test MH and $\theta_{23}$ are unconstrained. Points within the grey regions are where the MH (left) and $\sin \delta_{CP} \neq 0$ (right) can be determined to 90% CL. In all cases, a simple 5% (10%) normalization systematic is assumed for signal (background) [233].
many aspects. In particular, it has been implemented in the T2K $\nu_e$ analysis for $\pi^0$ rejection, where it decreases the reducible background by $\sim 60\%$. Future applications include charged pion reconstruction, searches for proton decay and the next generation experiment, Hyper-Kamiokande [234].

- The new reconstruction has been applied to SK control samples, revealing some detector model deficiencies, which will lead to the overall improvement of the understanding of the detector. The detector systematic errors have been evaluated based on the control samples. In particular, an analysis of the atmospheric neutrino data was developed to determine the systematic error in both the T2K $\nu_e$ and $\nu_{\mu}$ samples simultaneously, necessary for the joint oscillation analysis. In anticipation of a future analysis combining atmospheric neutrino and T2K data, this analysis used the same MCMC framework as was used for the T2K oscillation results here.

All of these systematic error frameworks were developed with the goal of properly accounting for correlations across detectors and sub-samples. This serves as the foundation for including additional samples from the T2K beam in ND280 and SK, and from atmospheric neutrinos in SK, in a joint oscillation analysis. The MCMC framework facilitates increasing numbers of samples and model parameters as well as the combination with external experiments. With these analysis upgrades and future data collection, T2K will make a strong contribution to the measurement of $\delta_{CP}$, and with the combination of atmospheric neutrino data and other long-baseline experiments, precisely determine the 3-flavour neutrino oscillation parameters.
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Appendix A

The NEUT Pion Interaction Model

A.1 Pion Scattering Data

Data from publications of pion-nuclei scattering data were used for comparison to the
NEUT pion FSI model described in Section 6.2.1. Table A.1 summarizes the data used
from various experiments including different targets, beam polarities and measured in-
teraction channels. The data are shown in Figures 6.6 to 6.9 and Figures A.1 to A.5.

An important correction was made to the Ashery absorption and charge exchange
data [235] that was not included in similar studies for past neutrino experiments. Ashery
et al re-measured the charge exchange cross section [236] and obtained a larger value than
the previous measurement. For this analysis, the original data is corrected by scaling up
the charge exchange data and scaling down the absorption data accordingly (since the
absorption measurements come from \( \sigma_{abs} = \sigma_{abs + scx} - \sigma_{scx} \)).

A.1.1 Double Charge Exchange

Double charge exchange, \( \pi^\pm \to \pi^\mp \), is an interesting check of the cascade model since it
arises from multiple microscopic SCX interactions, for example \( \pi^+ n \to \pi^0 p \), then \( \pi^0 n \to \pi^- p \) (reversing the arrow for incoming \( \pi^- \)). Thus, observed cross section is sensitive
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Figure A.1: The tuned model compared to $\pi^+$ (right) and $\pi^-$ (right) reactive data with various nuclei on one interaction channel plot. Note some curves have been scaled to facilitate viewing.

to the $p/n$ ratio of the nucleus. The NEUT cascade model qualitatively reproduces the data [237, 238] as shown in Figure A.5, especially the decreased cross section for $\pi^-$ DCX in lead due to the excess of neutrons. The discrepancy is likely related to the discrepancy in the absorption channel.

A.1.2 Differential Cross Section

The differential cross section for a single pion in the FS is calculated as

$$\frac{d\sigma_k}{d\Omega} = \pi R_N^2 \frac{n_k}{N_T} \frac{1}{2\pi \sin\theta \Delta \theta}$$

(A.1)

where $n_k$ is the number of events falling in angular bin $k$, and $\Delta \theta$ is the bin width.

The scattering kinematics predicted by the FSI model is checked by comparing to measured pion QE scattering differential cross sections in Figure A.6. No significant change in the shape is expected from the model tuning since only the interaction probabilities were modified at low momentum. Agreement is satisfactory for the purposes of the T2K neutrino simulation.
Figure A.2: The tuned model compared to $\pi^+$ (right) and $\pi^-$ (right) QE scattering data with various nuclei on one interaction channel plot. Note some curves have been scaled to facilitate viewing.

Figure A.3: The tuned model compared to $\pi^+$ (right) and $\pi^-$ (right) absorption data with various nuclei on one interaction channel plot. Note some curves have been scaled to facilitate viewing.
Figure A.4: The tuned model compared to $\pi^+$ (right) and $\pi^-$ (right) SCX data with various nuclei on one interaction channel plot. Note some curves have been scaled to facilitate viewing.

Figure A.5: The tuned model compared to $\pi^+$ (right) and $\pi^-$ (right) DCX data.
Figure A.6: Differential cross section data for oxygen $^{16}\text{O}$ (left) and carbon $^{12}\text{C}$ (right) at various incident beam momenta, compared to NEUT predictions (inelastic channel). Solid lines: tuned, dotted lines: default.
<table>
<thead>
<tr>
<th>Reference</th>
<th>Beam</th>
<th>Targets</th>
<th>$P_{lab}$ [MeV/c]</th>
<th>Tot</th>
<th>Reac</th>
<th>Elas</th>
<th>QE</th>
<th>Abs</th>
<th>SCX</th>
<th>DCX</th>
<th>HP</th>
</tr>
</thead>
<tbody>
<tr>
<td>R. A. Giannelli</td>
<td>$\pi^+$</td>
<td>C, Al, Ni, Pb</td>
<td>59-236</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K. Nakai</td>
<td>$\pi^\pm$</td>
<td>Al, Ti, Cu, Sn, Au</td>
<td>83-395</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A. Saunders</td>
<td>$\pi^\pm$</td>
<td>H, Li, C, Al, Si, S, Ca</td>
<td>116-149</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I. Navon</td>
<td>$\pi^\pm$</td>
<td>Li, C, Fe, Nb, Bi</td>
<td>128</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T. J. Bowles</td>
<td>$\pi^\pm$</td>
<td>Be, C, O, Ni, Pb</td>
<td>128-194</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A. S. Carroll</td>
<td>$\pi^+$</td>
<td>Li, C, Al, Fe, Sn, Pb</td>
<td>149-437</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F. Binon</td>
<td>$\pi^-$</td>
<td>C</td>
<td>155-395</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D. Ashery</td>
<td>$\pi^\pm$</td>
<td>Li, C, O, Al, Fe, Nb, Bi</td>
<td>175-432</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A. S. Clough</td>
<td>$\pi^\pm$</td>
<td>Li, Be, C</td>
<td>179-983</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S. M. Levenson</td>
<td>$\pi^+$</td>
<td>He, C, Ni, Pb</td>
<td>194-416</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C. H. Q. Ingram</td>
<td>$\pi^+$</td>
<td>O</td>
<td>211-353</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>D. Rowntree</td>
<td>$\pi^+$</td>
<td>N, Ar</td>
<td>216-352</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S. A. Wood</td>
<td>$\pi^\pm$</td>
<td>O, Ca, Rh, Pb</td>
<td>219-385</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R. H. Miller</td>
<td>$\pi^-$</td>
<td>C, Pb</td>
<td>253</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M. K. Jones</td>
<td>$\pi^+$</td>
<td>C, Ni, Zr, Sn, Pb</td>
<td>363-624</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C. J. Gelderloos</td>
<td>$\pi^-$</td>
<td>Li, C, Al, S, Ca, Cu, Zr, Sn, Pb</td>
<td>531-615</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M. Crozon</td>
<td>$\pi^-$</td>
<td>Be, C, Al, Cu</td>
<td>608-1388</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T. Takahashi</td>
<td>$\pi^-$</td>
<td>C</td>
<td>610-895</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B. W. Allardyce</td>
<td>$\pi^\pm$</td>
<td>C, Al, Ca, Ni, Sn, Ho, Pb</td>
<td>710-2000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>J. W. Cronin</td>
<td>$\pi^-$</td>
<td>C, Al, Ca, Cu, Sn, Pb</td>
<td>726-1332</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Y. Fujii</td>
<td>$\pi^-$</td>
<td>H, Li, C, Ca, Zr, Pb</td>
<td>950</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K. Aoki</td>
<td>$\pi^\pm$</td>
<td>C</td>
<td>995</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N. Grion</td>
<td>$\pi^+$</td>
<td>O</td>
<td>395</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A. Rahav</td>
<td>$\pi^-$</td>
<td>C</td>
<td>408</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table A.1: Summary of pion-nuclei scattering data, including beam polarity, nuclear target types, momentum range and interaction types measured.
A.2 Pion Photoproduction

A simple pion photoproduction simulation was developed as follows. For a given incoming photon energy, a random position is selected in the nucleus based on the density distribution as in Figure 6.2. Fermi motion and binding energy (27 MeV) of the target nucleon is considered when calculating the effective photon energy. The outgoing pion charge and direction is randomly selected based on differential cross sections calculated from the SAID fit of free nucleon photoproduction data [256], as shown in Figure A.7. The pion energy and outgoing nucleon momentum, $p_N$, are then determined by 2-body kinematics. Pauli blocking is applied by requiring that $p_N \geq 225$ MeV/c. The pion is then propagated through the FSI cascade. Finally, for absolute normalization, the event is weighted by the total cross section of the four channels considered in Figure A.8.

A.2.1 Cross Section Measurements

The simulation is compared to the total cross section [194, 257] and double differential cross section [194] measurements of $\pi^+$ production in Figures A.9 to A.11. The discrepancies may be due to additional physics with the photon interaction or threshold effects that are not being considered in the simulation, which becomes apparent toward lower $E_\gamma$ in Figure A.10. The general (order of magnitude) agreement is taken as sufficient to validate the model for use in the neutrino interaction simulation at the current level of T2K statistics. As FSI systematics become more dominant and ND280/SK analyses mature with more pion samples, this should be reconsidered. The model tuning does not significantly affect the total cross section at low energy ($< 400$ MeV).
Figure A.7: Differential cross sections for $\pi$ photoproduction at $E_\gamma = 370$ MeV. The top panel shows world data and the SAID fit taken from [190]. The bottom panel shows the comparison of the SAID fits of each channel.

Figure A.8: Total cross sections for the four free nucleon $\pi$ photoproduction channels considered in the photoproduction simulation, calculated from the SAID fits [190].
Figure A.9: Default (black) and tuned (red) NEUT predictions for the total cross section of $\pi^+$ photoproduction from carbon, as a function of incoming photon energy. Data points are from [257] and [194].
Figure A.10: Default (black) and tuned (red) NEUT predictions for $\pi^+$ photoproduction from carbon: $\frac{d^2\sigma}{d\Omega dp}$ in units of $\mu b/\text{MeV}^2$ (vertical axis) as a function of pion momentum in units of MeV/$c$ (horizontal axis). Columns from left to right are in increasing $E_\gamma = \{210, 229, 248, 267, 286\}$ MeV, and rows from top to bottom are in increasing $\theta_{\gamma\pi^+} = \{48, 72, 108\}^\circ$. Data points are from [194].
Figure A.11: Default (black) and tuned (red) NEUT predictions for $\pi^+$ photoproduction from carbon; $\frac{d^2\sigma}{d\Omega dp}$ in units of $\mu b sr$ (vertical axis) as a function of pion momentum in units of MeV/c (horizontal axis). Columns from left to right are in increasing $E_\gamma = \{305, 324, 343, 362, 381\}$ MeV, and rows from top to bottom are in increasing $\theta_{\gamma\pi^+} = \{48, 72, 108\}$°. Data points are from [194].
A.3  Reweighting

The generation of detector MC and event reconstruction is a compute-intensive task, so reweighting schemes were developed to propagate variations in pion interaction model parameters. The algorithm for the microscopic cascade reweighting is described in Section A.3.1 and for macroscopic cross section reweighting in Section A.3.2. Both schemes are validated by comparing reweighted samples and regenerated MC with multiple sets of parameter variations.

A.3.1 Microscopic Cascade

For events where the pion is produced within the nucleus, for example in neutrino nucleus scattering, the interaction probabilities must be varied at the microscopic level. Recall that the FSI probabilities, $P$, are position (density) and energy dependent, as described in Sections 6.1.1 and 6.1.2, and shown in Figure 6.3. Hence, in the NEUT MC the following information is stored:

- Pion starting position and exit position (if not absorbed).
- Position of each FSI vertex.
- Interaction mechanism at each vertex.
- Pion type and direction between each vertex.
- Pion absolute momentum in the lab and target nucleon rest frame.
- Nucleus type.

With this information, the same cascade can be rerun using the exact trajectory but with modified interaction probabilities to obtain a weight for the event. An example trajectory

\[\text{At high energies, the interaction probabilities also depend on the target nucleon type. However, storing this information at every step of the cascade is not practical. Hence, the weighted (by p/n ratio) average probability for each step is used.}\]
is shown in Figure A.12. The survival probability in a given step of the cascade is

\[
P_{\text{surv}}(\mathbf{r}, h, p) = 1 - \sum_i P_i(\mathbf{r}, h, p),
\]  

(A.2)

where \( \mathbf{r} \) is the current position within the nucleus, \( h \) is the hadron (pion) type, \( p \) is the momentum and \( i \) denotes the various interaction mechanisms (absorption, QE scattering, SCX, hadron production). Then the probability for this event (or this given trajectory) is

\[
P_{\text{evt}} = \prod_{\text{all steps}} P_{\text{step}},
\]  

(A.3)

where \( P_{\text{step}} = P_{\text{surv}} \) or \( P_i \) depending on what occurred in the given step. Note the functional dependence of \( P \) is suppressed for clarity.
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We then define a set of energy and position (density) independent scaling parameters, $f_i$, which scales the probability of each interaction, $P_i$. Then the modified probability of interaction for a given step is $P'_i = f_i P_i$ and Equations A.2 and A.3 are recalculated using $P'_i$. The weight for the event given a set of modified scaling parameters is then

$$w_{evt}(f) = \frac{P'_{evt}(f)}{P_{evt}}.$$  \hspace{1cm} (A.4)

A.3.2 Macroscopic Cross Section

Reweighting at the macroscopic level, for example in pion scattering in SKDETSIM, is simple if the variations in the interaction cross sections $\sigma_i$ are known. The reweighting scheme assigns a weight, $w_k$, to each event, given by

$$w_k = \prod_i \frac{\sigma_{i,k}(p)}{\sigma_{i,\text{default}}(p)},$$

where $\sigma_i$ is the cross section for a given interaction vertex $i$, $p$ is the incident pion momentum at the interaction vertex, and $k$ enumerates the parameter sets in Table 6.2. The $\sigma_{i,k}$ are calculated from the NEUT pion scattering simulation and microscopic reweighting scheme resulting in cross sections as shown in Figure 6.11. The elastic (coherent) scattering cross section is the difference between the total cross section (fixed) and the reactive cross section (variable). Note that an event may have multiple interaction vertices from one or more pions, and the total weight is the product over all vertices.

A.4 SKDETSIM Pion Interaction Models

In principle, the physics describing interactions of pions with the nucleus, regardless whether the pion was produced within the nuclear medium as in a neutrino interaction,

\footnote{The low energy QE scattering mechanism includes SCX. Thus, $f_{QE}$ also scales the SCX probability. To independently tweak the SCX mechanism, $f_{SCX}$ scales the amplitude for SCX which in turn modifies the probability for SCX given a QE scattering (this results in a change in the opposite direction for the probability of same charge scattering).}
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or outside the target nucleus as in pion-nuclei scattering, should be the same. This was the primary motivation for using the NEUT FSI model in SKDETSIM. Upon study of the original custom SKDETSIM pion interaction model, discrepancies were found when comparing to external pion scattering data, which further motivated the change to the heavily-validated NEUT model Section 6.2.1. This section describes the original SKDETSIM pion interaction model, implementation of the NEUT pion cascade model, and comparisons to external pion scattering data.

In GEANT3, the simulation of hadronic interactions happens in a well-defined, step-wise manner. First, the total hadronic interaction cross section, $\sigma_T$, must be provided, which is then used to calculate the mean free path and interaction probability for a given step of a particle in the simulation. If a hadronic interaction occurs, then a model must determine the resulting final state particles and kinematics. In SKDETSIM, due to a significant production of pions in the $< 500 \text{MeV}/c$ range from atmospheric and T2K neutrino interactions, a custom model was implemented for pions only in this momentum region, while GCALOR [138] is used for everything else. The original ~20 year old model, hereafter referred to as SGPI, for pion hadronic interactions is documented (in Japanese) in the appendix of [199]. Some comparisons were made with the K2K 1 kT detector. However, it is unclear how complete the validation was. We attempt to translate the relevant parts here and perform comparisons with other external data. The new model, hereafter referred to as SGNUCEFF, is a combination of the NEUT cascade and features inherited from SGPI. The SK 10a MC for the 2010a T2K oscillation analyses used SGPI, while the SK 11c MC for the 2012a analyses use SGNUCEFF.

The current implementation suffers from the fact that both models are only valid for water, but are currently applied to other materials in the OD simulation. Thus, we expect the rate of secondary interactions in heavier materials, such as rock and steel, to be underestimated. The effect of this should be checked in the future and proper modelling revisited. The NEUT pion scattering simulation has been validated against
heavier nuclei data, so it should be straightforward to extend SGNUCEFF.

**Total Hadronic Interaction Cross Section**

We calculate the total cross section on water as $\sigma_T = \sigma_O + 2\sigma_H$, where $\sigma_O^{\text{SGPI}}$ is given by a parameterization defined in [200] fitted to $\pi$-O total cross section data contained therein. For $\sigma_O^{\text{SGNUCEFF}}$, the fit is re-done with additional data from [201] and [202] (carbon data scaled to oxygen using the A-scaling measured in [235]). The results of the fits are shown in Figure A.13. It is unclear why the original fit implemented with SGPI does not match the data. The parametrization is asymptotic towards zero momentum, which can be seen in the SGPI result. In the current simulation, $\pi^+$ below 10 MeV kinetic energy ($\sim 53.7 \text{ MeV}/c$ momentum) are forced to decay\(^\text{3}\) so the effect of this large increase is not significant. For $\sigma_O^{\text{SGNUCEFF}}$, the fit is performed down to 100 MeV/c and then extrapolated to zero momentum based on a sum of the NEUT interaction channels described in the next subsection.

The total cross section on free hydrogen, $\sigma_H^{\text{SGPI}}$, was obtained from a rough interpolation of data compiled by the PDG [72]. To improve accuracy, $\sigma_H^{\text{SGNUCEFF}}$ was obtained from SAID [188, 189]. A comparison of $\sigma_H^{\text{SGPI}}$ and $\sigma_H^{\text{SGNUCEFF}}$ is shown in Figure A.14 and a comparison of the SAID fit ($\sigma_H^{\text{SGNUCEFF}}$) to the PDG data is shown in Figure 6.4.

**Determination of Secondary Interaction Channel**

If an interaction occurs, then the final state must be determined. SGPI uses a table of branching fractions as a function of momentum for elastic scattering, absorption, quasi-elastic (QE) scattering and single charge exchange (SCX). For the purpose of illustration, these branching fractions (BFs) are multiplied by $\sigma_O^{\text{SGPI}}$ to obtain the interaction cross sections in Figure A.13. It is unclear how exactly these branching fractions were determined. However, they result in fairly good agreement with $\pi^+-^{16}$O data [236] [237]. It

\(^3\)The value of this threshold should be revisited and potentially removed.
Figure A.13: Total cross sections for $\sigma_0$ in grey, and for the other interaction channels in various colours. Solid lines are for the old SGPI model, while dotted lines are for the new SGNUEFF model. As explained in the text, the three low momentum points are from carbon data scaled up to oxygen, to provide additional constraint in the fit.

Figure A.14: Total cross section on free hydrogen, $\sigma_H$, for $\pi^+$ (left) and $\pi^-$ (right), SGPI (black) and SGNUEFF (red).
was mentioned in [199] that the absorption BF was tuned to $^{27}$Al data which can explain the slight overestimation of the cross section relative to the data, since a pion spends more time in a larger nucleus leading to a higher rate of absorption. In the actual simulation, these BFs for interactions on oxygen are assumed for all pion interactions on water (multiplied by $\sigma_{\text{T}}^{\text{SGPI}}$), including free hydrogen. This is not exactly correct since it allows, for example, absorption on free hydrogen which is physically forbidden. Note this is not apparent in Figure [A.13] since the BFs are multiplying $\sigma_{\text{O}}^{\text{SGPI}}$, but the effect will be shown in the next subsection.

In SGNUCEFF, we first determine if the interaction occurs on free hydrogen or the oxygen nucleus using $\sigma_{\text{H}}^{\text{SGNUCEFF}}$ and $\sigma_{\text{O}}^{\text{SGNUCEFF}}$. If the interaction occurs on hydrogen, we use the cross sections in Figure 6.4 to determine the interaction channel. There is currently no custom model for inelastic scattering (particle production) from free hydrogen, thus for $\pi^+$ we ignore the small inelastic cross section below 500 MeV/$c$ and assume the total cross section is QE: $\sigma_{\text{H}}^{\text{SGNUCEFF}} = \sigma_{\text{H,QE}}^{\text{SGNUCEFF}}$. For $\pi^-$, the inelastic channel is simulated as SCX, so the effective SCX cross section is $\sigma_{\text{H,SCX}}^{\text{SGNUCEFF}} + \sigma_{\text{H,inel}}^{\text{SGNUCEFF}}$. SCX is assumed instead of QE as a conservative approximation for SK analyses, since it maximizes the rate of particle changing interactions.

If the interaction occurs on the oxygen nucleus, an elastic or reactive interaction is determined using the elastic cross section, $\sigma_{\text{Elas}}$, and the reactive cross section, $\sigma_{\text{R}}$, which is the sum of the non-elastic interaction cross sections in Figure [A.13]: $\sigma_{\text{R}} = \sum_i \sigma_i$, where $i$ is absorption, QE scattering, SCX or double CX (DCX). Note we have omitted the superscript SGNUCEFF and the subscript O for brevity. The interaction cross sections, $\sigma_i$, are calculated from the NEUT pion-nucleus scattering simulation and analysis described in detail in Section 6.2.1. Above 100 MeV/$c$, $\sigma_{\text{Elas}} = \sigma_{\text{O}} - \sigma_{\text{R}}$. Below 100 MeV/$c$, $\sigma_{\text{Elas}}$ is linearly extrapolated to 0, and the total cross section is $\sigma_{\text{O}} = \sigma_{\text{Elas}} + \sigma_{\text{R}}$. The dip in $\sigma_{\text{Elas}}$ around 150 MeV/$c$ in Figure [A.13] is due to the smooth shape of $\sigma_{\text{O}}$ and the subtraction of $\sigma_{\text{R}}$, which includes an arbitrary extrapolation of the QE (including
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SCX) and absorption microscopic interaction probabilities Section 6.1.1. This should not have a large effect on SK observables, since elastic scattering is typically forward-going. If a reactive type interaction occurs, to determine the final state (the actual interaction channel), the NEUT cascade (NUCEFF) is called starting with the pion at a random incident position on the surface of the nucleus, similar to the pion-nucleus scattering simulation \(^4\).

For external validation of the interaction cross sections (and BFs), the SGPI and SGNUCEFF models were implemented into a GEANT3 thin-target simulation as used in \(^258\). The simulation uses a thin (line) \(\pi^+\) beam incident on a cylindrical volume of water small enough to neglect multiple interactions. Interactions on hydrogen are subtracted using the MC truth information. The final state is categorized similarly as above and in Section 6.2.1. The interaction cross section at a given momentum is then given by

\[
\sigma_i = \frac{N_i}{N_{\text{trig}}l}
\]  

where \(N_i\) is the number of interactions observed in the \(i\)th interaction channel, \(l\) is the length of the cylinder and \(\rho\) is the number density of water (except normalized to atomic number of 16).

The results are shown in Figure A.15 and compared to data. The effect of the issue in SGPI mentioned at the beginning of this section, about using oxygen BFs for all interactions on water, appears in the absorption channel where a large excess is observed. The excess follows the shape of \(\sigma_H\), around the Delta resonance peak, as expected. Note also that there is no DCX channel in SGPI, but it is reasonably modelled by SGNUCEFF.

\(^4\)If the cascade fails to produce an interaction (transmitted pion), then it is re-run until an interaction occurs.
Figure A.15: Interaction cross section, $\sigma$, results of the thin-target pion scattering simulation for SGPI (black) and SGNUCEFF (red) compared to data \cite{236,238}. The model is applied in the simulation below 500 MeV/c.
Figure A.16: Differential cross section for 250 MeV/c $\pi^+\text{-}p$ calculated by SAID PWA, compared to their compilation of data.

**Determination of Final State Particles and Kinematics**

Once the interaction channel has been selected in SGPI, the kinematics of the final state must be determined. For elastic scattering, the angle is selected based on the differential cross section:

$$\frac{d\sigma}{d\Omega} \propto e^{105.4t},$$  \hspace{1cm} (A.7)

where $t$ is the momentum transfer squared in GeV$^2/c^4$, and the factor comes from a fit to $\pi^-\text{-}C$ scattering data between 120-280 MeV [199]. After the scattering angle is determined, the outgoing momentum is kinematically fixed, but smeared by a Gaussian of width 10 MeV/c to approximate Fermi motion in the nucleus. In principle, the smearing should not be applicable to scattering from free hydrogen, and it is unclear if it is correct for elastic (coherent) type scattering off a nucleus. In SGNUCEFF, for simplicity we inherit the SGPI formulation of elastic scattering off the oxygen nucleus, since pion-nuclei scattering data suggest elastic scattering is mostly forward-going. For free hydrogen elastic scattering (and $\pi^-\text{-}p$ SCX), we use the SAID PWA [189] (phase shift) implementation in NEUT [259] to determine the scattering angle and outgoing momentum. An example differential cross section calculated from this model is shown in Figure A.16.
The resulting outgoing scattering angle and momentum distributions for SGPI and SGNUCEFF are shown in Figure A.17, where SKDETSIM was run in particle gun mode with $\pi^+$s of momentum 250 MeV/$c$. For elastic scattering, a new low momentum peak appears corresponding to the increase in backward going pions from scattering on free hydrogen.

For QE scattering in SGPI, the angular distribution is given by a Gaussian with a forward peak:

$$
\frac{d\sigma}{d\Omega} \propto e^{\frac{S_C}{2} - \frac{S_A}{2}}, \quad S = 50^\circ \text{ if } p \leq 250 \text{ MeV}/c \\
S = 25^\circ \text{ if } p > 250 \text{ MeV}/c,
$$

(A.8)

where $p$ is the incoming pion momentum in the center of mass frame. This was motivated by $\pi^- - C$ data [199]. However, it is suspected that this data was incomplete. To account for Fermi motion, the outgoing momentum is smeared by a Gaussian of width 50 MeV/$c$.

In SGNUCEFF, QE scattering events arise from NEUT cascades in which the pion...
Figure A.18: QE differential cross section, $\frac{d\sigma_{QE}}{d\Omega}$, results of the thin-target $\pi^+$ scattering simulation with incoming momenta of 213 (left), 268 (middle) and 353 (right) MeV/c, for SGPI (black) and SGNUCEFF (red) compared to data [237]. The results using GCALOR (blue) are included for reference but is not actually used in any current SK MC.

escapes the nucleus after some number of microscopic scatters. Thus, the resulting scattering angle is the combination of all scatters within the nucleus, each of which are determined from a phase shift analysis of $\pi - N$ data (similar to the SAID analysis) with in-medium corrections. Fermi motion is also taken into account at each microscopic scattering vertex with NEUT’s S/P-wave formulation, up to 225 MeV/c. The backwards-going scattering is enhanced and the outgoing momentum distribution is wider compared to SGPI, as seen in Figure A.17.

The models can be tested against external pion QE scattering differential cross section data by using the thin-target simulation described above. Here the differential cross section is given by

$$\frac{d\sigma_{QE}}{d\Omega} = \frac{N_{QE}}{N_{trig} \rho (2\pi \sin \theta d\theta)} \quad (A.9)$$

and the results are shown in Figure A.18 for three different incoming pion momenta. Compared to the data [237], SGPI is too forward peaked, while SGNUCEFF (NEUT) models the outgoing scattering angle well.

For SCX in SGPI, the outgoing angle of the $\pi^0$ is isotropic for $p < 300$ MeV/c, where
\( p \) is the incoming pion momentum in the CM frame, and otherwise determined by

\[
\frac{d\sigma}{d\Omega} \propto \begin{cases} 
\cos \theta_{CM} & 0 < \theta_{CM} \leq \frac{\pi}{2} \\
0 & \frac{\pi}{2} < \theta_{CM} \leq \pi
\end{cases}
\]  

(A.10)

Similar to the QE case, the outgoing momentum is smeared by a Gaussian of width 50 MeV/c. In SNUCEFF, the outgoing \( \pi^0 \) kinematics comes from the NEUT cascade as in QE scattering.

The NEUT cascade allows for DCX, not present in the old SGPI model. This arises from multiple microscopic SCX interactions and thus results in a lower average energy and more isotropic distribution compared to SCX as seen in Figure A.17. Since SK cannot distinguish between oppositely charged pions, the effect of this on observables is similar to QE scattering.

In principle, absorption events should result in nucleons emitted in the final state. There are no such particles modelled in SGPI. A model for this was developed for the FSI simulation and is described in detail in [259], but due to technical difficulties it was not implemented in SNUCEFF. For the T2K oscillation analyses, this is not an issue since most of the emitted protons are below Cherenkov threshold. However, it may be significant for analyses that use neutron tagging, such as in the SK low energy analyses or anti-neutrino analyses, and should be revisited. There are efforts to implement the model into GEANT4 similarly for the ND280 simulation.
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SK Reconstruction Validation

The cosmic ray muon and decay-e samples in this appendix are selected according to Section 8.2 and [216]. The Atm-ν sample, introduced in Section 8.3, have a fully-contained fiducial volume (FCFV) requirement (Section 9.1.2) and a maximum visible energy threshold of 1.33 GeV (sub-GeV region), while higher energy comparisons are shown elsewhere [210].

B.1 Particle Identification

The fiTQun likelihood ratios are checked using the selected muons and decay-e. A proposed cut for separating electrons from muons in a 1-ring sample is a line in ln($\mathcal{L}_e/\mathcal{L}_\mu$) vs $p_e$ space given by [214]

$$\ln(\mathcal{L}_e/\mathcal{L}_\mu) = 0.2 \times p_e[\text{MeV}/c],$$

(B.1)

and shown in Figure B.1.

The 2D distribution can be collapsed into 1D by calculating the distance to this cut line, for example in Figure B.2. A negative (positive) value for the decay-e (muon) corresponds to a mis-PID. The mis-PID rate is < 1% with a data-MC discrepancy of 0.3% which is assigned as a systematic error.
Figure B.1: $\ln(L_e/L_\mu)$ vs $p_e$ (momentum assuming electron hypothesis) for muon (left) and decay-$e$ (right) data events. The cut line for 1R $e/\mu$ separation is shown (Equation B.1).

Figure B.2: Distance from cut line in $\ln(L_e/L_\mu)$ versus $p_e$ space of cosmic muons with momentum from 0–500 MeV/c (left) and decay-$e$ with momentum from 40–45 MeV/c (right).
The cut line defined in Equation B.1 is used to define an $e$-like and $\mu$-like sample in the Atm-$\nu$ data. The distance to the cut line is shown in Figure B.3 after selecting a 1-ring-like sample as prescribed in Section B.2. Good data-MC agreement as well as the separation of true electron and muon events can be seen.

![Figure B.3: Distance from the PID cut line (Equation B.1) for FCFV 1-ring sub-GeV events. Negative values are selected as $e$-like while positive values are selected as $\mu$-like. A minimum threshold on the momentum of $e$-like events ($p_e > 100$ MeV/c) is applied. The integrated number of events shown corresponds to the FCFV sample.](image)

### B.2 Multi-Track Fitter

The idea of a multi-track fitter is introduced in Section 8.1.2 but only discussed for the $\pi^0$ fitter. A more generic multi-track fitter considers all combinations of particle hypotheses across each track, for example $(e, e)$, $(e, \pi^+)$, $(\pi^+, e)$, $(\pi^+, \pi^+)$ for a 2-track fit. The $\pi^+$ hypothesis includes an additional parameter $E_{\text{loss}}$ describing the energy loss prior to the end-point of the track to account for hadronic interactions. For the cosmic ray muon and Atm-$\nu$ analyses in Sections 8.2 and 8.3 the $n$-ring likelihood $\mathcal{L}_n$ is defined to be the

\[ \mathcal{L}_n = \sum_{i=1}^n \left( \frac{1}{\sqrt{2\pi \sigma^2}} e^{-\frac{(x_i - \mu)^2}{2\sigma^2}} \right) \]

Since the $\pi^+$ hypothesis approximately approaches the muon hypothesis as $E_{\text{loss}}$ approaches its maximum, it can be used instead to reduce the computational time.
Figure B.4: \( \ln(L_{2R}/L_{1R}) \) vs \( p_e \) (momentum assuming electron hypothesis) for data events in the entire momentum region (left) and zoomed (right). The z scale is logarithmic. The grey cut line for selecting single-ring \( \mu \)-like events in Section 8.3 is: \( \ln(L_{2R}/L_{1R}) = \frac{1}{60}(p_e[\text{MeV/c}])^2 + 150 \).

A stopping cosmic muon should produce a single ring most of the time. Hence, the ring counting likelihood can also be checked with the sample defined in Section 8.2. Figure B.4 shows \( \ln(L_{2R}/L_{1R}) \) versus \( p_e \) (momentum assuming electron hypothesis), where \( L_{2R} \) is the best 2-ring likelihood between the four \( (e, \pi^+) \) hypothesis combinations, and \( L_{1R} \) is the best likelihood chosen by the \( e/\mu \) separation cut line. The features in this figure are described elsewhere [216]. For the Atm-\( \nu \) analysis Section 8.3, it is sufficient to define the following PID-dependent, ring-counting cut selecting 1-ring-like events:

\[
\begin{align*}
\ln(L_{2R}/L_{1R}) < 150 + \frac{1}{60}(p_e[\text{MeV/c}])^2, \quad &\text{for } \ln(L_{e}/L_{\mu}) < 0.2 \times p_e[\text{MeV/c}] \quad (\mu\text{-like}) \\
\ln(L_{2R}/L_{1R}) < 150, \quad &\text{for } \ln(L_{e}/L_{\mu}) > 0.2 \times p_e[\text{MeV/c}] \quad (e\text{-like}).
\end{align*}
\]

The cut line defined in Equation B.2 is used to define a 1-ring-like and multi-ring-like sample in the Atm-\( \nu \) data. The distance to the cut line is shown in Figure B.5 after the PID selection as prescribed in Section B.1. Good data-MC agreement as well as the separation of true single-ring and multi-ring events can be seen.
Figure B.5: Ring counting cut parameter (distance from the cut lines defined in Equation B.2) for e-like (top) and µ-like (bottom) sub-GeV FCFV events. Negative values are selected as single-ring. True neutrino interaction modes are stacked on the left (linear vertical scale) and unstacked on the right (logarithmic vertical scale).
B.3 Atm-$\nu$ Vertex Distributions

The reconstructed vertex positions separated into 1-ring, e-like and $\mu$-like sub-GeV samples are shown in Figure B.6. Good data-MC agreement can be seen.

![Figure B.6: Vertex distance ($D_{\text{wall}}$) from ID wall for 1R sub-GeV $e$-like (left) and $\mu$-like (right) events. A minimum threshold on the momentum of e-like events ($p_e > 100$ MeV/c) is applied. Negative values correspond to vertices reconstructed outside the tank. The filled histogram is MC true out of fiducial volume events ($D_{\text{wall,true}} < 200$ cm).](image)

B.4 NC $\pi^0$ Selection

This section describes a preliminary NC $\pi^0$ selection using $\text{fiTQun}$ and provides additional validation of basic variables and reconstruction of the $\pi^0$ invariant mass peak. The top panel of the figures in this section show the cut variable, the bottom panel shows the 2-ring invariant mass ("$\pi^0$ mass" from the $\text{fiTQun}$ $\pi^0$ fit) distribution following the given and all previous cuts including vertical lines marking the 85-185 MeV/c$^2$ range, and the left and right panels show linear and logarithmic vertical scales. The filled histogram (defined as signal) is true MC events with at least one $\pi^0$ produced in the neutrino interaction or through reinteractions in the water, and no other particles 10 MeV/c above Cerenkov
threshold. The selection is as follows:

1. FC events (number of OD hits $nhitac < 16$ and $E_{vis} > 30$ MeV)

2. Reconstructed vertex is in the FV ($wall_{\pi^0} > 200$ cm), as shown in Figure B.7

   • Since this series of selections is designed to eventually select a sample of $\pi^0$, the $\pi^0$ hypothesis is assumed for the most accurate vertex reconstruction. Of course this may not be accurate for other (e.g. 1-ring) events, but later cuts should remove such events.

Figure B.7: Top: Vertex distance from ID wall, assuming the $\pi^0$ hypothesis after previous cuts. No minimum threshold on the momentum of $e$-like events is applied, resulting in the data excess near the wall (but outside the FV) from accidental cosmic muon decay-$e$. Bottom: cut $[wall_{\pi^0} > 200$ cm] and previous cuts are applied to produce the invariant mass distribution.
3. No decay-\(e\), as shown in Figure B.8

- Events with no decay-\(e\) are selected to increase the purity of NC interactions by rejecting events with particles below Čerenkov threshold (muons, pions) and low energy particles that may bias the reconstruction of the \(\pi^0\).

![Graphs showing number of decay-\(e\) and mass distribution](image)

Figure B.8: Top: Number of decay-\(e\) (fitTQun sub-events - 1) as detected by fitTQun after previous cuts. Bottom: cut \(\pi^0\) mass (MeV/c\(^2\)) after applying cut 3 (no decay-\(e\)) and previous cuts to produce the invariant mass distribution.
4. Multiring-like ($\ln(\mathcal{L}_{2R}/\mathcal{L}_{1R}) > 80$), as shown in Figure B.9.

- This cut removes most of the 1 ring-like events that appear at low invariant mass. It was roughly designed using MC by plotting $\ln(\mathcal{L}_{2R}/\mathcal{L}_{1R})$ versus the 1-ring momentum (note here $\mathcal{L}_{1R}$ is the maximum likelihood of the electron and $\pi^+$ hypotheses, different from the previous section), separated into two samples: 1 true particle and $> 1$ true particles. It was observed that this cut ($\ln(\mathcal{L}_{2R}/\mathcal{L}_{1R}) > 80$), independent of momentum, effectively separates the two samples. This cut design was an attempt at a more generic ring-counting cut, but again, depending on the analysis it can be optimized further.

Figure B.9: Top: $\ln(\mathcal{L}_{2R}/\mathcal{L}_{1R})$ distribution after previous cuts. Bottom: cut 4 ($\ln(\mathcal{L}_{2R}/\mathcal{L}_{1R}) > 80$) and previous cuts are applied to produce the invariant mass distribution.
5. Less than 3 ring-like, as shown in Figure B.10 \((\ln(\mathcal{L}_{3R}/\mathcal{L}_{2R}) < 70)\)

- This cut was roughly designed similarly to Cut 4 except by separating the MC into \(\leq 2\) true particles and \(> 2\) true particles. It removes most of the high invariant mass events.

Figure B.10: Top: After previous cuts, the \(\ln(\mathcal{L}_{3R}/\mathcal{L}_{2R})\) distribution, where \(\mathcal{L}_{3R}\) is the maximum (best) 3-ring likelihood between the six (e, \(\pi^+\)) combinations. Bottom: cut 3 \((\ln(\mathcal{L}_{3R}/\mathcal{L}_{2R}) < 70)\) and previous cuts are applied to produce the invariant mass distribution.
6. Both rings are $e$-like, as shown in Figure B.11.

- The PID of the two rings in the 2-ring hypothesis with the best likelihood ($\mathcal{L}_{2R}$) must both be $e$-like. This reduces the backgrounds across all invariant mass, especially again in the low invariant mass region.

Figure B.11: Top: PID combination of the 2-ring hypothesis (0: Both $e$-like, 1: first ring is $e$-like, 2nd ring is $\pi^+$-like, 2: first ring is $\pi^+$-like, 2nd ring is $e$-like, 3: both $\pi^+$-like). Cut 6: Both rings are $e$-like and previous cuts are applied to produce the invariant mass distribution (bottom).
7. More $\pi^0$-like than $e$-like ($\ln(L_{\pi^0}/L_e) > 160$), as shown in Figure B.10.

- The likelihood from the $\pi^0$ hypothesis is compared to that from the $e$-like hypothesis to further reduce backgrounds, especially in the low invariant mass region.

Figure B.12: Top: $\ln(L_{\pi^0}/L_e)$ distribution. Bottom: cut 7 ($\ln(L_{\pi^0}/L_e) > 160$) and previous cuts are applied to produce the invariant mass distribution, which is then used for cut 8 ($85 < M_{\pi^0} < 185$ MeV/c$^2$).

8. Invariant mass near expected $\pi^0$ mass ($85 < M_{\pi^0} < 185$ MeV/c$^2$)

After all cuts, the number of events are counted and the mass peak is fitted with results shown in Table B.1. The reconstructed momentum and direction distributions are shown in Figure B.13. Overall data/MC agreement is good, except for a slight data excess in the number of events and slightly harder momentum spectrum in data, though these are not necessarily reconstruction issues.
Table B.1: Integrated number of events and Gaussian fitted mean and width after all $\pi^0$ selection cuts.

<table>
<thead>
<tr>
<th></th>
<th>Data</th>
<th>MC</th>
<th>(Data-MC)/MC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Events</td>
<td>589 ± 25</td>
<td>551.3 ± 2.2</td>
<td>6.84 ± 4.43%</td>
</tr>
<tr>
<td>Fitted Mean</td>
<td>135.70 ± 0.76 MeV/c$^2$</td>
<td>137.83 ± 0.07 MeV/c$^2$</td>
<td>−1.54 ± 0.55%</td>
</tr>
<tr>
<td>Fitted Width</td>
<td>17.44 ± 0.74 MeV/c$^2$</td>
<td>17.48 ± 0.07 MeV/c$^2$</td>
<td>−0.22 ± 4.23%</td>
</tr>
</tbody>
</table>

Figure B.13: Reconstructed $\pi^0$ momentum (left) and direction (right) after all $\pi^0$ selection cuts.
Appendix C

SK Systematic Error from Atm-$\nu$

C.1 Topological Cut Parameters

Each topological cut in Table 8.2 is based on a corresponding cut parameter, $L_m$, defined in this section. The RC and PID parameters are based on the previous reconstruction, APfit, while the $\pi^0$ parameter is based on fiTQun.

Single-ring (1R) and multi-ring (mR) events are distinguished using the RC likelihood as reported by APfit in the variable $Dlfct$. However, this variable only contains information from an earlier stage of reconstruction, prior to some corrections that determine the final number of rings, $N_{\text{ring}}$. Therefore, we define the following RC cut parameter to be used in this analysis:

$$L_{\text{APfit RC}} = \begin{cases} 
99 & Dlfct < 0 \& N_{\text{ring}} > 1 \\
-99 & Dlfct \geq 0 \& N_{\text{ring}} = 1 \\
Dlfct & \text{Otherwise,}
\end{cases}$$

where $L_{\text{APfit RC}} < 0$ corresponds to 1R and $L_{\text{APfit RC}} \geq 0$ corresponds to mR. This parameter is varied for both $\nu_e$ and $\nu_\mu$ channels.

For PID of the event, we use the brightest ring which is defined to be the ring with the largest reconstructed momentum assuming it is an electron. The PID cut parameter
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to separate $e$-like and $\mu$-like for the brightest ring is defined as follows:

$$L_{\text{APfit PID}} = \sqrt{-\log P_e} - \sqrt{-\log P_\mu},$$  \hspace{1cm} (C.2)

where $P$ is the probability for the given particle type reported by APfit. An event is identified as $e$-like when $L_{\text{APfit PID}} < 0$ and $\mu$-like when $L_{\text{APfit PID}} \geq 0$ for the brightest ring. This parameter is only varied for $\nu_e$ MC channels in the Atm-$\nu$ fit since the uncertainty in muon PID is constrained by cosmic ray data (only RC error is considered).

The $\pi^0$ cut is defined using the fiTQun reconstruction algorithm as described in Sections 8.1.2 and 8.3. The cut parameter is defined, similarly to Equation (8.3), as follows:

$$L_{\text{fiTQun } \pi^0} = \ln(L_{\text{fiTQun } \pi^0}/L_{\text{fiTQun } 1\text{Re-like}}) - 70 - \frac{(140 - 70)}{(40 - 120)} \times (m_{\text{fiTQun } \pi^0}[\text{MeV}/c^2] - 120)$$  \hspace{1cm} (C.3)

where $L_{\text{fiTQun } \pi^0} < 0$ corresponds to $1\text{R e-like}$ and $L_{\text{fiTQun } \pi^0} \geq 0$ corresponds to $\pi^0$-like. This cut is only applied to the $\nu_e$ sample.

These three topological cut parameters, $L_m = \{L_{\text{APfit RC}}, L_{\text{APfit PID}}, L_{\text{fiTQun } \pi^0}\}$, are used to define the control samples in Table 8.3 among the other fixed parameters. The distributions for $L_m$ are shown in Figures 8.10 and 8.11.

\subsection*{C.1.1 Results}

The detector parameters $\beta$ (Section 8.4.2), are effective parameters which are marginalized over to obtain the final results, namely the error estimate $\Delta \varepsilon$ (Section 8.4.4) and $\alpha$ (Section 8.4.2) parameters. The marginal likelihoods for $\alpha$ are shown in Figure C.1. The posterior distributions are centered close to nominal within the the prior uncertainty of each parameter. The posteriors are also well-approximated by a Gaussian.

To extract the systematic error on $\varepsilon$, the marginal likelihoods for $\Delta \varepsilon/\varepsilon$ are shown in Figures C.2 and C.3. The mode, estimated from the mean of a Gaussian fitted around the peak, and RMS are used to define the shift errors and fit errors in Section 8.4.5.
Figure C.1: The marginal likelihoods for $1 + \alpha_k$. The red curves are Gaussians centered at 1 with width $\sigma_{\alpha_k}$ and the black curves are Gaussians fitted around the peak of the distributions (almost indistinguishable).

which are depicted as a Gaussian (red) curve in Figures C.2 and C.3 and summarized in Figure 8.15. This approximation is made for propagating to the toy MC and most of the T2K oscillation analyses which currently only accept Gaussian errors in the form of a covariance matrix. In most bins, the posterior falls off by 1-2 orders of magnitude before the Gaussian approximation underestimates the tail. For $\nu_e$, this occurs in the high energy bins that are currently not considered in T2K. This approximation has a negligible effect on the final error [260].

The error matrix, calculated from the covariance of the 2D marginal likelihood distributions (Equation 7.6), is shown in Figure C.4.

C.1.2 Fit Error Correlations

The final deliverable correlation matrix in Figure 8.16 shows the correlations between dependent variables ($\varepsilon$). To gain insight on these correlations, the correlations with the independent variables $\alpha$ and $\beta$ must be investigated as in Figures C.5 and C.6 respectively.
Figure C.2: The marginal likelihood posterior distributions for $\Delta \varepsilon / \varepsilon$ in %. The red curves are Gaussians centered at the MPV (determined by the mean of a Gaussian fitted around the peak) with $\sigma$ equal to the RMS of the distribution. The vertical axis is area normalized.
Figure C.3: The marginal likelihood posterior distributions for $\Delta \varepsilon/\varepsilon$ in %. The red curves are Gaussians centered at the MPV (determined by the mean of a Gaussian fitted around the peak) with $\sigma$ equal to the RMS of the distribution. The vertical axis is area normalized.
Figure C.4: The error matrix corresponding to Figure 8.16 and 8.15 showing the relative significance of the errors and their correlations.
Figure C.5: Correlation matrix from Figure 8.16 including the $\alpha$ parameters.
Figure C.6: Correlation matrix from Figure 8.16 including the $\alpha$ and $\beta$ parameters. The $\alpha$ parameters, as well as the kinematic binning of $\beta$ and $\varepsilon$, are the same as in Figure C.5. $\beta^{\mu \text{PID}}$ is included for completeness but is fixed to nominal in the MCMC.
For example, it can be deduced that the anti-correlations between $\varepsilon$ are due to anti-correlations between the CC1e/$\mu$ and CC Other $\beta$ parameters since they affect separate components in a single bin and the normalization in that bin must be conserved.

Some positive correlation is apparent between CC1e $\varepsilon$ bins with $E_{vis} < 1.25$ GeV due to the NC cross section normalization parameter since there is a large population of NC events in the $\pi^0$ tail sample compared to the core sample, as shown in Figure 8.12. In this case, in order to maintain normalization when the NC cross section is increased, the $\beta$ parameters must be decreased to migrate events from the tail samples to the core sample thus increasing $\varepsilon$ (recalling the definition of $\beta$ in Equation 8.4). A similar argument can be made for the positive correlation between the 1.25-5 GeV bins, except considering CCnQE and RC tail instead of NC and $\pi^0$ tail.
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