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ABSTRACT The development of polymeric and oligomeric chemical additives that can control the nucleation and growth of gas hydrates remains a topic of major research interest, with important implications for energy security and the environment. In this paper we present a molecular dynamics study of eight different oligomeric compounds that have been proposed as potential kinetic inhibitors for methane hydrate. The results show that statistically significant variations in hydrate formation, induced by the chemical additive, can be observed within a relatively modest series of molecular dynamics simulations, thus opening the way for computational screening for optimal additives to control hydrate formation. One amino acid oligomer, asparagine, was found to be more active than a number of synthetic inhibitors, including PVCap.
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1. Introduction

Clathrate hydrates are crystalline solids in which a water lattice (the “host”) creates cages to entrap another type of molecule (the “guest”). Many different compounds that can form clathrate hydrates have been documented, but for practical applications the most important are the components of natural gas, particularly methane; hence these solids are often termed “gas hydrates”, or simply “hydrates”. At moderate to high pressures, gas hydrates will form at temperatures that can be significantly above the 273 K. Such conditions are common geologically, in permafrost and at and below the sea floor, and have led to the formation of vast natural deposits of gas hydrates. These conditions are also common in oil and gas wells and pipelines. When this happens, the solid hydrate formation can result in blockages, leading to adverse economic and even environmental consequences. As a result, understanding how current inhibition methods work, and finding ways of improving them, remains a major field of research.

Chemical inhibition of hydrate formation can be achieved in two fundamentally different ways: thermodynamic or kinetic. Thermodynamic inhibitors, such as methanol or ethylene glycol, shift the three-phase equilibrium boundary to more extreme conditions, and hence make hydrate formation less likely. These are predictable and reliable, but often have to be employed in very large volumes, and so can be very expensive for use in offshore oil and gas production. Kinetic inhibitors act by delaying the onset of solid formation (i.e. delaying crystal nucleation), or by slowing the subsequent crystal growth to retain a fluid suspension. In general, the kinetic inhibitors can be used at much lower concentrations than the thermodynamic inhibitors, which makes the development of more active kinetic inhibitors—or “low dosage hydrate inhibitors” (LDHIs)—a major target for research in this area.
Finding more active LDHIs is not a simple task. A great deal of effort has gone into screening programs\textsuperscript{11,13} and promising new lead compounds are being identified,\textsuperscript{8,14,15} but in general the improvements are incremental. To a large extent, this is probably due to the lack of a clear mechanistic understanding of how LDHIs work. Several mechanisms have been proposed. The most prevalent is irreversible binding of the LDHI to the surface of small hydrate crystals and pre-critical clusters,\textsuperscript{2} in a manner similar to that proposed for antifreeze proteins. It is likely that such LDHIs actually promote hydrate nucleation, since the molecular recognition that favors surface binding should also create seed sites for nucleation, but prevent the resultant nanocrystals from growing to a size at which they can be observed; thus they would appear to delay nucleation.\textsuperscript{16} Reversible binding to the hydrate surface, or more correctly within the hydrate/water interfacial zone, has also been suggested. In this case, modifications to the water structure have been observed to destabilize small hydrate clusters and hence increase induction times to nucleation.\textsuperscript{17} Modifying water structure more generally has also been suggested,\textsuperscript{18} but without some mechanism for targeting regions of hydrate growth, this is simply a mechanism for changing water activity and is more properly classed as a thermodynamic effect. Preferential solvation of the inhibitor by guest molecules may also play a role in determining the LDHI activity. In reality, it is likely that a number of mechanisms are viable, and that the success of synergistic inhibitor blends\textsuperscript{19,20} arises because the different inhibitors within the blend interact with a number of different hydrate nucleation and growth mechanisms.

A common thread through all these mechanisms is that they are defined on a molecular length scale, and as such a definitive identification of the LDHI mechanism(s) requires a greater understanding of the molecular energetics and dynamics involved. Various experimental techniques have been used to characterize the molecular behavior of inhibitors, including NMR.
to monitor hydrate growth in the presence of several LDHIs \(^7\) and to study catastrophic growth with PVP and PVCap\(^{21}\), in situ Raman spectroscopy to show that PVCap reduces the rate of large cage formation during the early stages of hydrate formation\(^{22}\) and small angle neutron scattering to quantify the extent of surface adsorption of PVP on hydrates. \(^{23,24}\) Molecular modeling has also proved to be very powerful in elucidating mechanisms for hydrate growth and inhibition. There are now a number of different groups that have developed methods to model hydrate nucleation repeatably \(^{25-29}\) and growth \(^{30,31}\). Far fewer simulations have been performed with inhibitors,\(^{16,32,33}\) but these have established the potential for using molecular dynamics simulations to predict the effect of polymeric additives on the early stages of hydrate formation and growth. In the present paper we present an extensive molecular dynamics study of methane hydrate nucleation and growth in the presence of eight different proposed LDHIs, including both synthetic and bio-inspired chemical motifs. We show that statistically significant affects on initial hydrate growth can be demonstrated from relatively modest scale simulations, and also identify some unexpected solubility effects associated one of the amino-acid based polymers that is predicted to be amongst the most active.

2. Methods

Simulation details. All molecular dynamics simulations were performed in the \(NVT\) ensemble using DL_CLASSIC version 1.9\(^{34}\) with a timestep of 0.001 ps. Orthorhombic periodic boundary conditions were used throughout and temperature controlled using a Nosè-Hoover thermostat with a relaxation time of 0.5 ps.\(^{35,36}\) A rigid geometry for the water molecule was imposed using SHAKE.\(^{37}\) Van der Waals forces were truncated at 12 Å, and electrostatic interactions evaluated using the Smoothed Particle Mesh Ewald method (SPME).\(^{38}\)
**Force fields.** The force fields used for this project are same to the ones used in many previous studies. The SPC water force field was used to model the water-water interaction. We note that although SPC water seriously underestimates the freezing point of water, it does a surprisingly good job with methane hydrate stability. Methane and chemical additives were modeled with the CHARMM 27 force field using united atoms for nonpolar hydrogens, and Lorenz-Berthelot mixing rules used for cross-interactions with the water.

**Chemical “inhibitors”.** Eight different additives were considered in this study, with the chemical compositions shown in Scheme 1. In each case we have modeled an octomer, which gives molecular weights comparable to those found to be most active for PVP and PVCap. We shall refer to them throughout as “kinetic inhibitors”, or simply as “inhibitors”, though we note that their ability to inhibit methane hydrate formation is postulated rather than proven in many cases.

![Chemical structures](https://mc06.manuscriptcentral.com/cjc-pubs)
Scheme 1: chemical structures of the inhibitors. Atactic octomers were used in all cases, and the copolymers were random copolymers.

**Construction of initial configurations.** The initial configuration water/methane configuration was taken from our original simulations of methane hydrate nucleation within a thin film of water surrounded by methane gas. Two different configurations have been used in the current study: the first was taken from the very start of our original simulation and contained no significant hydrate content; the second was taken after about 5 ns, by which stage a significant cluster of hydrate water had formed. Both systems contained 1656 water molecules and 188 methane molecules with the dimensions of the respective simulation boxes being $3.94 \times 3.60 \times 11.70$ nm ($t = 0$) and $3.42 \times 3.04 \times 15.56$ nm ($t = 5$ ns), where the 3rd dimension
(i.e. \( z \)) is perpendicular to the water/gas interfaces. Images of these two starting configurations are provided as supplementary information (Figure S1).

The two initial configurations described above were simulated without inhibitors as control systems. To allow repeat simulations, and hence a statistical analysis of any hydrate growth during the simulations, four analogous starting configurations were created, that differed in the arrangement of the methane molecules and in the initial velocities assigned to all atoms, but retained exactly the same water configuration (and hence the same implicit hydrate structure to begin with). This was achieved by conducting an \( NVT \) simulation in which the water was immobilized but the methane molecules allowed to move, and dumping out a new configuration every 5 ps. Our previous studies of pDMAEMA had shown that this provided trajectories with very different hydrate growth patterns over the subsequent 4 ns.\(^{16,33}\)

Inhibited systems were created from these water film configurations using the same protocol we have used in previous hydrate inhibitor simulation studies:\(^{16}\) the inhibitor was introduced into the methane gas at a distance of at least 5 Å away from the water film, and methane molecules that overlapped with the inhibitor were removed; the water was then immobilized and a short (ca. 5 ps) \( NVT \) simulation conducted to allow the methane and inhibitor geometries to relax to remove any stress induced by the insertion process; these were then used as the starting configuration for subsequent production runs. The rationale behind this protocol is to ensure that the insertion of the additive did not disturb the molecular structure of the water film, and hence to ensure the inhibited and control simulations started from as similar a water state as possible.

**Notation.** Uninhibited simulations will be denoted C (Control), and inhibited simulations by the appropriate roman numeral in scheme 1 to indicate which inhibitor is present. The starting water film will be indicated by the subscript 0 or 50 (to indicate the size of the largest initial
hydrate cluster). Where necessary, the individual repeat simulations will be denoted by an additional subscript: a, b, c or d.

3 Results and discussion

Previous studies have shown that it is possible to simulate nucleation of methane hydrate directly, but that long simulation times may be necessary. Likewise, multiple simulations of the effect of chemical additives have been reported, but those simulations were initiated with a substantial hydrate cluster (ca. 300 water molecules) already present. It is of interest to know to what extent chemical inhibition can be simulated without seeding the simulation, and under what conditions this can be done within simulations of a few nanoseconds, since this timescale would make computational screening with molecular dynamics viable. We have therefore conducted a set of simulations designed to identify the conditions under which rapid hydrate formation may be expected using the current potentials. Two initial configurations were constructed, as described in the methods section: one contained no substantial hydrate cluster and the other a cluster with about 50 water molecules. Both systems were simulated at temperatures in the range 200–250 K. These simulations formed the control systems for subsequent inhibited simulations. The aim of these simulations was to establish which temperature and which systems favored methane hydrate growth.

Control Simulations

Several methods were used to monitor for hydrate growth. Experimentally, the onset of crystallization can be seen as a temperature spike due to the enthalpy of fusion, or as a pressure drop due to the encapsulation of methane in the clathrate. The former is seen in constant temperature MD simulations as a decrease in the potential energy and has been used within this study to monitor for hydrate growth; pressure drops are not so easy to see in simulations, as the
small size of MD simulations means that the innate pressure fluctuations are much larger than the pressure drop that would be caused by the formation of a small hydrate cluster. As an additional probe for hydrate formation we have used the local phase assignment that we developed previously;\textsuperscript{46-48} this enables individual water molecules to be identified according to whether their local environment matches that of the crystalline hydrate, ice, or liquid water; the number of such hydrate-like water molecules gives a convenient measure of hydrate content. Radial distribution functions for water molecules with hydrate or liquid local phase are given in Figure 1, and compared with RDFs for bulk methane hydrate and bulk water. It is clear that the local phase RDFs reproduce the key features of the respective bulk phases; given that the hydrate waters represent just 20\% of the water within these simulations, it is not surprising that the peaks in this case a broader than for bulk methane hydrate, however the peak locations of the bulk system are clearly reproduced. For water molecules with liquid local phase, which constitutes about 70\% of the water in the film, the RDF is essentially indistinguishable from that for pure liquid water.

![Figure 1](https://mc06.manuscriptcentral.com/cjc-pubs)

Figure 1. Radial distribution functions for water molecules in different environments (“local phases”) at 240 K: hydrate-hydrate within the water film, brown; liquid-liquid within the water film, black; water within build methane hydrate, brown; water within bulk liquid water, orange
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The time-evolution of the hydrate content and of the total potential energy in C_0 simulations at different temperatures is presented in Figure 2. The behavior for C_{50} was quantitatively similar. At 200 K and 230 K there is a clear increase in hydrate content, correlated with a decrease in total potential energy, indicating sustained hydrate growth during the simulations. In contrast, there is an increase in potential energy and decrease in hydrate content during the simulation at 250 K, indicating that the hydrate is unstable under these conditions (with these potentials). At the same time, there is a loss of methane from the water film at 250 K that is not seen at the other temperatures (Supplementary Information, Figure S2). A temperature of 240 K (1 bar) appears to favor hydrate growth, but only slightly: there is slight decrease in potential energy over most of the simulation, albeit after an initial rapid rise, and the hydrate content increases slightly across the simulation. Radial distribution functions (Supplementary Information, Figure S3) indicate that some hydrate structure persists at temperatures of 240 K and below, but is not present at 250 K. Based on this data, a convenient measure of the overall growth (or degradation) of hydrate during a simulation can be obtained by calculating the difference in the average number of hydrate water molecules in the system during the first and last 0.1 ns of each simulation

\[
\Delta N = \left\langle N_{\text{hyd}} \right\rangle_{0.0<t<0.1 \text{ ns}} - \left\langle N_{\text{hyd}} \right\rangle_{3.9 \text{ ns}<t<4.0 \text{ ns}} \tag{1}
\]

Values of \(\Delta N\) for the control simulations are shown in Figure 3. Statistical t-tests indicate that, at the 95% significance level: (1) there is no significant difference between the C_0 and C_{50} systems; (2) there is significant growth in hydrate content for temperatures less than 240 K, and melting above 240 K, but that any changes in hydrate content during the simulations at 240 K cannot be deemed to be significant.
Figure 2. Time dependence of the hydrate content (left) and potential energy (right) in the $C_0$ simulations at 200 K (brown), 230 K (black), 240 K (dark blue) and 250 K (dark yellow). $N_{\text{hyd}}$ is the number of water molecules with hydrate local phase, where the total number of water molecules in the simulation is 1656.

Figure 3. Change in hydrate content over time for the $C_0$ (blue triangles) and $C_{50}$ (orange circles) systems. $\Delta N$ is defined in Equation (1).

Where hydrate growth is observed, closer analysis also shows that the hydrate-like water molecules are aggregating, although the dynamics of cluster formation can be very varied. To probe this we have calculated the distribution of cluster sizes within 1 ns time-windows of each
simulation; for this purpose we have defined two water molecules to be “bonded” if they both have hydrate local phase and are within 3.5 Å, and two water molecules belong to the same cluster if they are connected by an unbroken chain of “bonded” water molecules. As examples, cluster size distributions calculated from $C_{0a}$ and $C_{0b}$ are depicted in Figure 4. Both show increases in the typical cluster sizes over the duration of the simulation, with both showing clusters with at least 150 water molecules by the end of the simulation; note that the $C_0$ systems started with no significant hydrate clusters. However, the evolution of the clusters in these two simulations is substantially different, as should be expected for a stochastic process such as nucleation: in $C_{0a}$ there is a broad distribution of cluster sizes, with a modal cluster size that increases steadily from 50 to 100 water molecules; in $C_{0b}$, however, larger clusters (up to 200 hydrate water molecules) form within 2 ns, with evidence that they both grow and fragment during the last ns of the simulation.

Figure 4. Cluster size distribution for $C_{0a}$ and $C_{0b}$ at 230 K: 0–1 ns (brown); 1–2 ns (blue); 2–3 ns (black); 3–4 ns (yellow).
We conclude that temperatures of 230–240 K are appropriate conditions under which to study the onset of hydrate formation with this model of methane hydrate, and hence are appropriate temperatures with which to examine the influence of potential inhibitors. We also note that the underlying dynamics of hydrate formation—or melting—is stochastic, and hence that multiple simulations are needed in order to draw significant conclusions about the factors which control the early stages of hydrate formation.

**Inhibited systems**

Eight different inhibitors were introduced into the initial configurations as described in Methods, and then simulations performed and monitored for the subsequent effect on hydrate formation. In the case of the two amino acids, both extended and $\alpha$-helical forms of the octomer were used (denoted by subscript “e” and “a”, respectively). Results, in terms of the overall change in hydrate content during the simulation, are presented in Figure 5. At 230 K, most of the inhibitors show no significant from the control system, and no significant difference between the two initial water configurations. The one exception is VII, the amino acid asparagine, which in the $\alpha$-helical form produced significantly less hydrate growth than was found in the control system ($t$-test, $p = 0.04$), and essentially prevented any hydrate growth.
Figure 5. Change in hydrate content in the presence of inhibitors at 230 K (left) and 240 K (right): blue triangles are for simulations derived from the \( C_0 \) initial configuration; orange circles are derived from the \( C_{50} \) initial configuration.

At 240 K, the situation is more complex. There are now a number of systems that show significant activity as inhibitors, although the effect depends on the size of the initial hydrate cluster. In particular, for the series of simulations based on \( C_0 \) (i.e. with no original hydrate cluster), inhibitors I, IV, V, VI and VIII give a highly significant \((p < 0.01)\) reduction the hydrate content compared with the control, diminishing the hydrate content over time whereas the control shows some hydrate growth. However, none of the inhibitors give a significant improvement in the \( C_{50} \) series. We note that nucleation inhibitors should be affected by seeding the system, and this has been observed previously in PVP\(^1\). However, we also note that the data at 240 K typically showed large uncertainties which, on close inspection, result from quite different aggregation/decomposition behavior within each set of four equivalent simulations. Such behavior is to be expected under conditions where the thermodynamic driving force becomes weak and induction times for nucleation become long, and much larger statistical samples are likely to be needed in such cases.

The unique behavior of VII (asparagine) is also seen in its solubility. The distribution of inhibitors across the water film is shown in Figure 6. Most of the inhibitors show that the distribution is strongly focused on the water/methane interface. Such an effect is well known for large molecules in mixtures of large and small molecules\(^4\),\(^5\) and is largely due to entropic effects rather than the substantive mixed hydrophobic/hydrophilic interactions that are found in surfactants. Asparagine, however, is far more soluble, and the distribution clearly shifts into the liquid water film. It is interesting to note that in previous studies of pDMAEMA, interaction with
the hydrate was found to be mediated through those monomer units that entered the water phase rather than those that favored the interfacial region. Thus it is likely that the greater solubility of asparagine is implicated in its more effective hydrate inhibition at 230 K.

Figure 6. z-density of water and inhibitor for the C_{50} series of simulations. Water density is depicted in black, and clearly shows the location of the water film. Synthetic polymers are given on the left: I (blue); II (orange); III (brown); IV (yellow); V (magenta); VIII (green). Amino acid inhibitors are given on the right: VI_{a} (blue); VI_{e} (brown); VII_{a} (magenta); VII_{e} (orange)

**Conclusions**

In this paper we have presented the results of a series of molecular dynamics simulations designed to probe the influence of a series of potential inhibitors on the earliest stages of hydrate formation. Different series of simulations were performed starting with a small hydrate cluster (about 50 water molecules) or no hydrate cluster in order to test the effect of seeding hydrate formation; earlier simulations of hydrate inhibitors have seeded the simulation with hydrate clusters containing 200–300 water molecules. In the absence of any inhibitor simulations sustained hydrate growth was observed at temperatures below 240 K at 1 atm, and the rate of growth appeared to be independent of the extent to which the simulation was initially seeded with a hydrate nanocluster. At temperatures above 250 K hydrate was consistently found to melt. The behavior at 240 K showed a mixture of behavior consistent with a weak thermodynamic
driving force for hydrate formation and nucleation inhibition times that were comparable with the duration of the simulations.

Eight different potential inhibitors were examined by introducing the inhibitor into the gas phase and allowing it to diffuse to the water. Of these, six were common synthetic oligomers and two were amino acids. At 230 K, only the asparagine was found to generate a statistically significant effect on hydrate growth, effectively suppressing any hydrate formation during the simulation; this was independent of the initial hydrate seed. Intriguingly, it was found that all inhibitors except asparagine adsorbed at the water/methane interface, while asparagine proved much more hydrophilic. Much more varied behavior was observed at 240 K, with 5 of the inhibitors showing inhibitory activity, but with the results depending on the initial seeding of hydrate growth. We conclude that statistically significant variations in hydrate growth rates, induced by chemical additives, can be observed within molecular dynamics simulations of a relatively modest scale, and thus that computational screening for new hydrate inhibitors is now viable. To realize the full potential of such computational screening, however, work will be needed to identify the most appropriate force-fields for quantitatively accurate predictions under experimental conditions.
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