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Abstract

Significant research effort has been devoted to understanding stream-dwelling salmonids’ use of summer rearing and growth habitat, with a subset of studies focusing on foraging position selection and the energetic tradeoffs of differential habitat use. To date, however, cost-benefit analyses for most foraging model studies have focused on small sampling areas such as individual habitat units. To address this knowledge gap, we applied a mechanistic foraging model to 22, 100 – 400 m stream reaches from two watersheds within the Columbia River Basin. We found a strong, positive correlation ($R^2 = 0.61, p < 0.001$) between predicted carrying capacities and observed fish densities. Predicted proportion of suitable habitat was weakly correlated with observed fish density ($R^2 = 0.18, p = 0.051$), but the average net rate of energy intake prediction in sampling reaches was not a significant predictor of observed fish biomass. Our results suggest spatial configuration of habitat, in addition to quantity and quality, is an important determinant of habitat use. Further, carrying capacity predicted by the model shows promise as a habitat metric. We also evaluated the feasibility of applying this data-intensive modeling approach in a large-scale monitoring program to examine habitat quality and quantity. Though the approach can be computationally expensive, we feel the model’s ability to integrate physical habitat metrics (e.g. depth, velocity) with important biological considerations like food availability and temperature is a benefit that far outweighs associated costs. We feel this modeling approach has great potential as a tool to help understand habitat use in drift-feeding fishes.
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Introduction

Conservation and recovery of many lotic fishes depend on successful management and restoration of their habitat. In the Columbia River Basin (CRB), for example, recovery efforts for listed salmon and steelhead rely largely on restoration and changes in land management activities to improve tributary habitat for freshwater rearing of juveniles (NOAA 2008; NPCC 2009; NMFS 2014). Extensive monitoring of salmonid habitat is being conducted to evaluate whether habitat actions are resulting in habitat improvements and to increase our understanding of fish–habitat relationships (Bouwes et al. 2011; CHaMP 2014; Bennett et al. 2015). While this story is common to many imperiled species, the development of transferable fish-habitat relationships remains elusive, and our record for improving habitat quality via restoration or management is unclear (Rose 2000; Fausch et al. 2002; Roni et al. 2008).

A majority of the monitoring data collected to describe fish habitat has been linked to fish through empirical models (e.g. Ahmadi-Nedushan et al. 2006). While relatively simple empirical approaches can leverage large data sets to provide insight into fish-habitat associations, they often lack the experimental manipulation necessary to identify causal mechanisms (Fausch et al. 1988). Empirical models may also have limited transferability between systems, and they may lack the predictive ability to evaluate alternative management scenarios (Nislow et al. 1999; see Bowlby and Roff 1986 for an example). In contrast, mechanistic approaches investigate fish-habitat relationships by simulating the biological processes thought to create observed patterns of fish distribution, and their predictions are often corroborated by experiments (Fausch 1984; Hughes and Dill 1990). Mechanistic approaches allow researchers to develop testable hypotheses about the mechanisms driving observed patterns, and validated mechanistic models are more likely to be useful in novel locations and applications because they are based on cause-effect relationships.

Habitat quality for salmonids can be described partly by the habitat’s ability to support successful foraging opportunities, as foraging is perhaps the most time consuming task an individual rearing
salmonid must accomplish to grow and survive (Harvey and Railsback 2014). Models that difference a
fish’s energy intake and swimming costs to estimate net rate of energy intake (NREI) have experienced
success describing the energetic profitability of lotic environments (Rosenfeld et al. 2014). Fish
consistently chose foraging positions with high NREI values in early modeling efforts (Fausch 1984;
Hughes and Dill 1990), and newer studies have had success both predicting foraging locations for a
variety of fish species (e.g. Guensch et al. 2001; Grossman et al. 2002) and estimating the capacity of a
large pool (Hayes et al. 2007). Two recent studies, Jenkins and Keeley (2010) and Urabe et al. (2010),
greatly expanded the spatial and temporal scales at which NREI models have been applied. These studies
found positive correlations between NREI predictions and fish biomass, suggesting NREI is a useful
indicator of habitat quality.

Most published NREI approaches measured depths, velocities, and invertebrate drift concentrations to
estimate NREI. Hayes et al. (2007) extended previous modeling efforts to include hydraulic and drift
dynamics in their NREI model, which used topography, discharge, drifting invertebrate concentration,
temperature, and fish information as inputs. In addition, the Hayes et al. (2007) model outputs include
spatially explicit NREI values that can be used with an estimate of territory size to estimate the carrying
capacity of a modeled reach (we refer to this specific NREI variant as “Hayes NREI model” hereafter).
The Hayes NREI model is arguably the most comprehensive NREI modeling approach published to date
(Rosenfeld et al. 2014), and it broadens the range of management questions that can be addressed using
NREI models to include actions that alter discharge regimes (e.g. dam releases), stream topography (e.g.
stream restoration), or productivity (e.g. nutrient additions). Under the Hayes NREI modeling approach,
spatially explicit foraging locations and carrying capacity estimates for multiple stream conditions and
alternative management scenarios can be subject to hypothesis testing to further increase our
understanding of fish–habitat relationships.
The Hayes NREI model uses either a 1D or 2D hydraulic model to produce NREI and carrying capacity predictions. While 1D hydraulic models may be more cost effective to implement, they do not capture spatial complexities in flow patterns as well as 2D hydraulic models. Most large-scale fish habitat monitoring programs do not collect the data necessary to develop 2D or even 1D hydraulic models (EPA 2006; Moore et al. 2008; Heitke et al. 2010). However, advances in the application of high resolution surveying technologies using precise instruments (e.g. total stations, real-time kinematic GPSs, light detection and ranging, etc.) have allowed for the collection of XYZ data sets that can be interpolated into continuous topographic models such as digital elevation models (DEM; Bangen et al. 2014). The high resolution DEMs are appropriate inputs to 2D hydraulic models, such as the one used in the Hayes NREI model. In addition, most fish habitat monitoring programs do not sample invertebrate drift, which is a critical input to NREI models. Recently, the Columbia River Habitat Monitoring Program (CHaMP) was developed to characterize habitat for Chinook salmon (*Oncorhynchus tshawytcha*) and steelhead (*O. mykiss*) in wadeable streams in watersheds throughout the Columbia River Basin (Bouwes et al. 2011; CHaMP 2014). The protocol requires the use of a total station (or other tools to collect XYZ data) to capture stream topography. The program also collects discharge estimates, invertebrate drift concentrations, and stream temperature data (Bouwes et al. 2011). The CHaMP protocol was designed, in part, so approaches like the Hayes NREI model could be applied in a fish habitat monitoring context to improve understanding of fish-habitat relationships (Bouwes et al. 2011; Rosenfeld et al. 2014). Currently the program samples approximately 500 reaches per year in the Columbia River Basin.

Assuming reach-level NREI capacity predictions can be scaled up to reliably estimate population-level capacity (e.g. using network extrapolation models; Isaak et al. 2014), the NREI modeling framework also holds promise within population modeling and general stock assessment contexts. Recovery planning for threatened or endangered salmonids in the CRB, for instance, has relied heavily on population models which require stage-specific estimates of carrying capacity (Moussalli and Hilborn 1986; Mobrand et al. 1997; Sharma et al. 2005; Scheuerell et al. 2006). In addition to filling this baseline information need,
NREI models offer a basis for simulating population performance under alternative habitat restoration scenarios because NREI-based capacity is built upon a mechanistic link to habitat. This also highlights the potential for using NREI to estimate a parameter (i.e. capacity) central to fishery management from a season of data rather than from decades of population monitoring (e.g. Hilborn and Walters 1992). Despite these promising applications, the Hayes NREI model has not yet been tested in longer, more complex study reaches, nor across multiple, diverse study reaches.

In order for the Hayes NREI model to be applicable to larger management questions, larger scale applications are necessary. In this paper, we expand the application of this model to multiple, continuous stream segments in order to investigate relationships between reach-scale habitat characteristics and carrying capacity. We used data collected by CHaMP to demonstrate the use of NREI models at spatial scales typically surveyed to monitor fish populations. Our goal was to test the ability of the Hayes NREI model to predict juvenile steelhead carrying capacity and observed density at 22 stream reaches throughout the CRB. Our specific objectives were to: (1) demonstrate/test the feasibility of using the Hayes NREI model at the reach scale, (2) convert reach-level NREI values into juvenile steelhead abundance (i.e. predicted carrying capacity), density, and biomass predictions, (3) calculate the average NREI value for each CHaMP reach using this model, (4) determine if the predicted density of juvenile steelhead was correlated with juvenile steelhead density observed at each reach, and (5) determine if average NREI was correlated with juvenile steelhead biomass observed at each reach.

Materials and methods

We used an adaptation of the Hayes NREI model that includes sub models for estimating gross rate of energy intake (GREI) and swimming costs (SC). The model ultimately calculates NREI as the difference of these quantities after adjusting GREI to account for losses due to wastes (i.e. NREI = (0.7 x GREI) – SC; Hughes et al. 2003). Here, we used the same hydraulic and NREI model components, but simplified modeling of invertebrate drift by assuming it is spatially uniform. We collected the physical habitat,
temperature, invertebrate drift, and fish size data necessary to parameterize and run this NREI variant through an intensive field sampling campaign focused on steelhead populations of significant conservation concern.

Study reaches

We surveyed 22, 100 – 400 m stream reaches in two basins (Figure 1) involved in ongoing research and monitoring as part of CHaMP and ongoing Intensively Monitored Watershed projects (Bennett et al. 2015). The John Day River watershed in north central Oregon, USA (n = 13 reaches) drains a large portion of northeastern Oregon (approximately 20 700 km²) before joining with the Columbia River. The basin is characterized by coniferous forests at high elevations, perennial grasslands at middle elevations, and desert shrub-steppe at lower elevations. The Asotin Creek watershed in southeastern Washington, USA (n = 9) drains approximately 842 km² of land before meeting the Snake River, and typically encompasses coniferous forests in higher elevations and sagebrush steppe at lower elevations. Both watersheds support a number of fish species, including US Endangered Species Act (ESA)-listed steelhead, the focal species of this study. We collected data between 21 June and 27 September, 2011.

Field data collection

We sampled fish populations to estimate steelhead abundance and mean size. We herded fish downstream into seines using an electrofishing machine set on a low setting (approximately 1000 V). We weighed and measured fish to the nearest 0.1 g and 1 mm, respectively. Fish with a fork length greater than 70 mm received a passive integrated transponder tag or had a fin clipped so they could be identified when recaptured. Mark and recapture events occurred on consecutive days, and we estimated steelhead abundance using the bias-adjusted Lincoln-Petersen mark-recapture model (Chapman 1951).

We calculated mean water temperature from in-stream temperature loggers (13 reaches) or with handheld thermometers (9 reaches). For reaches with in-stream temperature loggers, we calculated the average of
15-minute temperature readings over the course of the fish sampling event. For all other reaches we averaged temperature measures from the start and end of fish sampling. Because we sampled fish during summer baseflows, modeled temperatures can be considered typical for summer baseflow conditions.

We deployed two drift nets (1000 µm mesh, 40 cm x 20 cm mouth opening) at each reach to quantify the number, size distribution, and composition of drifting invertebrates. We placed nets side-by-side within the thalweg of a riffle near the upstream boundary of each study reach, suspended 2 cm above the streambed to prevent benthic invertebrates from crawling in. We also ensured net tops extended above the water surface to catch drifting terrestrial invertebrates. We collected drift samples during daylight conditions between 0830 and 1900 hrs., and sample durations ranged from three to five hours (Bouwes et al. 2011). Previous work suggested drifting invertebrate concentrations would be more constant at this time of day relative to samples collected during twilight conditions, and it also indicated juvenile steelhead are most actively feeding at these times (Weber 2009; Weber et al. 2014). We measured water depth and velocity in each net mouth when we deployed them using a Marsh-McBirney Model 2000 Flo-mate (Marsh-McBirney Inc., Maryland, USA) and a depth rod. We measured velocity at a point centered laterally and at 60% of the depth from the water surface to the bottom of the net mouth. We measured velocity again at the conclusion of sampling and then transferred net contents to jars containing 95% ethanol. We calculated the volume of water filtered by each net as \( \text{net depth} \times \text{net width} \times \text{average net mouth velocity} \times \text{sampling duration} \). In the lab, we pooled each pair of drift nets and sorted contents into 3 mm family-level size classes. We calculated drifting invertebrate concentration by dividing the total number of invertebrates from the pooled sample by the total volume of water filtered by both nets.

Geomorphic data were collected using methods described in detail by Bouwes et al. (2011). The shape of the stream channel and adjacent floodplain, the wetted perimeter, and channel unit boundaries were described by collecting topographic (XYZ) points with a total station. Topographic data were stratified to
be focused at vertices of changes in bed form, resulting in more points collected near complex topography and breaks in slope (Bangen et al. 2014). Breaklines (e.g. top of bank, toe of bank, edge of water, bankfull) were also collected to improve surface quality and reduce the overall number of points necessary to represent the channel and floodplain topography (Lane et al. 1994; Brasington et al. 2003).

We quantified substrate size composition in each channel unit by visually estimating the percent of substrate in each of seven size categories based on a simplified Wentworth scale: fines (< 0.06 mm), sand (0.06 – 2 mm), fine gravel (2 – 16 mm), coarse gravel (16 – 64 mm), cobbles (64 – 250 mm), boulders (250 – 4000 mm), and bedrock (> 4000 mm). We estimated discharge using the U.S. Environmental Protection Agency’s protocol (Peck et al. 2001).

Modeling framework

We modeled steady-state flow conditions at study reaches using River2D and the methodology described by Steffler and Blackburn (2002). We processed topographic data with GIS software to create polygon shapefiles for channel units and 10 cm digital elevation models (DEMs) of the stream channel and the water surface. Raster cell coordinates from the stream channel DEMs served as topography inputs for River2D. We summed the products of channel unit areas and substrate size percentages to estimate the portion of each reach covered by the seven substrate size classes. We weighted the coverage portions by their corresponding size class midpoints, excluding bedrock, and summed the results to estimate reach-level roughness height. For example, a reach with 50% coarse gravel and 50% cobbles received a roughness height estimate of 0.0985 m. We distributed computational nodes for flow calculations uniformly throughout study reaches at an approximate spacing of 0.25 m, with inflow and outflow boundaries receiving additional nodes at an approximate spacing of 0.1 m. Modeling assumed no losses or gains from groundwater or tributaries.

We collected spatially explicit depth and velocity measures for hydraulic model calibration and validation at two reaches, CC1 and NFAC1. Using a depth rod and a Marsh-McBirney Model 2000 Flo-mate, we
recorded depths and velocities every 0.25 m on existing monumented cross sections spaced roughly 15-20
longitudinal meters apart. We collected these depth-velocity pairs at two discharges using the higher
discharge for calibration and the lower discharge for validation. This resulted in between 60 and 110
depth-velocity pairs for each of the two flow scenarios in the CC1 and NFAC1 reaches. We varied
roughness height until differences between inflow and outflow and predicted versus observed depths and
velocities were minimized for the calibration discharge, and then we simulated the lower discharge and
compared model predictions to the validation datasets.

We prepared River2D solution files for the NREI model with the Stream Tubes program (Hayes et al.
2007). The Stream Tubes program divides flow vertically and laterally to create tubes of equal discharge
separated longitudinally by cross sections on which NREI calculations occur. Users define the numbers of
vertical and lateral stream tubes, the longitudinal spacing of cross sections, and the number of NREI
estimates to be calculated on cross sections in a reach (Kelly et al. 2012). Increasing the numbers of
stream tubes or cross sections can provide increased prediction resolution, but at the cost of computational
efficiency. We based the number of vertical and lateral stream tube divisions on mean reach depth and
width, respectively (Table 2), and we used constant 0.2 m spacing between cross sections because these
values offered a balance of spatial resolution and computational efficiency while satisfying the cross
section spacing recommendations in Kelly et al. (2012). We selected the model’s default setting for
vertical velocity profile—logarithmic—which allows modeled flow to be slower near the bed and faster
near the surface.

The model calculates NREI by estimating gross rate of energy intake with the foraging model, accounting
for losses due to wastes, and then subtracting swimming costs (Hughes et al. 2003; Hayes et al. 2007). A
search area that accounts for fish swimming ability, prey size, and reactive distance to prey is multiplied
by water velocity to describe search volume. The density of drifting invertebrates is multiplied by search
volume to describe prey encounter rate. Successful predation events are a proportion of the prey
encountered (i.e. success is not 100% of prey observed). We assumed a 55% foraging success rate for steelhead, a figure identical to the success rate Hughes et al. (2003) observed for brown trout (*Salmo trutta*). Fish were assumed to hold foraging positions 5 cm from the streambed (described below), and swimming costs were estimated based on velocities at this vertical location. Other physiological functions used in NREI calculations were size- and temperature-dependent, and based on *O. mykiss* specific parameters (Hayes et al. 2007).

We simulated NREI and estimated carrying capacity using an adaptation of the Hayes et al. (2007) approach described by Kelly et al. (2012). In short, the model estimates NREI for fish of a given size on the cross sections created by the Stream Tubes program. Users define the number of equally-spaced NREI estimates that will be calculated along cross sections in a study reach. Users also define the height above the streambed at which these estimates will occur. Starting with the highest NREI value on the most upstream cross section, the NREI prediction is compared to a user-defined minimum acceptable value. If the predicted value meets or exceeds the minimum allowed, the model records this location as being able to support a fish and moves to the next downstream cross section where the test is repeated. After processing the last cross section in the reach, the model provides an estimate of carrying capacity by counting all locations recorded as being able to support fish.

We set other NREI model inputs using a variety of resources. To satisfy the NREI model’s fish size inputs, we used the mean length and weight from each reach’s fish sampling event. For each study reach, we used a number of NREI estimates per cross section that provided, on average, roughly one NREI estimate every 10 cm along cross sections. We observed through video and snorkeling that fish typically maintained positions close to the bed, where water velocity was slower, but also in close proximity to each other (E. Wall, personal observation). Thus, we chose 5 cm as the height above the bed for NREI calculations, and 10 cm as the minimum allowable distance between fish in the model. Choosing a fish territory size smaller than the cross section spacing leaves cross section spacing as the governing variable.
determining minimum distance between fish. We were interested in how many fish each reach could
support, so we chose a minimum acceptable NREI of 0.0 J·s⁻¹. By definition, a fish achieving NREI of 0.0
J·s⁻¹ is neither gaining nor losing weight according to the model. Outputs from River2D, the NREI model,
and the results of fish placement are shown in Figure 2 for the NFAC1 reach. After estimating NREI and
carrying capacity, we calculated density by dividing carrying capacity estimates by the wetted areas
predicted by River2D, and we calculated biomass (g·m⁻²) for study reaches by multiplying reach density
(fish·m⁻³) by mean reach fish weight (g). Thus, our NREI-based estimates of capacity are implicitly
defined by a fish’s ability to maintain weight during the summer.

We also evaluated relationships between reach-level NREI summary statistics and fish abundance data by
examining reach-level collections of NREI estimates in three ways. First, we compared the total number
of suitable NREI locations in a reach (those with NREI estimates greater than or equal to 0.0 J·s⁻¹) to
observed reach fish abundance. Second, we divided the number of suitable locations by the total number
of NREI estimates to calculate the proportion of suitable NREI locations and compared this value to
observed fish density. Third, we calculated the mean NREI estimate and compared this value to observed
biomass. We treated negative NREI estimates as zeros when calculating the mean (as in Urabe et al.
2010).

Results

Field survey summary

In total, we surveyed more than 4 km of stream in support of our NREI assessment (Table 1) and
observed considerable contrast in NREI drivers across reaches. Sample reaches ranged widely in size,
spanning an order of magnitude in width (1.8 – 14.9 m) and two to three orders of magnitude in discharge
(0.031 – 1.257 m³·s⁻¹). Invertebrate drift also showed wide variation, approximately 50-fold, across the 22
survey reaches. Despite the wide variation in NREI drivers, fish density showed considerably less
contrast. Through mark–recapture (approximately 4600 tagged fish across reaches), we estimated reach-level densities (i.e. abundance / reach area) that centered between 0.4 and 1.4 fish · m$^{-2}$ at most reaches.

Flow simulation

Hydraulic model outputs for the NFAC1 reach were more accurate than those for the CC1 reach, which showed bias in depth predictions for the validation discharge (Figures 3 and 4). However, positive relationships between model predictions and measured depths and velocities indicated that both models preserved major depth and velocity patterns in the two study reaches. Mean absolute depth and velocity errors for the CC1 model were 0.05 m and 0.18 m·s$^{-1}$ at the calibration discharge (Figure 3A and 3B) and 0.07 m and 0.16 m·s$^{-1}$ for the validation discharge, respectively (Figure 3C and 3D). Mean absolute depth and velocity errors for the NFAC1 model were 0.05 m and 0.20 m·s$^{-1}$ for the calibration discharge (Figure 4A and 4B) and 0.04 m and 0.19 m·s$^{-1}$ for the validation discharge, respectively (Figure 4C and 4D). Mean absolute errors for NFAC1 equaled or exceeded those for CC1 in three of four cases, but the NFAC1 model did a better job overall at preserving flow patterns, indicated by a slope of ca. 1.0.

NREI predictions

Across all reaches, NREI predictions ranged from -12 J·s$^{-1}$ to 1.4 J·s$^{-1}$. Every reach had negative NREI predictions, and 17 of the 22 reaches also had a negative median NREI value. The range of mean predicted NREI values (treating negatives as zeros) spanned more than an order of magnitude with the smallest and largest predictions being 0.002 J·s$^{-1}$ and 0.21 J·s$^{-1}$, respectively. The model predicted every reach as being able to support fish, though predictions showed a considerable range of densities (0.3 fish·m$^{-2}$ – 3.2 fish·m$^{-2}$).

Relationship between NREI and observed fish abundance

A linear regression between observed and NREI-predicted fish densities was significant ($R^2 = 0.61$, $p < 0.001$; Figure 5). However, NREI-predicted density (a.k.a. capacity) exceeded observed density at all but
one reach. We found the total number of suitable NREI locations at a reach was not well correlated with observed abundance. While the regression of observed density on the proportion of suitable NREI locations was marginally significant ($R^2 = 0.18$, $p = 0.051$; Figure 6A), it explained only a minor portion of the variability in observed fish density across the 22 reaches. Mean NREI was not a significant predictor of fish biomass in the study reaches (Figure 6B).

**Discussion**

We have demonstrated that the Hayes NREI model can be readily applied beyond the habitat unit scale to the reach level using habitat data collected by the CHaMP monitoring protocol. We designed this study to test the feasibility of applying this NREI model with a few simplifying assumptions (e.g. uniform drift concentration) at spatial scales typically surveyed to monitor fish populations (e.g. 100 – 400 m stream reaches). We estimated NREI, carrying capacity, and fish density, and found a strong, positive correlation between predicted carrying capacity and observed fish density across 22 reaches in 2 basins. This effort significantly increases the spatial scales of typical NREI modeling research, and it demonstrates that habitat quality can be inferred from a mechanistic model. Our study also provides managers with an example of an alternative approach to assessing the viability of fish populations listed under the ESA and it suggests NREI modeling could be used to better understand the effectiveness of stream restoration. To our knowledge, this is both the first use of fine-scale topographic surveys to drive NREI modeling for a large number of reaches at relatively large spatial scales, and the first use of NREI modeling as a tool in long-term monitoring programs such as CHaMP to evaluate habitat quality and quantity.

Several previous studies suggested fish use habitat at a variety of spatial scales in relation to energetic costs and benefits. For example, fish foraged in positions predicted to offer high NREI values in both individual channel units (Hughes and Dill 1990) and a 250 m stream reach (Guensch et al. 2001). Reach-level NREI summary statistics were also shown to be significant predictors of fish biomass in pool and riffle channel units (Jenkins and Keeley 2010) and in 30 – 150 m long stream reaches (Urabe et al. 2010).
Corroborating the idea that NREI estimates are relevant to fish, we found NREI-predicted carrying capacity to be significant as a predictor of observed fish density. We believe estimating carrying capacity with the Hayes NREI approach will allow for a better understanding of the effectiveness of habitat restoration actions and fish population responses.

We assumed reaches predicted to have higher carrying capacity would also have higher fish density in agreement with ideal free distribution theory (Fretwell 1969). While we found predicted and observed densities were highly correlated, we also found densities to be far lower than predictions made by the NREI model. Predicted steelhead densities may have exceeded observed densities for several reasons. First, steelhead in both study basins are considered to be substantially depressed relative to historical levels, so much so that they are protected under the ESA (NOAA 2011). Reasons for the depressed populations may include factors outside our study areas. Second, whereas we modeled the single dominant species in our study reaches, other drift-feeding species were present and may have fed on invertebrate drift to an extent that could reduce resources available to steelhead. Third, it’s possible that our chosen NREI threshold value for fish placement of 0.0 J·s\(^{-1}\), which implies fish are at least able to maintain weight, could be too low because fish need greater-than-maintenance NREI to support growth and reproduction. However, we commonly observe fish that do not gain weight, in fact many lose weight, during baseflow periods of summer, so a neutral fish placement threshold value may be a reasonable assumption to represent survival through this potentially stressful period. Finally, we assumed invertebrate drift was uniform throughout each reach, effectively ignoring reach-level effects of drift depletion by foraging fish and possibly inflating the total amount of invertebrate drift available to fish in the model. Despite these limitations, the model still successfully accounted for nearly 2/3 of variation in observed fish density in two distant and distinct basins.

One reach in our study appeared to exert heavy influence on the relationship between observed and predicted fish densities. However, because we are validating a simulation model with observed data,
rather than developing a predictive relationship that could be dramatically altered by influential points, we
believe inclusion of this influential point is important to test the NREI model under a broader range of
conditions. Despite its heavy influence, this study reach had the highest observed and predicted densities,
indicating that the NREI model positioned it correctly amongst the 22 reaches. The modeled relationship
did not change dramatically when we excluded this reach from the regression (i.e. the slope and intercept
were similar; Figure 5), but the regression did account for a smaller portion of variation in observed fish
density ($R^2 = 0.61$ when included; $R^2 = 0.24$ when excluded). We also excluded from regression the
single reach where observed densities were higher than predicted densities, as this point was detected as
an outlier because it was outside the 95% prediction interval. We still, however, observed a similar
relationship (slope = 0.41, intercept = -0.04, $R^2 = 0.73$, $p < 0.0001$) to the regression including all 22
study reaches. Interestingly, this reach also had the smallest mean fish length (61 mm) and the highest
observed temperature, suggesting that behavioral and allometric relationships may not be extrapolated
across all size classes of fish or to all environmental settings.

In contrast to Urabe et al. (2010), we found mean NREI was not correlated with observed juvenile
steelhead biomass. We also expected the proportion of suitable NREI estimates to be a better predictor of
fish density than the mean NREI value; however, proportion of suitable NREI values was only weakly
correlated to observed density. In view of these results, we believe the spatial configuration of habitat, in
addition to its energetic profitability, needs to be examined when assessing relationships between NREI
predictions and observed fish density. This concept can be highlighted by considering two streams with
identical sets of NREI values that happen to be in different spatial arrangements. Depending on the spatial
configuration of suitable NREI values, the two streams might be expected to support different numbers of
territorial fish (Figure 7) even though they would have the same mean NREI estimate and proportion of
suitable NREI predictions. Thus, carrying capacity estimates, as predicted by a fish placement system,
may provide a better synthesis of the diverse spatial distribution of NREI values throughout a reach than
simple summary statistics to illuminate patterns of habitat use.
Our assumption of spatially uniform invertebrate drift has two key implications. First, we did not use the drift model to simulate spatially variable prey concentrations. Therefore, drift in the model might have displayed lower small-scale spatial variation than may actually occur (Shearer et al. 2002), especially in habitat units where invertebrates might be expected to settle (e.g. long, slow pools or runs). Second, as mentioned previously, we did not simulate depletion of drifting prey items by drift-feeding fish. Ignoring the influence of drift depletion could inflate food concentrations in the model and result in higher carrying capacity predictions, suggesting capacity estimates could be considered an upper limit to fish density under food-rich conditions. However, an alternative viewpoint is that drift samples quantify the drifting invertebrate prey items remaining in the drift after competition has occurred, suggesting that competition is implicitly represented by the drift values we used in this study (Rosenfeld et al. 2014).

Spatially explicit modeling of drift dispersion and depletion has been demonstrated (Hayes et al. 2007), but it requires collection and processing of many spatially explicit drift samples along with calibration of a drift model. It’s possible that modeling drift dispersion and depletion by foraging fish might have improved fish density predictions in this study. We attempted, but were unable, to achieve close agreement between drift model predictions and spatially explicit drift samples at the CC1 and NFAC1 reaches using this approach, hence the adopted assumption of uniform drift in this study (Wall 2014).

Consumption by foraging fish, substrate movement, invertebrate swimming ability, and invertebrate drifting behavior influence concentrations of prey items in the drift and further complicate drift modeling (Rader 1997). Of these, only consumption by foraging fish is explicitly accounted for by the Hayes et al. (2007) drift model. In addition, much of the information needed to parameterize models like the Hayes et al. (2007) drift model is unavailable for most taxa (Rosenfeld et al. 2014). While evidence exists that hydraulic mixing in turbulent streams homogenizes drift (Leung et al. 2009), spatially uniform invertebrate drift concentration is likely a poor assumption (see Shearer et al. 2002) despite its near-ubiquity in NREI modeling research (e.g. Jenkins and Keeley 2010; Urabe et al. 2010).
approaches for predicting spatially variable invertebrate drift warrant continued development and future research (Anderson et al. 2013).

Rather than relying on observed depths and velocities, the Hayes NREI model uses hydraulic model predictions to calculate NREI. A small number of previous studies used flow simulations to provide depth and velocity estimates for NREI modeling (e.g. Guensch et al. 2001; Booker et al. 2004), but the majority of studies measured depths and velocities in the field (e.g. Urabe et al. 2010). Using flow simulations to provide depth and velocity inputs for NREI models, rather than measuring them in the field, can provide depth and velocity estimates with equal or lower error than field-measured values (Pasternack et al. 2006) at increased spatial resolution. This increased spatial resolution carries over to the spatial resolution of NREI estimates as well. For example, depending on cross section width, we typically attained over 20 NREI estimates per square meter in this study. By comparison, other recent studies (e.g. Jenkins and Keeley 2010; Urabe et al. 2010) achieved less than five predictions per square meter. In addition to increased spatial resolution, flow simulations can also provide depth and velocity estimates under different discharge or topographic scenarios, allowing modelers to investigate the influence of flow regulation (e.g. Hayes et al. 2007) or changes to channel structure (e.g. planned restoration) on spatial patterns of NREI predictions or predicted capacities (Rosenfeld et al. 2014; Wall 2014). For these reasons, the Hayes NREI model shows great potential to help large-scale monitoring programs evaluate fish habitat quality and quantity from an energetic perspective by comparing NREI distributions and capacity estimates.

A main goal of our study was to evaluate the feasibility of applying the Hayes NREI approach in a large-scale monitoring program to help evaluate fish habitat quality and quantity. While we were able to apply the Hayes NREI model in multiple reaches, each study reach required considerable time and effort, despite having topography, temperature, and invertebrate drift data already collected by CHaMP. Simulating flows and then modeling stream tubes, foraging, and NREI usually required between one and
four days once the inputs had been collected. We spent the majority of that time in River 2D and the Stream Tubes program. While River 2D produced acceptable depth and velocity predictions in the study reaches, other hydraulic modeling platforms might offer improved automation and efficiency to help speed modeling efforts. For example, hydraulic models accepting raster inputs as topography data sets exist and are both convenient and efficient because many topographic data sets are in raster formats. In fact, since completion of this study, CHaMP has automated the Delft3D model to produce 2.5D output in raster format and has implemented the model across all CHaMP reaches, greatly increasing NREI modeling efficiency. One-dimensional hydraulic models are also an option and can be more cost effective than 2D models, but they do not capture as much spatial complexity of habitat as 2D models. Regardless, they can still provide valuable information regarding relative differences between NREI or capacity predictions from different reaches or habitat scenarios. The Stream Tubes program successfully divided cross sections into tubes of equal discharge, but it did exhibit some problems in areas with complex flow patterns, around sharp bends, or near islands. In addition, fine cross section spacing such as the values used in this study made stream tube placement more difficult, greatly increasing the manual oversight required to prepare reach data. Stream tubes are currently needed to take advantage of the Hayes et al. (2007) drift dispersion model; however, the assumption of spatially uniform invertebrate drift concentration greatly simplifies drift calculations in the model and alleviates the need for stream tubes. While the drift, foraging, and NREI models usually did not require user intervention, these models still took between 35 minutes and 13 hours (mean processing time was roughly 3 hours) on 32-bit personal computers with 4 gigabytes of random access memory. Any single change to model inputs (e.g. a change in temperature) required re-simulation and the same time investment over again. Unfortunately, the net effect of these complications makes calibration, validation, and sensitivity analysis extremely difficult, if not impossible, especially if hundreds of reaches are to be simulated, as is the case for CHaMP. A final challenge to widespread implementation is that the model is currently limited to a single modeled fish size per simulation. Moving the model to an individual-based modeling system might allow for simulations of
multiple size classes simultaneously, and it would benefit future studies considering the importance of size hierarchies in structuring populations.

While neither Hayes et al. (2007) nor this study performed a full sensitivity analysis on the Hayes NREI model, the influence of parameter uncertainty on the predictions of foraging models can be useful to guide future research or direct data collection efforts to improve model accuracy. In a formal sensitivity analysis of his NREI model, Addley (1993) found NREI predictions to be sensitive to the fish’s reactive distance to prey, estimates of the energy content of prey items, and invertebrate drift concentration used in the model. Detailed observations of foraging fish indicate that capture success declines rapidly with increasing distance from a fish’s focal point and with velocity (Hill and Grossman 1993; Hughes et al. 2003; Piccolo et al. 2008b), rather than experiencing uniformity throughout the capture area as is commonly assumed (Rosenfeld et al. 2014). A review of foraging model research indicated that the functions governing capture success, which are dependent upon reactive distance, and the models used to predict swimming costs are two of the most influential components in NREI models (Rosenfeld et al. 2014). However, the spatial distribution, dispersal, and production of drift within modeled reaches may be the largest uncertainty faced by foraging modelers (Rosenfeld et al. 2014). In light of these findings and the result that gross energy intake predictions typically dwarf predicted swim costs (Hill and Grossman 1993; Piccolo et al. 2008a), empirical functions to more accurately predict capture success while taking into account velocity and distance from the fish’s focal point are needed. Advances in predicting capture success would improve NREI prediction accuracy and, therefore, our ability to discern relative differences in habitat profitability. However, if accurate growth predictions are also of research interest, then both capture success functions and swim costs models will need to be improved. In this case, future research should also focus on models that can accurately predict the energetic costs of swimming in a turbulent environment (Rosenfeld et al. 2014). Full sensitivity analysis of the Hayes NREI model would require sensitivity analysis of the approach’s submodels, including performance of the hydraulic modeling package used, the Stream Tubes program, and the drift dispersion model.
The Hayes NREI model provides a substantial contribution to the NREI modeling approach. The model addresses criticisms of habitat suitability approaches (e.g. exclusion of food in habitat selection; Rosenfeld and Boss 2001), and provides a mechanistic understanding of how certain habitat variables influence habitat quality and quantity (Rosenfeld et al. 2014). However, the model works at a fine spatial scale and can be computationally expensive, making it difficult to implement across large-scale monitoring programs. We believe improved model efficiencies, once achieved, will greatly increase the use of NREI predictions in habitat assessments where supporting data have been collected. We also believe the NREI modeling approach has great potential to provide an energetics context to questions of fish habitat quantity and quality.
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### Tables and Figures

#### Tables

Table 1. General characteristics of the 22 study reaches at the time of sampling. Standard error of mean weight is shown in parenthesis. CC = Charley Creek, NFAC = North Fork Asotin Creek, SFAC = South Fork Asotin Creek, and MFJDR = Middle Fork John Day River.

<table>
<thead>
<tr>
<th>Reach Name</th>
<th>Mean Wetted Width (m)</th>
<th>Mean Thalweg Depth (m)</th>
<th>Wetted Area (m²)</th>
<th>Water Surface Gradient</th>
<th>Drift Density (No·m⁻³)</th>
<th>Discharge (m³·s⁻¹)</th>
<th>Mean Steelhead Weight (g)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CC1</td>
<td>3.4</td>
<td>0.22</td>
<td>604</td>
<td>0.009</td>
<td>0.6</td>
<td>0.263</td>
<td>13.4 (0.53)</td>
</tr>
<tr>
<td>CC2</td>
<td>3.6</td>
<td>0.20</td>
<td>557</td>
<td>0.023</td>
<td>1.2</td>
<td>0.180</td>
<td>13.9 (0.62)</td>
</tr>
<tr>
<td>CC3</td>
<td>3.4</td>
<td>0.19</td>
<td>633</td>
<td>0.029</td>
<td>1.0</td>
<td>0.212</td>
<td>16.2 (0.77)</td>
</tr>
<tr>
<td>CC4</td>
<td>3.5</td>
<td>0.22</td>
<td>619</td>
<td>0.021</td>
<td>2.0</td>
<td>0.220</td>
<td>19.1 (1.00)</td>
</tr>
<tr>
<td>NFAC1</td>
<td>7.9</td>
<td>0.35</td>
<td>1654</td>
<td>0.017</td>
<td>1.1</td>
<td>0.718</td>
<td>19.7 (1.51)</td>
</tr>
<tr>
<td>NFAC2</td>
<td>6.9</td>
<td>0.34</td>
<td>1418</td>
<td>0.008</td>
<td>0.7</td>
<td>0.662</td>
<td>26.4 (1.96)</td>
</tr>
<tr>
<td>SFAC1</td>
<td>4.7</td>
<td>0.20</td>
<td>857</td>
<td>0.018</td>
<td>10.5</td>
<td>0.120</td>
<td>16.6 (0.69)</td>
</tr>
<tr>
<td>SFAC2</td>
<td>3.7</td>
<td>0.22</td>
<td>635</td>
<td>0.029</td>
<td>1.9</td>
<td>0.146</td>
<td>18.0 (0.75)</td>
</tr>
<tr>
<td>SFAC3</td>
<td>4.9</td>
<td>0.20</td>
<td>876</td>
<td>0.028</td>
<td>2.1</td>
<td>0.103</td>
<td>19.4 (1.28)</td>
</tr>
<tr>
<td>Bridge Ck.</td>
<td>3.0</td>
<td>0.13</td>
<td>368</td>
<td>0.015</td>
<td>7.4</td>
<td>0.058</td>
<td>21.4 (3.83)</td>
</tr>
<tr>
<td>Hidaway Ck.</td>
<td>4.1</td>
<td>0.25</td>
<td>532</td>
<td>0.006</td>
<td>0.7</td>
<td>0.050</td>
<td>11.7 (1.0)</td>
</tr>
<tr>
<td>Camas Ck.</td>
<td>12.9</td>
<td>0.43</td>
<td>3537</td>
<td>0.004</td>
<td>2.2</td>
<td>0.290</td>
<td>17.1 (1.19)</td>
</tr>
<tr>
<td>Rock Ck.</td>
<td>6.7</td>
<td>0.50</td>
<td>1579</td>
<td>0.004</td>
<td>2.4</td>
<td>0.472</td>
<td>3.5 (0.18)</td>
</tr>
<tr>
<td>Service Ck.</td>
<td>2.1</td>
<td>0.32</td>
<td>233</td>
<td>0.002</td>
<td>0.5</td>
<td>0.183</td>
<td>13.9 (0.91)</td>
</tr>
<tr>
<td>Clear Ck.</td>
<td>10.3</td>
<td>0.37</td>
<td>2271</td>
<td>0.008</td>
<td>0.2</td>
<td>0.420</td>
<td>26.3 (2.50)</td>
</tr>
<tr>
<td>Thirtymile Ck.</td>
<td>6.1</td>
<td>0.29</td>
<td>999</td>
<td>0.008</td>
<td>7.4</td>
<td>0.125</td>
<td>28.0 (3.76)</td>
</tr>
<tr>
<td>Cummings Ck.</td>
<td>1.8</td>
<td>0.18</td>
<td>184</td>
<td>0.022</td>
<td>0.9</td>
<td>0.050</td>
<td>5.8 (0.66)</td>
</tr>
<tr>
<td>Granite Ck.</td>
<td>14.3</td>
<td>0.36</td>
<td>4683</td>
<td>0.018</td>
<td>0.6</td>
<td>1.033</td>
<td>6.9 (0.40)</td>
</tr>
<tr>
<td>Pine Ck.</td>
<td>6.1</td>
<td>0.20</td>
<td>773</td>
<td>0.007</td>
<td>5.1</td>
<td>0.031</td>
<td>11.5 (1.49)</td>
</tr>
<tr>
<td>SF Deer Ck.</td>
<td>2.0</td>
<td>0.35</td>
<td>268</td>
<td>0.007</td>
<td>0.7</td>
<td>0.245</td>
<td>20.1 (4.24)</td>
</tr>
<tr>
<td>MFJDR1</td>
<td>14.9</td>
<td>0.41</td>
<td>6056</td>
<td>0.004</td>
<td>1.3</td>
<td>1.257</td>
<td>42.7 (3.85)</td>
</tr>
<tr>
<td>MFJDR2</td>
<td>7.0</td>
<td>0.48</td>
<td>1268</td>
<td>0.004</td>
<td>1.3</td>
<td>0.370</td>
<td>27.4 (2.08)</td>
</tr>
</tbody>
</table>
Table 2. Stream tube and cross section spacing assignment criteria. Numbers of vertical and lateral stream tubes were based on stream size. Cross sections spacing (not shown in table) was 0.2 m for all reaches.

<table>
<thead>
<tr>
<th>Vertical stream tube assignment</th>
<th>Lateral stream tube assignment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean thalweg depth</td>
<td>Vertical stream tubes (5)</td>
</tr>
<tr>
<td>≤ 0.25 m</td>
<td>≤ 6 m</td>
</tr>
<tr>
<td>&gt; 0.25 m</td>
<td>1 per 0.05 m mean thalweg depth</td>
</tr>
<tr>
<td></td>
<td>&gt; 6 m</td>
</tr>
<tr>
<td></td>
<td>1 per 0.33 m mean wetted width</td>
</tr>
</tbody>
</table>

Figures

Figure 1. Locations of the 22 study reaches in the Asotin Creek (A) and the John Day River (B) watersheds.
Figure 2. River 2D depth and velocity predictions (A), predicted spatial variation in NREI (B), and predicted spatial variation in NREI showing predicted fish locations (C) for the NFAC1 reach.
Figure 3. Hydraulic model calibration (top) and validation (bottom) results for the CC1 reach depth (left) and velocity (right) predictions. One-to-one line shown in dashed grey.
Figure 4. Hydraulic model calibration (top) and validation (bottom) results for the NFAC1 reach depth (left) and velocity (right) predictions. One-to-one line shown in dashed grey.
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Figure 5. Linear regression between observed and predicted steelhead densities. Results for the CC1 and NFAC1 reaches are shown by the star and diamond, respectively. One-to-one line shown as light grey with long dashes. Short-dashed, dark grey line represents removal of the reach with highest observed and predicted densities.
Figure 6. Observed steelhead density vs. proportion of suitable NREI locations (A). Observed biomass vs. mean predicted NREI (B).
Figure 7. Two stream segments, differing only in the spatial configuration of suitable habitat, illustrate the role of habitat configuration in determining stream capacity. The stream segments below could have identical mean NREI and proportion of suitable habitat, but might support different numbers of territorial fish because of the spatial arrangement of acceptable foraging locations.