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ERRATA

(1) Although the program PLATE is consistent with the results of the frequency domain method (section 3.2.1), scale model studies agree even more closely.

(2) The vertical magnetic field is seen to increase by two orders of magnitude on figures 4.38 and 4.39 (discussed on page 44 lines 23-25). These increases are due to coding errors in the computer program. The errors from numerical sources can thus be contained by filtering the field and expanding the grid.

(3) The calculations are presently done on an array processor and run times are of the order of 10 to 15 minutes. This allows filtering/expansion decisions to be made interactively.

January 1986
ABSTRACT

In electrically conductive geological environments electromagnetic prospecting systems experience difficulty in sensing bodies buried below conductive overburden. Not only may coupling exist between the conductor and the overburden, but in many cases an anomalous response may be due entirely to lateral variations in the conductivity of the overburden.

This thesis presents a method of calculating the electromagnetic response of a thin sheet with a laterally varying conductivity-thickness product. The thin sheet is suspended in free space. This model will approximate the effect of an overburden layer lying on an unweathered resistive crystalline rock.

Two solution methods were used. The first was a frequency domain method in which a matrix equation was solved to find the horizontal wavenumber components of the induced vertical magnetic field. The method is best suited to calculating the response of the sheet when excited by frequency domain airborne E.M. systems.

The second method calculates the time domain step-response of the sheet by time stepping the component of the magnetic field which cuts normally through the sheet. To calculate the time derivative of the normal (vertical) field, the horizontal
components of the magnetic field must be known. The conversion of the vertical components of the magnetic field to the horizontal components of the magnetic field is done in the wavenumber domain. To transform the field to wavenumber domain the fast Fourier transform is used.

The time domain method works well when the sheet is excited by a large loop placed a small distance above the sheet. The conductance of the sheet must vary smoothly. Instabilities result at late times, but these have been overcome by forcing the solution towards the solution for a uniform thin sheet.
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1.0 CHAPTER 1 - INTRODUCTION

Ore bodies are generally more conductive than the surrounding rock, and therefore it is possible to detect their presence using electromagnetic (E.M.) prospecting systems. In terrains such as Australia and South Africa a weathered surface layer (overburden) will frequently be more conductive than the surrounding bedrock. It is sometimes not possible to distinguish the E.M. response of an overburden with a laterally varying conductivity from the E.M. response of a conductor (ore body) buried beneath an overburden. This thesis presents a method of calculating the E.M. response of an overburden with laterally varying conductivity. This will allow overburdens of non-uniform conductivity to be modelled, and hopefully it will enable non-uniform overburdens to be distinguished from buried conductors.

Man-made or artificial source E.M. prospecting systems consist of a transmitter and a receiver (for general reference see Grant and West (1965), Ward (1967) and Telford et al (1976)). The transmitter transmits a time-varying primary magnetic field which induces currents in conductive target bodies. A secondary magnetic field is associated with the induced currents, and the receiver measures this field (or a quantity related to it). Results are generally displayed by plotting the secondary field along profiles, and early interpretation techniques mostly involved the recognition of anomalous "bumps" on these profiles. The anomalies indicate lateral changes in the secondary field and therefore lateral
changes in the conductivity of the target zone.

Frequency domain systems measure the response of the target when it is excited by a primary magnetic field whose magnitude is oscillating at a fixed frequency (or a number of fixed frequencies). The nature of the currents induced in the ground varies with the frequency of the exciting field. Therefore exciting the ground with several frequencies results in more information being obtained about the conductivity structure of the ground. For example, if a conducting body exhibits an anomalous response both at a high frequency and at a low frequency, it must be a better conductor than one which only has an anomalous response at a high frequency. If the conductor is excited with several frequencies, then even more information relating to the target body can be obtained. An extension of this concept leads to taking measurements in the time domain. This involves taking measurements of the secondary field as a function of delay time (the time after the earth has been pulsed with a magnetic field). An early example of a time domain system is the INPUT system (See Barringer (1962) or Nelson and Morris (1969) for a description of the system).

Frequency and time domain E.M. systems can be divided into two categories - moving transmitter and fixed transmitter systems. For logistic reasons the moving transmitter systems are light in weight, and generally take measurements in the frequency domain. The fixed transmitter systems are larger and heavier (large transmitter loops), and generally take measurements in the time domain. For the moving transmitter systems the distance between the transmitter and receiver is generally fixed, whilst for the fixed transmitter systems the
relative position of the receiver is varied.

Geophysical measurements are made so that the form and physical properties of an unknown structure can be inferred from the measured response. This is done by assuming that a conductor takes a certain form. The response associated with that form is then calculated, and the parameters which describe the body (e.g. size, orientation, conductivity, depth, etc.) are adjusted until the calculated response closely matches the measured response. The bodies which can be modelled are restricted to those for which the E.M. response can be calculated.

Responses have been obtained using scale model studies, theoretical solutions and computer models. Examples of scale model results are those published by Palacky (1975) and Gupta et al (1980). Theoretical solutions have been obtained for an infinite cylinder (Verma (1972)), a sphere in a conductive medium (Singh (1973)), a layered earth (Knight and Raiche (1983)), and many other examples to be found in the geophysical literature. Numerical computer models have also been obtained, and examples of these are Wannamaker et al (1984), Das and Verma (1982) and Lajoie and West (1976).

A large number of the theoretical and computer models assume that the conductive body behaves as if it were situated in free space (for example Mallick (1972) and Dyck et al (1980)). In many cases this is an adequate assumption, however in other cases it is not, and even if the host medium is very resistive, the target zone may be overlain by a conducting overburden. In cases such as this electromagnetic coupling
makes the response more difficult to calculate. Scale modelling with conductive overburdens has been done by Lowrie and West (1965) and Gaur and Verma (1973). Oristaglio and Hohmann (1984) have provided a numerical solution to the problem of a conductor of arbitrary shape beneath a conducting overburden by stepping the fields through time. They assumed that the fields vary only in two dimensions. The source must therefore be one or more infinite wires, and the body and overburden must extend for an infinite distance along strike.

Methods of computing the E.M. response due to a laterally varying sheet (overburden) have been found in the case of the magneto-telluric method (recent examples are Greenfield (1971) and McKirdy and Weaver (1984)). For a finite three dimensional source Geyer and Wait (1978) obtained the E.M. response for a laterally varying conducting sheet, however their method is restricted to variations which have cylindrical symmetry.

In Chapter 2 of this thesis equations have been derived which can be used to calculate the response when an arbitrary source excites a sheet of arbitrary conductivity distribution (within certain limits). The frequency domain solution is found in Chapter 3, and the method is best suited to moving transmitter loops which are some distance above the sheet (such as in airborne systems). Time domain systems generally have large transmitter loops lying on the ground. In Chapter 4 a method has been developed which can calculate the decay of the fields associated with such loops by stepping the fields through time using a finite difference approximation.
2.0 CHAPTER 2 - INDUCTION IN THIN SHEETS

The problem of Electromagnetic induction in thin sheets of infinite extent has been examined by Price (1949). The theory, as outlined here, follows Price (1949), Grant and West (1965) and Edwards (unpublished 1973).

Consider a sheet of infinite extent, which for convenience can be considered to be lying in the z=0 plane of a Cartesian co-ordinate system. The sheet has a thickness 'd' which is assumed to be very small, but the conductivity $\sigma$ is so large that $\sigma d$ remains finite as $d$ vanishes. Define the 'resistance' $R(x,y)$ where

$$R(x,y) = l./ (\sigma(x,y)d(x,y))\ .$$

(2.0.1)

The currents induced in the sheet will be contained entirely within the sheet, and thus we can define a surface current density $K$ where

$$K = J \ d = E \ \sigma d = E \ / \ R.$$ 

(2.0.2)

Here $E$ is the total electric field intensity. Once again $J$ can be infinite, but $K$ must remain finite.

The total magnetic field intensity may be divided up into two components i.e.

$$H = \overline{H} + H^i,$$

(2.0.3)

where $\overline{H}$ is the primary component of the field which excites the
sheet and \( \mathbf{H}^i \) is the secondary component associated with the currents induced in the sheet. These shall be referred to as the exciting and induced fields respectively.

The boundary conditions which apply to the magnetic fields in the vicinity of the sheet are:

(i) the exciting field \( (\mathbf{H}^e) \) must be continuous through the sheet,

(ii) the normal component of the induced field \( (\mathbf{H}^i_x) \) must be continuous through the sheet, and

(iii) the tangential components \( (\mathbf{H}^i_x \text{ and } \mathbf{H}^i_y) \) of the induced magnetic field will be equal in magnitude and opposite in sign on the positive (+) and negative (-) sides of the sheet.

The last boundary condition is a function of the symmetry of the induced field about the sheet (see Grant and West (1965) for further details). The boundary conditions can be written mathematically as follows:

\[
\mathbf{H}^e - \mathbf{H}^i = 0 \quad (2.0.4)
\]

\[
\mathbf{n} \cdot [\mathbf{H}^i_x - \mathbf{H}^i_x] = 0 \quad (2.0.5)
\]

\[
\mathbf{n} \times [\mathbf{H}^i_x + \mathbf{H}^i_y] = 0 \quad (2.0.6)
\]

where the + and the - represent the fields above and below the sheet respectively.

Assuming no displacement currents, Maxwell's equations and Ohm's law can be written as follows:

\[
\text{div}(\varepsilon \mathbf{E}) = \mathbf{J} \quad (2.0.7)
\]
\[ \text{div}(\mu \mathbf{H}) = 0 \]  \hspace{1cm} (2.0.8)
\[ \text{curl}(\mathbf{H}) = \mathbf{J} \]  \hspace{1cm} (2.0.9)
\[ \text{curl}(\mathbf{E}) = -\mu \frac{d\mathbf{H}}{dt} \]  \hspace{1cm} (2.0.10)

and

\[ \mathbf{J} = \delta \mathbf{E}, \]  \hspace{1cm} (2.0.11)

where

\[ \mu = \text{the magnetic permeability of the media}, \]
\[ \epsilon = \text{the electric permittivity of the media}, \]
\[ \delta f = \text{the charge density of the free charges and} \]
\[ t = \text{time}. \]

The normal (z) component of 2.0.10 can be written

\[ \frac{\partial E_z}{\partial x} - \frac{\partial E_x}{\partial y} = -\mu \frac{\partial H_z}{\partial t}, \] \hspace{1cm} (2.0.12)

Because the currents flows entirely within the sheet, 2.0.11 gives:

\[ E_x = R K_x \]  \hspace{1cm} (2.0.13)
\[ E_y = R K_y \]  \hspace{1cm} (2.0.14)

Expanding 2.0.9 and using the boundary conditions 2.0.4 to 2.0.6 yields:

\[ K_x = -2H_y \]  \hspace{1cm} (2.0.15)
\[ K_y = 2H_x \]  \hspace{1cm} (2.0.16)
Substitute 2.0.13 to 2.0.16 into 2.0.12

\[ R \, \text{div}(\mathbf{H}_+^i) + \text{grad}(R) \cdot \mathbf{H}_+^i = -\frac{\mu}{2} \frac{\partial H_z}{\partial t} \quad (2.0.17) \]

where \text{div} and \text{grad} are two-dimensional operators in the \( z=0 \) plane. This differential equation must be solved to find the induced fields on the positive side of the sheet.

2.1 Potential Functions

If we assume that \( \mu \) is constant throughout the medium, then \( \text{div} (\mathbf{H}) = 0 \) (from 2.0.8). Outside the sheet (in the dielectric) \( \text{curl} (\mathbf{H}) = 0 \), and thus we can define a Magnetic potential \( \phi \) such that

\[ \mathbf{H} = -\text{grad}(\phi) \quad (2.1.1) \]

and \( \phi \) will be a solution to Laplace's equation.

As the problem is linear the potential \( \phi \) can be divided into exciting and induced potentials.

\[ \mathbf{H}_+^e = -\text{grad}(\phi_+^e) \quad (2.1.2) \]

\[ \mathbf{H}_+^i = -\text{grad}(\phi_+^i) \quad (2.1.3) \]

In the sheet \( K \) is divergence free, and thus it can be represented by the curl of a scalar stream potential.

\[ K = \text{curl}(\phi_+^s) \]
\[ = -n \times \text{grad}(\phi) \]

but from 2.0.15 and 2.0.16

\[ K = n \times 2\phi \]

\[ = -n \times 2\text{grad}(\phi) \]

thus

\[ \psi = 2 \phi \]

(2.1.4)

All the quantities are measured on the positive side of the sheet, and thus the + subscript can be dropped.

2.2 Fourier Domain

If \( f(x,y) \) is a two dimensional function in the space domain, then the two dimensional transform \( \mathcal{F}(p,q) \) and the function are connected via the relations (see Bracewell (1978)):

\[ \mathcal{F}(p,q) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x,y) \exp(-ipx - iqy) \, dx \, dy \]

\[ f(x,y) = \frac{1}{(2\pi)^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \mathcal{F}(p,q) \exp(+ipx + iqy) \, dp \, dq \]

where \( i \) is the square root of negative one. The short hand notation for the relation between Fourier transform pairs is:

\[ f(x,y) \leftrightarrow \mathcal{F}(p,q) \]

The two dimensional convolution of two functions (represented by \( * \)) can be written:
\[ f(x, y) \ast g(x, y) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x-\xi, y-\eta) g(\xi, \eta) \, d\xi \, d\eta. \]

Using the convolution theorem,

\[ f(x, y) \ast g(x, y) \longleftrightarrow \mathcal{F}(p, q) \, \mathcal{G}(p, q). \]

While if

\[ \mathcal{F}(p, q) \ast \mathcal{G}(p, q) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \mathcal{F}(p-\xi, q-\eta) \mathcal{G}(\xi, \eta) \, d\xi \, d\eta, \]

then,

\[ \mathcal{F}(p, q) \ast \mathcal{G}(p, q) \longleftrightarrow (2\pi)^3 \, f(x, y) g(x, y). \]

The differentiation rules are:

\[ \frac{d(f(x, y))}{dx} \longleftrightarrow +i \, p \, \mathcal{F}(p, q) \quad (2.2.0) \]
\[ \frac{d(f(x, y))}{dy} \longleftrightarrow +i \, q \, \mathcal{F}(p, q). \quad (2.2.1) \]

If \( f(x, y) \) satisfies Laplace's equation, and has a transform \( \mathcal{F}(p, q) \), then:

\[ (d^2/dx^2 + d^2/dy^2 + d^2/dz^2) f(x, y) = 0 \]

becomes, on transforming to the wave-number domain:

\[ -p^2 \mathcal{F}(p, q) - q^2 \mathcal{F}(p, q) = -d^2(\mathcal{F}(p, q))/dz^2. \]

The solution to this differential equation is:
\[ \bar{F}(p,q) \big|_{z+z'} = \bar{F}(p,q) \big|_{z=0} \exp(\pm z' (p^2 + q^2)^{1/2}) \]  

where the \( \pm \) sign depends on whether \( z = z' \) is nearer (+) or farther (-) than \( z = 0 \) from the source.

From (2.2.3) we can write:

\[ d(\bar{F}(p,q))/dz \big|_{z=z'} = \pm (p^2 + q^2)^{1/2} \bar{F}(p,q) \big|_{z=z'} \]  

(2.2.4)

and

\[ d^2(\bar{F}(p,q))/dz^2 \big|_{z=z'} = (p^2 + q^2) \bar{F}(p,q) \big|_{z=z'} . \]  

(2.2.5)

2.3 Relations between quantities in Wavenumber domain

The vertical and horizontal components of the field are the negative vertical and horizontal derivatives of the scalar potential. Therefore they are related to each other in the Fourier domain.

From 2.1.1 and 2.1.4 the Fourier transform of the vertical component of the magnetic field and the stream potential are related as follows:

\[ \bar{\Psi} = 2 \bar{H}_z(p,q,0) \big/ (p^2 + q^2)^{1/2} \]  

\[ (p^2 + q^2) = 0 \]  

(2.2.0)

For \( p = q = 0 \), the \( \bar{H}_z \) and \( \bar{\Psi} \) can be set to zero. The magnitude of the zero wavenumber term is not important, as it transforms to a constant value in space domain, and only the derivatives of the stream potential are important. The lines of constant \( \Psi(x,y) \) represent flow directions for the current.
The transforms of the vertical and horizontal fields are thus related as follows:

$$\overline{h}_x(p, q, z) = -ip \overline{h}_x(p, q, 0) \frac{\exp(-z(p^2+q^2)^{1/2})}{(p^2+q^2)^{1/2}} \quad (2.2.1)$$

similarly

$$\overline{h}_y(p, q, z) = -iq \overline{h}_y(p, q, 0) \frac{\exp(-z(p^2+q^2)^{1/2})}{(p^2+q^2)^{1/2}} \quad (2.2.2)$$

To obtain the space domain fields, these must be inverse Fourier transformed.
3.0 CHAPTER 3 - THE FREQUENCY DOMAIN SOLUTION

The Fourier transform of 2.0.17 is:

\[
\begin{align*}
\left[ \frac{\bar{R}^f}{(p^2+q^2)^{\nu_k}} + \frac{p\bar{R}^f}{(p^2+q^2)^{\nu_k}} + \frac{\bar{q}^f}{(p^2+q^2)^{\nu_k}} + \frac{q\bar{q}^f}{(p^2+q^2)^{\nu_k}} \right] \bar{H}^i_z + 2\pi \mu i\omega \bar{H}^e_z \\
= -2\pi \mu i\omega \bar{H}^e_z
\end{align*}
\] (3.0.1)

where \( \bar{R}(p,q) \) and \( \bar{H}^e_z(p,q) \) are known, and an \( \exp(i\omega t) \) time dependence is assumed (\( \omega \) is frequency in rad/sec).

If the discrete value Fourier transform is used, then \( \bar{H}^e_z(p,q) \) and \( \bar{H}^i_z(p,q) \) are vectors, and thus 3.0.1 is a matrix equation of the form

\[
\{ A + c(\omega) I \} \bar{H}^i_z(p,q) = \bar{H}^e_z(p,q).
\] (3.0.2)

where \( A \) is a complex matrix, \( c \) is a constant (for fixed \( \omega \) ) and \( I \) is the identity matrix. For a specified resistance distribution and frequency \( \{ A + cI \} \) can be inverted, and the inverse used to solve for many different right hand side vectors. Each different right hand side vector will represent the transform of the exciting field for a different transmitter position, and hence profiles such as those which are normally obtained in Helicopter EM (HEM) work can be calculated.

Implicit in the use of the discrete Fourier transform is the assumption that the transformed field repeats itself periodically in space. The exciting source is therefore made up of many identical sources which repeat periodically in the space domain. If the source fields do not approximate to zero at the edge of the grid, then the effect from sources outside the
sampled grid will not be negligible. Thus care must be taken to ensure that regions where the exciting field is significant do not approach too closely to the edge of the discretization grid.

A complex matrix solver is required to invert \( A + \text{cI} \). Of the solvers tested, the most efficient was a Gaussian elimination routine due to Groom (pers. com. 1984), which operates on columns and uses partial pivoting.

The discretization of the resistance function and the magnetic fields must be identical. To represent the fields well, they must be sampled closely to avoid aliasing errors, and sufficiently far out that the fields become negligible at the end of the grid. This results in a grid with a large number of nodes, and the resulting matrix equation will therefore be large. For example, if there are 128 sample intervals in the \( x \) direction and 128 sample intervals in the \( y \) direction, then there will be 16384 wavenumbers in \((p,q)\) space. Thus a 16384 by 16384 complex matrix must be inverted to solve the system of equations. Obviously this is prohibitive. If the assumed source is a Helicopter EM system, then the exciting field will be band limited. If the resistance variation is reasonably smooth, then the induced fields upward continued to the level of the receiver should also be band limited. The fields can therefore be represented with sufficient accuracy by a small number of wavenumbers. Therefore it will not be necessary to solve for all the wavenumbers, and this will save computer time.

Decreasing the number of wavenumbers used to represent the resistance function means that the convolutions on the left hand side of 3.0.1 can be done in less computer time. This has an
effect of smoothing the resistance function. The smoothing operation may or may not be representative of the geological situation being modelled.

3.1 The Constant Conductivity Case

Grant and West (1965), Geyer and Wait (1978) and Wait (1982) have solved the problem of a thin sheet of constant resistance excited by a dipole source. When the resistance is constant, only the zero wavenumber term is non-zero in \( R(p,q) \). The convolutions drop out (as do the \( 2\pi \) factors) and 3.0.1 reduces to the trivial relation (Edwards unpublished 1973):

\[
\overline{H^1_2}(p,q) = -\frac{\mu i \omega \overline{H_2}(p,q)}{2R(p^2 + q^2)^{1/2} + \mu i \omega}.
\]  (3.1.0)

This is Maxwell's retreating image solution written in \((p,q)\) domain.

Wait's solution has been used to check the accuracy of the Fourier domain solution presented here. The transmitting and receiving dipoles are assumed to be vertical.

Figure 3.1 shows the secondary vertical fields excited by a vertical dipole oscillating at 300 Hz 30 metres above a plate of constant conductivity thickness product \((R = 0.01 \text{ Ohms})\). The designation 'Wait' is used to represent the solution obtained using the method of Geyer and Wait. The designation 'Fourier' is used to designate the Fourier domain solution discussed in this chapter. In this case a 128 by 128 grid with spacing between the nodes of 4 metres has been selected.
Methods of 'Wait' and 'Fourier'

\[ H_z (\text{Amp/m}) \times 10^{-6} \]

Offset from dipole (metres)

- **Wait**
- **Fourier**
- **Imaginary**
- **Real**

\[ H_z^i \]

**FIGURE 3.1** A comparison of the solution methods of Wait and the Fourier domain case discussed in this chapter. The secondary vertical fields are plotted as a function of distance from a vertical exciting dipole oscillating at 300 Hz 30 metres above a plate of constant conductivity thickness product (\(\sigma t=100\) Siemens). The Fourier method discretization grid stretches from -256 to 256 in the x- and y directions. The spacing between nodes is 4 metres in both directions.

Induced Response: dipole sep = 9m; h = 30m.

**FIGURE 3.2** The response curve (in parts per million of the exciting field at the receiver) for a vertical transmitter and receiver dipoles 30 metres high separated by 9 metres. The 'Wait' solution - solid line, Fourier domain solution - dashed line, the grid for the Fourier domain case is 128 nodes by 128 nodes with 4 metres separating nodes.
Dipoles oscillating at different frequencies induce different current systems in the sheet. The currents induced at low frequency will be of a large lateral extent, and near the source the imaginary (quadrature) component will dominate. At high frequencies the current systems will be smaller, and dominated by the real (in phase) component.

The frequency response for a sheet of constant resistance \( R = 0.01 \) Ohms is shown on figure 3.2. The receiving dipole is 9 metres from the transmitting dipole, and both dipoles are 30m above the sheet. Here the 'Wait' solution is designated by the solid line, and the Fourier domain solution by the dashed line. The grid used for the Fourier domain case has 128 by 128 nodes with a nodal spacing of 4 metres. At different frequencies the induced current systems are different sizes. The sampling density of the magnetic field must therefore vary according to the size of the induced currents. At low frequencies the imaginary component of the induced field will be of approximately the same lateral extent as the exciting field. The real component will have a larger lateral extent, and thus the resulting real field will be inadequately sampled—hence the errors at low response parameter \( \mu \omega \delta \)th).

A compromise must be made between sampling out to infinity, sampling the exciting fields optimally, sampling the induced (secondary) fields optimally, and describing the resistance variation optimally.

Figure 3.3 shows the the result of varying the sampling interval (or grid spacing). This is a plot of the percent error in the field at the receiver calculated using the Fourier domain
FIGURE 3.3 The percent difference between $H_z$ at the receiver as calculated by the Fourier method compared to Wait's method plotted as a function of the grid sampling interval for the Fourier domain grid. The flight height = 30m, $\mu w dt = .2 m^{-1}$, and the dipole separation = 9m.
solution when compared against the 'Wait' solution. For this
graph the parameters are: a flight height of 30 m, a
transmitter/receiver separation of 9 metres, and $\mu \omega t = 0.2$
inverse metres. The large errors at small grid spacing are due
to the multiple sources outside the sampled grid. The error at
large grid spacing is due to aliasing as the data has been
sampled too sparsely. In general the optimal spacing for the
imaginary component is different from that of the real
component. Similar plots were generated for many different
combinations of $\mu \omega t$. In all cases the transmitting and
receiving dipoles were vertical and separated by 9 metres. The
grid used was 128 nodes by 128 nodes.

The optimal spacing has been found empirically for five
dipole heights and these have been plotted as a function of
'response parameter' ($\mu \omega \delta \theta h$) on figures 3.4 to 3.6. The
optimal spacing decreases with increasing response parameter.
On figure 3.6 the graph shows resistive (low response parameter)
and inductive (high response parameter) limits.

For practical reasons the matrix \( \{ A + cI \} \) can only be
inverted for a limited number of wavenumbers, and thus the
Fourier transform of the induced field is truncated. A series
of experiments was done to filter the induced field so that the
wavenumber components fall off smoothly--tending towards zero at
the truncation distance in \((p,q)\) space. This was done for an
exciting frequency of 500 Hz, a dipole separation of 9 metres, a
nodal separation of 4 metres, a sheet with $R=0.01$ Ohms, and a
transmitter/receiver height of 30m. Kanasewich (1981) shows
that a truncation of the Fourier transform of a field can result
in negative side lobes when back-transformed to the space
Real and Imaginary; dipole height shown

![Optimal spacing (metres) vs. $\mu \omega \sigma_{th}$](image)

**Figure 3.4** The node spacing to minimize the difference between the real and the imaginary response as calculated by 'Wait' and as calculated by the Fourier domain method plotted as a function of response parameter $\mu \omega \sigma_{th}$ for five dipole heights.

Real component; dipole height shown

![Optimal spacing (metres) vs. $\mu \omega \sigma_{th}$](image)

**Figure 3.5** The node spacing to minimize the difference between the real response as calculated by 'Wait' and as calculated by the Fourier domain method plotted as a function of response parameter $\mu \omega \sigma_{th}$ for five dipole heights.
FIGURE 3.6 The node spacing to minimize the difference between the imaginary response as calculated by 'Wait' and as calculated by the Fourier domain method plotted as a function of response parameter $\mu\omega\sigma$ for five dipole heights.
domain. The Parzen and the Bartlett filters (Kanasewich 1981) will not give negative side lobes in the space domain when they are applied to the Fourier transform in the wavenumber domain. These filters have been applied to the Fourier transform of the induced field so as to leave the number of wavenumbers shown on figure 3.7. The solid line is the vertical field at the receiver obtained using 16284 wavenumbers. The computer time required to invert for the number of wavenumbers shown in figure 3.7 increases rapidly as the number of wavenumbers increases (see figure 3.8). Using the method of solution which converges most rapidly will save computation time. For this purpose simple truncation is best.

The Fourier method described is therefore capable of calculating the response of a uniform sheet when excited by the field of an arbitrarily shaped exciting source (provided that the field of that source can be calculated and sampled sufficiently well). The source field, the resistance and the induced field must however be adequately sampled. The work presented in this chapter has only been for a vertical transmitting dipole and a 128 node by 128 node grid. Thus a similar empirical exercise must be undertaken for other source fields and grid dimensions.

For different frequencies and resistance distributions a different discretization grid must be used. This makes the calculations labourious, hence conversion of the results to the time domain would be very difficult.
FIGURE 3.7 The induced vertical field in parts per million of the exciting field measured at the receiver for a vertical transmitter/receiver pair separated by 9m and oscillating at 500 Hz 30m above a sheet with $\sigma_t=100$ Siemens plotted as a function of wavenumbers left after filtering or truncation. *Left* - real component. *Right* - imaginary component, the different filters are designated by the lines shown at the bottom. The solid horizontal line is the solution to which they should tend.
FIGURE 3.8 The computation time taken on a VAX 11/750 to invert a complex matrix (using a method due to Groom - pers com (1984)) as a function of the number of variables (wavenumbers) solved for.
3.2 The Variable Conductivity Case

Type curves have been computed for the conductivity distribution shown on figure 3.9. The conductivity contrast is varied so that the contour shapes remained the same, but the contrasts change from 100:10 Siemens to 100:31, 100:920 and 100:9100 Siemens. The surrounding conductivity thickness product (σt) is always 100 Siemens. The type curves shown in figure 3.10 are for a helicopter EM system with a vertical dipole transmitter and a vertical dipole receiver separated by 9 metres. The dipoles are 40 metres above the ground, and the operating frequency of the system is 300Hz (this is quite close to the inductive limit). The response has been plotted in parts per million (ppm). The grid size (chosen from figure 3.4) is 4.0 metres.

Away from the anomalous area of conductivity the response tends to the uniform sheet response—which is as expected. The conductive cases appear to tend towards the response expected for a inhomogeneity which is infinitely conductive. In such a case the real response should increase to the inductive limit, and the imaginary response should decrease to zero. For these curves the wavenumber components near the truncation distance are almost negligible and thus the effect of the wavenumbers outside the truncation distance will be minimal. Ignoring the wavenumbers outside the truncation distance will therefore not result in significant errors.

For the resistive inhomogeneity the real component of the response is expected to decrease as the conductivity decreases (as is shown), and the imaginary component is expected to
FIGURE 3.9 Contours of the conductivity structure considered (plotted in Siemens). The full grid of discretisation is shown (from -25m to 25m in the x and y directions - the node spacing is 4 metres). The surrounding conductivity thickness product is 100 Siemens, but in the centre this decreases to 10 Siemens.

Flight Height 40m; 300 Hz

FIGURE 3.10 The vertical magnetic field in ppm of the exciting field at the receiver as a function of offset of the transmitter/receiver pair from the centre of the conductivity structures shown in figure 3.9.
increase. The two peaked form of the imaginary response occurs because when the dipole pair is over the edge of the "resistive hole" less current will be induced than when the dipole pair is over the centre. This is because the currents must be induced on the far side of the hole--away from the edge that the dipole pair is over. This area is a long way from the dipole, and the currents induced will be weak and hence the response will be characteristic of a more resistive sheet. When the dipole is in the centre of the hole, the currents can be induced in the conductive regions outside the hole with less difficulty, as the conductive areas are not so far from the dipole. Therefore the shape of the profiles makes intuitive sense. Even so, it would be best to check these type curves against another numerical model or a scale model before making further comments on the accuracy of the solution.

3.2.1 Numerical Checks

Program "PLATE" (Dyck et al (1980)) was used to generate vertical dipole-dipole Helicopter EM data in profile form. The model used is a flat lying horizontal plate 140 metres by 140 metres. This is within the bounds of accuracy of program PLATE. The source is a dipole 40 metres high oscillating at 1000 Hz. The vertical transmitter and receiver dipoles were separated by 9 metres. The conductivity thickness product of the plate is 100 Siemens. A profile of the conductivity used by the PLATE program, and that used by the Fourier domain method are shown on figure 3.11. The results are shown on figure 3.12.
Height 40m; 1000 Hz; Plate 140m x 140m

**FIGURE 3.12** The response (in ppm) as calculated by PLATE and the Fourier domain method for the respective conductivity distributions shown in figure 3.11 plotted as a function of the offset of the transmitter/receiver coil pair (which are separated by 9 metres and 40 metres vertically above the sheets). The exciting frequency is 1000 Hz. The dashed horizontal lines are the real (top) and imaginary (bottom) response for a uniform thin sheet with \(\delta t=100\) Siemens.

**FIGURE 3.11** A profile along the x axis of the distribution of the conductivity thickness product (Siemens). The solid curve is the distribution used by program PLATE, and the dotted curve that used by the Fourier domain method. The profile along the y axis is identical.
The Fourier method solved for 361 wavenumbers (a 20 minute task on the VAX 11/750), and represented R(x,y) with approximately 12000 wavenumbers in the (p,q) domain. The dashed horizontal lines across figure 3.12 are the responses for the uniform thin sheet (δt=100S) calculated by the Fourier domain method. As expected the results from both methods tend towards the uniform thin sheet values near the centre of the conductive area. The conductivity distribution shown in figure 3.11 is wider for the Fourier method than the PLATE method. It is therefore no surprise that the anomaly pattern is wider and larger, as the Fourier domain induced fields would not 'see' the edges of the inhomogeneity as they would in the PLATE case. For the Fourier domain method the imaginary response is larger close to the edges of the plate.

If not enough wavenumbers were solved for initially, then increasing the number of wavenumbers used to represent the induced field should change the response obtained. When 441 wavenumbers were solved for similar results to those in figure 3.12 were obtained, and this suggests that the larger imaginary response near the edges is a real physical effect.

Although the results obtained are different, the conductivity structure is also different. The fact that the results tend to the same limit, and that the Fourier domain method has converged when the wavenumbers solved for increases suggests that both methods are correct. The Fourier method is therefore capable of modelling the response for the conductivity anomaly shown in figure 3.11 for the system parameters described above.
4.0 CHAPTER 4 - TIME DOMAIN SOLUTION

From equation 2.0.17 in Chapter 2 the governing differential equation is:

\[ R(x,y) \text{ div}(\mathbf{H}_x) + \text{grad}(R) \cdot (\mathbf{H}_x) = -\frac{\mu}{2} \frac{dH_x}{dt} \]

where div and grad are two dimensional operators in the z=0 plane. This simplifies to:

\[ -R(x,y) \frac{\partial H_z}{\partial z} + \frac{\partial R}{\partial x} H_x \frac{\partial H_x}{\partial x} + \frac{\partial R}{\partial y} H_y \frac{\partial H_y}{\partial y} = \frac{\mu}{2} \frac{\partial H_x}{\partial t} \] \hspace{1cm} (4.0.1)

From 2.2.0, and 2.2.1 at z=0+

\[ H_x (x,y) \longleftrightarrow -i p \overline{H}_x(p,q) / (p^2 + q^2)^{1/2} \]

\[ H_y (x,y) \longleftrightarrow -i q \overline{H}_x(p,q) / (p^2 + q^2)^{1/2} \]

and from 2.2.4

\[ -\frac{\partial H_z}{\partial z} \longleftrightarrow (p^2 + q^2) \overline{H}_z(p,q) \]

The transmitter of the E.M. system under consideration carries a constant current \( i(t) = I \) which is switched off instantaneously. The constant current has a magnetic field \( \mathbf{H} \) associated with it.
When the primary (exciting) current is switched off a secondary (induced) current is induced in the plate, so as to conserve the magnetic field everywhere prior to switch off. This induced current then decays in a manner described by equation 4.0.1.

The initial induced field $H_z^1$ at $t=0$ is thus equal to the exciting field $H_z^0$. The left hand side of 4.0.1 can be calculated, and the normal component of $H$ can be stepped through time using a finite difference formula.

4.1 The Constant conductivity Case.

As in Chapter 3 (where the frequency domain case was considered) insight into the time domain problem can be gained by looking at the constant conductivity case. If the conductivity is constant, then $dR/dx=0$ and $dR/dy=0$. Thus from 4.0.1

$$R \frac{\partial H_z^1}{\partial z} = -\mu \frac{\partial H_z}{\partial t}$$

(4.1.0)

If the exciting field measured on the sheet is given by $H(x,y,z)$ at $t=0$ seconds (where $z$ is the distance of the source from the sheet), then the solution at delay time $t$ is $H(x,y,z \pm 2RT/\mu)$. The + sign applies when $z$ is positive, and the - sign when $z$ is negative. This is known as the Maxwell retreating image solution (Grant and West (1965)). It is described as the retreating image solution because the field at delay time $t$ is the field which would be associated with an image of the source that moves away from the sheet with a velocity equal to $2R/\mu$. At $t=0$ the image is the same distance from the sheet as the
source, but on the opposite side of the sheet.

Taking the Fourier transform of 4.1.0 gives

\[- R \left( p^2 + q^2 \right)^{1/2} \overline{H}_2 (p, q) = \frac{\mu}{2} \frac{\partial}{\partial t} (\overline{H}_2 (p, q)) \]

so,

\[- \left( \frac{2R}{\mu} \right) \left( p^2 + q^2 \right)^{1/2} \overline{H}_2 (p, q) = \frac{\partial}{\partial t} (\overline{H}_2 (p, q)) \]

This is an ordinary differential equation with time as the independent variable. The solution to this differential equation is:

\[H_2 (p, q, t) = H_2 (p, q, 0) \exp \left( - \left( \frac{2R}{\mu} \right) \left( p^2 + q^2 \right)^{1/2} t \right) \quad (4.1.1)\]

When calculating the discrete Fourier transform aliasing problems can be avoided by checking that the discrete Fourier transform of the initial field tends to zero as the wavenumber components approach the Nyquist limit.

For the uniform (constant conductivity) thin sheet, the field will decay as a function of delay time, the wavenumber components being attenuated according to 4.1.1. The solution should not be taken too far in time, as eventually only very low wavenumber components will contain information. Otherwise stated, the sampling of the fields becomes too dense but not extensive enough. Consider the circle in wavenumber domain which has a radius of half the Nyquist (i.e. $\lambda_N/2$ if the Nyquist wavenumber $\lambda_N = \left( p_n^2 + q_n^2 \right)^{1/2}$). A reasonable scheme would be to time step the fields until the magnitude of all the Fourier components with wavenumbers outside this circle first become
negligible. The grid size could then be doubled with negligible aliasing occurring and the fields would again be represented in an optimal manner. This process of grid expansion can be repeated, until the fields have been obtained at the latest delay time required.

An indication of the delay time that grid expansions will be required can be obtained by analyzing the uniform thin sheet response. Thus it is possible to select an appropriate sized time step.

Require that at delay time \( t = t' \) the magnitude of the wavenumber components near the Nyquist be less than \( 1/a \) times the magnitude of the wavenumber components near the first harmonic (typically \( 'a' \) may be 100.). Thus

\[
\left| H_z(\lambda, t = t') \right| < \frac{1}{a} \left| H_z(p, q, t = t') \right| . \tag{4.1.2}
\]

where \( p \) and \( q \) represent the first wavenumber components in the \( p \) and \( q \) directions. The time steps should continue until delay time \( t'' \) when

\[
\left| H_z(\lambda, t = t'') \right| < \frac{1}{a} \left| H_z(p, q, t = t'') \right| . \tag{4.1.3}
\]

At this point the grid size can be doubled, without a significant amount of information being lost due to folding back of wavenumbers around the Nyquist.

If at delay time \( t = t' \) the ratio

\[
\left| H_z(\lambda, t = t') \right| / \left| H_z(p, q, t = t') \right| = l/b . \tag{4.1.4}
\]
then using 4.1.1, 4.1.2 and 4.1.3 gives

\[ t'' - t' = \frac{\ln(a/b)}{v\left((p^2 + q^2)^{1/2}/2 - (p^2 + q^2)^{1/2}\right)} \quad (4.1.5) \]

where

\[ v = (2R/\mu) \]

In practice the process of ensuring that the magnitudes of the wavenumber components have decayed away is done in a fairly crude manner. Consider the case of a 128 by 128 grid. On the p axis eight wavenumber components on either side of the zero wavenumber component are examined. The one with the largest amplitude is chosen to represent the wavenumbers near the first harmonic (call this \( p_1 \)). The spectral amplitude which represents components near the half Nyquist wavenumber (call this \( p_h \)) is found by finding the maximum amplitude for eight wavenumbers either side of the half Nyquist. The amplitude at the Nyquist is taken to be the average of the amplitudes of the three wavenumbers below the Nyquist and the Nyquist itself. These quantities are also obtained for the q axis (defining \( q_1 \) and \( q_h \)). The values of \( (p^2 + q^2)^{1/2}/2 \) and \( (p^2 + q^2)^{1/2} \) in 4.1.5 are modified accordingly, the values of \( a \) and \( b \) (in (4.1.3) and (4.1.4)) are selected, and the time between grid expansions can be calculated from 4.1.5.

The most efficient program for calculating the decay of the fields will take time steps such that the wavenumber components will decay in the minimum number of time steps possible. From 4.1.1 it can be seen that the wavenumber components decay exponentially. Thus if the steps sizes are equal, then the
initial step will account for a large percentage of the decay. The time stepping process actually involves an addition and not a multiplication (as may be suggested by equation 4.1.1), and thus care must be taken in choosing the step size. For example if a time step is taken which decreases the magnitude of wavenumbers at half the Nyquist by fifty percent then the wavenumber components near the Nyquist (which are expected to decrease more) may have such a large an amount subtracted that it results in changing their sign. This will cause erroneous answers.

One solution to the above problem would be to make the initial step size smaller. This will improve the accuracy of the answer, but it may result in the time stepping process taking too long (because the amount the fields are decreased by at each step decays exponentially). The step size could be increased at each step by a multiplicative factor. This will make the computation more efficient. It also makes some intuitive sense, as the change in the fields per unit delay time is less rapid at later delay times, and thus a greater step size can be used.

For equal step sizes, the step size \( h \) can be found as follows

\[ h = (t'' - t') / N \]

where \( N \) is the number of steps required between grid expansions. For increasing step sizes the first step can be calculated using the following formula:
\[ h = \frac{(t'' - t')}{\sum_{j=0}^{N} s^j} \]

where \( s \) is the time step expansion factor, and the \( k \)th step size is given by

\[ h_k = sh_{k-1}. \]

If the step size becomes too large prior to a grid expansion, then noise can be generated. Figure 4.1 shows a profile of the magnetic field decaying. Each curve represents the fields at a different delay time. The initial field (the largest amplitude) is the field associated with a 40 by 40 metre loop 10 metres above a sheet with a conductivity thickness product equal to 100 Siemens. The oscillatory field is at the latest delay time. Figure 4.2 is a plot of the wavenumber components along the p axis at delay time \( t=0 \). Figure 4.3 shows the wavenumber components at the latest delay time (\( t=1.4 \) millisec). Initially 43 wavenumbers along the p axis are used to describe the field. At the later time (after 15 time steps) the field can be represented with 11 wavenumbers along the p axis, and most components in the transform are devoid of information. Note that the high wavenumber components now contain noise. This noise is probably a result of subtracting an amount from the field which contained more high wavenumber information than the field contained itself. Once noise like this develops it grows very rapidly.

As the decay of the wavenumber components is known from 4.1.1, it is possible to predict when a wavenumber component should have decayed away to a negligible value. A filter could then be applied so as to assure that this negligible value remains negligible. At each time step the filter will change as
FIGURE 4.1 The vertical magnetic field (Amp/m) at six different times. The largest amplitude response (dashed) is at the earliest time. The dotted lines are the field later, whilst the solid (oscillatory line) is at the latest time. The exciting loop is 40x40m 10m above the sheet. \( \Delta t = 100 \) S. The discretization grid has nodes from -128m to 126m (in the x and y direction) separated by 2m.
Transform of the initial field

![Graph showing the transform of the initial field](image)

**FIGURE 4.1** The p axis values for the discrete Fourier transform of the initial field (largest amplitude) in figure 4.1.

Transform at later time

![Graph showing the transform at later time](image)

**FIGURE 4.3** The p axis values for the discrete Fourier transform of the final field (the oscillating field) in figure 4.1.
more wavenumbers become negligible. Filtering in a manner such as this suppresses the instabilities seen on figure 4.1. The disadvantage is that the filtering operation takes some extra computer time.

When the grid is expanded the strength of the fields outside the previous discretization area are not known. One possible procedure is to assume that the fields are zero outside the previous grid. The effect of this can be seen on figure 4.4a. The graph shows the decay through time of the vertical magnetic field at the outer edge of the grid. The exciting field is from a 40 metre by 40 metre loop which is at a height of 10 metres above the sheet. The initial grid has nodes every 2 metres, from -128m to 126m. The earliest delay time is the lower most curve on the figure. At later delay times the field becomes weaker. The early curves - marked 'A' on the figure are calculated prior to the grid expansion, and thus the field at distances greater than 126m from the centre of the loop are outside the discretization grid and are not calculated. Note that when the area added is assumed to have zero field strength high wavenumber oscillations occur around the discontinuity after the grid expansion. Instead of setting the fields to zero outside the initial grid an alternative is to calculate the magnetic field at the delay time of the grid expansion by using the retreating image solution for the uniform thin sheet. As expected the fields in this case are much better behaved (see figure 4.4b).
Effect of increasing the Grid Size

FIGURE 4.4a. The vertical Magnetic field (Amp/m) as a function of offset from the centre of the loop in the x direction. The offsets plotted straddle the edge of the initial discretization grid. Values outside the initial discretization area are set to zero for subsequent calculations. Each curve shows the field at a different time. The bottom 9 curves are at times prior to the first grid expansion. Subsequent times are after the grid expansion. The source is a 40m by 40m loop loop at a height of 10 metres above the sheet. The initial grid has nodes every 2 metres from -128 to 126.

Using the Image solution

FIGURE 4.4b. The vertical Magnetic field (Amp/m) as a function of offset from the centre of the loop in the x direction. The offsets plotted straddle the edge of the initial discretization grid. Values outside the initial discretization area are set to the image solution for subsequent calculations. Each curve shows the field at a different time. The bottom 9 curves are at times prior to the first grid expansion. Subsequent times are after the grid expansion. The source is a 40m by 40m loop loop at a height of 10 metres above the sheet. The initial grid has nodes every 2 metres from -128 to 126.
The field initially is that associated with a single source, however the fields subtracted are calculated using the discrete Fourier transform, and thus repeat periodically in space. This multiple loop effect manifests itself near 'A' by the fields actually becoming more negative. However the problem largely corrects itself after the grid has been expanded (see figure 4.4b).

4.2 Methods of time stepping

Because the left hand side of equation 4.0.1 can be calculated explicitly, the equation is an ordinary differential equation of the form

\[ \frac{dU}{dt} = f(U,t) \quad ; \quad U = U(t) \quad . \quad (4.2.1) \]

A finite difference approximation can be used to approximate this equation. Let the fields at time 'nh' (where h is the step size) be approximated by \( U^n \). Finite difference methods assume that \( U^n, U^{n-1}, U^{n-2}, \ldots \) are known, and that the field \( U^{n+1} \) at time \( (n+1)h \) is required. There are two categories of finite difference methods - implicit and explicit schemes. The implicit schemes use values of 'f' which depend on \( U^{n+1} \). A matrix equation must be solved to calculate the time stepped field \( U^{n+1} \), as \( U^{n+1} \) appears on the left and right hand side of 4.2.1. If the values of f in 4.2.1 are independent of \( U^{n+1} \) or subsequent values of U, then the scheme is an explicit finite difference method.
As explicit schemes do not require matrix inversions they are normally computationally quicker than the implicit schemes. Thus only explicit methods of finding the fields were examined. The implicit schemes do however have the advantage of being more stable (Lapidus and Pinder (1982), and Richtmeyer and Morton (1967)).

The forward difference (or Euler) scheme can be written

\[ U^{n+1} = U^n + h f^n \]  \hspace{1cm} (4.2.2)

where

\[ f^n = f(U^n, nh) \] .

The truncation error for this scheme is O(h). The order of the truncation error can be improved by using a centred (or two step) finite difference approximation (Mesinger and Arakawa (1976)). The simplest two step scheme is the leap-frog (or central difference) scheme

\[ U^{n+1} = U^{n-1} + 2h f^n \]  \hspace{1cm} (4.2.3)

The truncation error is O(h^2).

The dotted line on figure 4.5 depicts the vertical magnetic field calculated by stepping the field through time using the leap-frog scheme. See the figure caption for details of the conductivity and geometry. The leap-frog solution oscillates about the retreating image solution (solid line). The oscillation is because the solution to the differential equation can be split into two parts--each part consists of a set made up
The Field at the centre of the loop

**FIGURE 4.5** The field as a function of delay time on the sheet (\(dt=1009\)) measured directly below the centre of a 40m by 40m exciting loop source 10 metres above the sheet. Solid line - the image solution. Dotted line - the leap-frog stepped solution.
of alternate points. These two parts can and do diverge from each other. The divergence is because the derivative calculated from one part is used to calculate the amount to add on to the other part. A small difference between the two parts will result in the two sets of solutions diverging further. It would seem that some type of averaging between these two solutions would overcome this problem. Young (1968) has addressed this problem and the most efficient and the most accurate of the two step schemes he discusses is the Adams-Bashforth scheme

\[ U^{n+1} = U^n + h \left( 3f^n - f^{n-1} \right)/2 \]  

which is also accurate to \( O(h^2) \) (Young (1968) and Mesinger and Arakawa 1976). Young also describes a leap-frog scheme which uses a periodic correction:

\[ \hat{U}^{n+1/2} = \left( U^n + U^{n-1} \right)/2 \]
\[ U^n = \hat{U}^{n+1/2} + h \hat{U}^{n-1/2} \]
\[ U^{n-1} = \hat{U}^{n-1/2} - h \hat{U}^{n+1/2} \]  

(4.2.5)

where \( \hat{U}^n \) and \( \hat{U}^{n-1} \) are the corrected values. This is also accurate to order \( (h^2) \).

Figure 4.6 shows the percent error obtained when the Adams-Bashforth and "corrected" leap-frog schemes are compared to the image solution. The check point used for comparison is a point on the sheet directly below the centre of the loop. The model is a 40m by 40m loop initially 1 metre above a sheet with \( R=0.01 \) Ohms. Although the axis has been labelled "time" it can actually be replaced with a variable independent of the value of
Time stepping methods – check point at (0,0)

FIGURE 4.6 A comparison of two-step time stepping methods. The solutions are compared against the image solution for a point directly below the centre of the loop (0,0). The loop is 40m by 40m and 1m high. Curves 1, 2 and 3 use the Adams-Bashforth scheme with s=1.0, 1.1 and 1.1, while the time steps between grid expansions is 15, 15 and 17. Curves 4 and 5 are for the corrected leap-frog method and they use s=1.1 and the steps per grid expansion are 15 in both cases. The solution is corrected every 15th step for curve 4 and every step for curve 5.
R chosen for these plots. This can be done by multiplying each value of "time" by 2R/\mu. The graph is thus applicable for all conductivity thickness products (\delta t). Curve 1 is calculated with the Adams-Bashforth scheme, it does not use increasing time steps (i.e. s=1), and the number of time steps between each grid expansion is approximately 15. Curves 2 and 3 have s=1.1. In curve 2 the number of time steps between each grid expansion is approximately 15, but in curve 3 it is 17. Using an expanding time step results in the solutions being better behaved. Also using smaller time steps gives a more accurate solution, but the fields have not been calculated out to such a late delay time in the case of curve 3 as they have in other cases (the number of time steps were restricted to 100). Curves 4 and 5 are calculated with the corrected leap-frog scheme, and the errors are less. The fourth curve has been corrected every 15th step, while the fifth curve has been corrected at each step. The computing time for the corrected leap-frog method increases as the number of time steps between corrections decreases. For example for the fifth curve the computation time is 1 hour 50 minutes compared with curve 3 which took 47 minutes (on a VAX 11/780). The approximate times of the grid expansions (they vary from one time stepping method to the next) is shown with arrows on figure 4.6.

The choice of time stepping scheme will depend on the priorities of the user. If a very accurate answer is required, then one of the slower schemes, with many time steps would be appropriate however for a quick idea of the fields one of the less accurate schemes would be more appropriate. At the delay times for which the errors are greatest (near .007 seconds) the
field is less that one hundredth of the initial field at t=0, and in many circumstances this error would be tolerable. Note also that after .007 seconds the errors again decrease. This is because the grid has been expanded at this delay time.

When the ratio 1/b (equation 4.1.4) oscillates in magnitude, instabilities similar to those on figure 4.1 result. It was observed that in many cases the oscillations did not develop when the step size was decreased. The fact that the growth of the errors can be monitored in such a manner is encouraging and this could provide a means of ensuring that the errors do not grow without bound for the variable conductivity case—for which no numerical checks are available. Note that an inappropriate time step size is not the only source of error. Errors can also be attributed to inadequate sampling in the space domain.

Percent errors were also plotted for check points not at the centre of the loop, and these are seen on figure 4.7. Once again a 40m by 40m loop was placed 1 metre above a sheet with is centre at the origin of a grid 127m by 127m. The check points used are (0,0) - graph 1, (0,-32) - graph 2, (-32,-32) - graph 3, (0,-64) - graph 4 and (-64,-64) - graph 5. The errors are large when the check points are near the edge of the grid—graphs 4 and 5. Here the fields are about 20 percent in error prior to the first grid expansion. This effect is due to the multiple sources discussed at the end of section 4.1. The effect of these errors can be minimized by a wise choice of grid size and loop placement, and by keeping the areas where accurate answers are required away from the edge of the grid. The other spikes on the graphs occur where the magnetic field changes
Different Check points

FIGURE 4.7 The percent error obtained as a function of time using the Adams-Bashforth scheme for different check points. s=1.1 and 15 steps between grid expansions were the parameters used. The exciting source was 40m by 40m 1m high and centred at (0,0). The initial grid was 127m by 127m. The check points used are (0,0) - graph 1, (0,-32) - graph 2, (-32,-32) - graph 3, (0,-64) - graph 4 and (-64,-64) - graph 5.

The grid expansions are at approximately the same times as in figure 4.6.
sign. At such points both the image solution and the time stepped solution are small, so although the normalized error is large the magnitude of the discrepancy is small. The problem is therefore not critical.

Young (1968) also looked at many one step schemes for which more than one time derivative is evaluated at each iteration. He concluded that two schemes stood out as being more efficient and accurate. His method 'D', which he concluded was one of the best, cannot be applied to the thin sheet induction problem. The scheme would require that the values of magnetic field on the grid already obtained in that iteration be used to obtain the value at the next grid point in the same iteration. This would require transformation to and from the wavenumber domain so as to get an updated time derivative. This is exceedingly inefficient. The other scheme (Young's method A), and two of the one step schemes discussed in Mesinger and Arakawa (1976) were applied to this problem. One is the backwards-Euler scheme:

\[
\begin{align*}
U_{n+1}^n &= U^n + h.f^n \\
\end{align*}
\]

\[
U_{n+1}^{n+1} = U^n + h.f^{n+1}
\]

where \( U^{n+1} \) is a provisional value used to obtain

\[
\frac{\partial f}{\partial x} = f( U^{n+1}, (n+1)h )
\]

This scheme is accurate to order (h). Then there is the Heun (double forward) scheme:
\[ U^{n+1} = U^n + h \cdot f^n \]

\[ U^n = U^n + (h/2) \left[ f^n + \frac{\delta U^{n+1}}{\delta n} \right] \quad (4.2.7) \]

which is accurate to order \( (h^2) \), and Young's Method A:

\[ \frac{\delta U^{n+1/2}}{\delta n} = U^n + h/2 \cdot f^n \]

\[ \frac{\delta U^n}{\delta n} = U^n + h/4 \left[ f^n + \frac{\delta U^{n+1/2}}{\delta n} \right] \quad (4.2.8) \]

\[ U^{n+1} = U^n + h \cdot \frac{\delta U^{n+1/2}}{\delta n} \]

which is accurate to order \( (h^2) \). These methods have been applied to the problem, and the error between the time stepped solution and the image solution have been plotted in figure 4.8. At each step the time increment was expanded by a factor of 1.1, and 15 time steps were used between each grid expansion. The backward-Euler scheme (label 1) gives very poor results. The Heun scheme (label 2) gives results which are similar to the leap-frog scheme corrected at each step. This is not surprising, as the two schemes are similar - both involving two steps of length \( h/2 \). Young's method A (label 3) however stands out as being better than any other scheme. From equations 4.2.8 it can be seen that Young's method involves three calculations of the time derivative, and thus takes more computer time. A comparison of the accuracy of two schemes when compared on an equal computation time basis is shown on figure 4.9. As Young's method A takes approximately twice as long as the Adams-Bashforth scheme the step size used for Young's method A
One Step methods – check point at (0,0)

![Graph showing error vs. time for one-step time stepping methods.](image)

**FIGURE 4.5** A comparison of one-step time stepping methods. The solutions are compared against the image solution for a point directly below the centre of the loop (0,0). The loop is 40m by 40m and 1m high. Curve 1 is for the backwards-Euler scheme, curve 2 is for the Heun scheme and curve 3 is for Young's method 'A'. In each case \$s=1.1$ and the time steps between grid expansions is 15.

Adams–Bashforth and Young schemes

![Graph showing error vs. time for Adams–Bashforth and Young methods.](image)

**FIGURE 4.6** A comparison of the percent error when equal computation times were used to step the same total time. Young's method A and the Adams–Bashforth scheme were compared. The model is the same as figure 4.5. The 'X's on the plots show the times at which the fields were calculated.
was seven time steps per grid expansion, and for the Adams-Bashforth scheme fifteen time steps per grid expansion. Clearly Young's method A is superior.

For Young's method 'A' the optimal number of time steps to use per grid expansion was obtained by observing the convergence of the solutions when plotted as a function of decreasing step size (see figure 4.10). Each curve represents the error at a different delay time. From the graph there appears to be no need to use more than about 10 time steps per expansion, and 6 steps may be tolerable if the fields are only required at early delay times. Similar results for the Adams-Bashforth scheme (figure 4.11) suggest that 16 time steps per grid expansion is optimal, but as few as 10 may be used if accurate answers at early time only are required. It was found that answers were accurate until instabilities developed.

4.3 The Variable Conductivity Case

When the conductivity varies within the sheet the methods of calculating the response are similar to those discussed in section 4.1, except that the terms involving the derivatives of $R$ and the horizontal components of the magnetic field must be included. Because the horizontal components of the field must be calculated in Fourier transform space, then transformed back to space domain, the computation time for each iteration increases by a factor of about two.

As for the uniform thin sheet case the grid is expanded when the amount of information in the high wavenumbers becomes negligible. When the grid is expanded, the fields outside the
Young's method A – at different times

![Graph showing % Error (c.f. Image Soln.) vs. No. of time steps per grid expansion.](image1)

**FIGURE 4.10** The percent error between Young's method A and the image solution compared against the image solution at different times (curve 1 - 5.5 msec, curve 2 - 20 msec, curve 3 - .3 msec) plotted as a function of decreasing step size. \( dt=100 \text{ S} \), and a point on the sheet below the centre of a 40m by 40m loop 1m above the sheet was again used.

The Error at different times

![Graph showing Percent error vs. No. of steps between grid expansions.](image2)

**FIGURE 4.11** The percent error between the Adams-Bashforth scheme and the image solution compared against the image solution at different times (curve 1 - .2 msec, curve 2 - 1 msec, curve 3 - 3 msec, curve 4 - 8 msec) plotted as a function of decreasing step size. \( dt=100 \text{ S} \), and a point on the sheet below the centre of a 40m by 40m loop 1m above the sheet was again used.
area of discretization must be estimated, otherwise the problems illustrated in figure 4.4 will arise. In the previous section, the image solution was used. In calculating the image solution a resistance for the sheet outside the area of discretization must be assumed. A simple approach is to assign a background resistance value. The anomalous resistivities within the initial discretization grid will differ from this value. When the grid is expanded, this background resistance value can be used to calculate the image solution at points outside the grid for the delay time 't' at which the grid is expanded.

If more complicated resistance distributions outside the initial area of discretization are required, then more elaborate solutions should be used. These would also involve some approximation.

The assumption that the resistance outside the sheet is a constant is not too restrictive, as the initial area of discretization should contain the areas of interest, and the resistance values near the edge of the sheet should be equal to the background resistance.

In section 4.1 equation 4.1.5 was used to calculate the time step size. The equation is no longer valid for the variable conductivity case, but it can still be used to provide an estimate of the size of the time step.

For the constant conductivity case, the magnitude of the wavenumber components in the transform of the field decay away exponentially at rates that depend upon the resistance. It is therefore reasonable to assume that if a sheet is made up of a number of areas of different resistance, then the components
relating to those areas will decay approximately exponentially, but at different rates. Thus, as the delay time increases, a bimodal or multimodal distribution of the wavenumber components of the fields may develop and the grid must not be expanded until the components associated with the higher wavenumber variation have decayed away. The grid is still expanded once the wavenumber components at half the Nyquist become negligible although this may not occur as soon as it would in the uniform sheet case. Equation 4.1.5 predicts the delay time at which the grid expansion should occur for the uniform conductivity sheet case. If instabilities in the variable conductivity sheet case developed after this delay time then a grid expansion was forced to take place. In the cases tested, this restored stability. When an expansion is forced the solution is being pushed towards the constant conductivity case. This is because i) the image solutions are covering a larger percentage of the gridded area, and ii) the predicted delay time of the grid expansion is the delay time that a grid expansion would take place if the sheet was a uniform sheet. Instabilities can also be suppressed by filtering. Filtering and forcing an expansion throws away information in the wavenumber components that are not present in the uniform thin sheet solution, and thus the variable thin sheet solution will become more like the uniform sheet solution.

The methods presented in this section are designed to calculate the effect of overburden of gently varying conductivity. Therefore forcing the solution towards the solution for the uniform sheet is not considered to be too restrictive.
4.3.1 **Model Runs**

4.3.1.1 **Checks against the Uniform Sheet Case**

Figure 4.12 shows the results obtained when the variable conductivity program is applied to the uniform sheet problem. Compare these plots with those on figure 4.9. The results agree sufficiently to say that the programs are consistent. Computation times were one hour for the Adams-Bashforth scheme, and two hours for the Young scheme (VAX 11/750). Fewer time steps have been used in these cases than the cases for which computational run times have been quoted previously.

4.3.1.2 **A Resistive Inhomogeneity**

Figure 4.13 shows a contour map of the resistance structure within the initial grid of discretization (127m by 127m). The position of the loop is shown on the map. The background resistance is R=0.01 Ohms. Within the inhomogeneity R increases gradually up to .037 Ohms. Young’s method 'A' is used with 15 time steps per grid expansion, and the time step expansion factor is 1.1. Profiles of the vertical magnetic field parallel to the x axis, and across the centre of the loop and resistive inhomogeneity are shown on figures 4.14 to 4.17. The largest amplitude field is that at the earliest delay time, and the amplitude decreases as the decay time increases. On the right hand side of the loop over the resistive inhomogeneity the maximum current (represented roughly by the zero crossing of the vertical component of the magnetic field) moves more rapidly across the resistive inhomogeneity than across the rest of the sheet. Once across the inhomogeneity, it moves out more slowly.
**Variable Conductivity Program**

![Graph showing error percentage against time](image)

**FIGURE 4.12** The percent error between the image solution and the Adams-Bashforth scheme and Young's method A (c.f. Image solution) for the parameters of figure 4.6 as calculated by the variable conductivity program.

---

**FIGURE 4.13** A contour map of the resistivity structure within the initial grid of discretization (127m by 127m). The position of the loop is shown on the map. The background resistivity is $R=0.01$ Ohms. The contour labels have been scaled up by 10000.
Resistive Inhomogeneity
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**FIGURE 4.14** The decay of the vertical magnetic field within the initial grid of discretization for the resistive inhomogeneity grid and source case described in section 4.3.1.2. The larger the amplitude of the plots the earlier the delay time. The delay times on this plot are: 0.022, 0.062, 0.121, and 0.208, milliseconds.

Resistive Inhomogeneity
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**FIGURE 4.15** The decay of the vertical magnetic field within the initial grid of discretization for the resistive inhomogeneity grid and source case described in section 4.3.1.2. The larger the amplitude of the plots the earlier the delay time. The delay times on this plot are: 0.257, 0.355, 0.527, 0.725, and 1.150 milliseconds.
Resistive Inhomogeneity

FIGURE 4.16 The decay of the vertical magnetic field within the initial grid of discretization for the resistive inhomogeneity, grid and source case described in section 4.3.1.2. The larger the amplitude of the plots the earlier the delay time. The delay times on this plot are: 1.595, 1.892, 2.325, 2.961 and 3.891 milliseconds.

Resistive Inhomogeneity

FIGURE 4.17 The decay of the vertical magnetic field within the initial grid of discretization for the resistive inhomogeneity, grid and source case described in section 4.3.1.2. The larger the amplitude of the plots the earlier the delay time. The delay times on this plot are: 3.891, 4.405, 4.817, 5.420, 6.307, and 7.608 milliseconds.
The "dual ridge" nature of the profiles in figures 4.15 and 4.16 suggest a partial bifurcation of the current or at least a relative low in the current density. The single steep section on the left hand side is associated with the main current out of the page, however there are two steep parts to the profile on the right hand side of the graph. The left most one occurs to the left of the resistive inhomogeneity, while the one on the right is associated with the zero crossing, and represents the major component of current into the page. These results suggest that the current going into the page is being channelled so as to keep it on the left hand side of the resistive inhomogeneity.

The "partial bifurcation" continues until the very latest delay times shown on figure 4.17 where the field is about one thousandth of the initial value. At these delay times there are only 4 points across the profile, where initially there were 128, and it is not expected that the inhomogeneity will have much effect as its size is smaller than the grid sampling interval.

The currents induced around the loop are best observed by looking at contour maps of the stream potential (see figures 4.18 to 4.25). Note that in the final contour map the contours have been multiplied by a scaling factor of 10000. The currents clearly move more rapidly through the resistive part. In the last plot the effect of the resistive inhomogeneity is not obvious, and this is because i) the fields have been forced towards the uniform sheet solution, and ii) the resistive inhomogeneity is no longer seen in the discretization.
4.3.1.3 A Conductive Inhomogeneity

Figure 4.26 shows a contour map of a conductive structure within the initial grid of discretization. Again the position of the loop is shown on the (127m by 127m) map. The background resistance is $R=0.04$ Ohms. Within the inhomogeneity $R$ decreases gradually down to $0.015$ Ohms. The time stepping method is the same as the previous section. Profiles of the vertical magnetic field parallel to the x axis, and across the centre of the loop and conductive inhomogeneity are shown on figures 4.27 and 4.28. The fields near the conductive area decay less quickly, and the zero crossing moves more slowly through the inhomogeneity. Contour plots of the stream potential - figures 4.29 to 4.36 - illustrate the fact that the currents are better preserved in the conductive area.

4.4 Accuracy Tests

There are no other numerical methods which calculate the time decay of the fields for a three dimensional source above a sheet of variable conductivity thickness product. Oristaglio and Hohmann (1984) have calculated the currents induced in a two dimensional earth when excited by line sources, but this cannot be used to check the thin sheet solutions. The other available checks are against scale model experiments, or checks of internal consistency.
FIGURE 4.26 A contour map of the resistivity structure within the initial grid of discretization (127m by 127m). The position of the loop is shown on the map. The background resistivity is $R = 0.04$ Ohms. The contour labels have been scaled up by 10000.
FIGURE 4.27 The decay of the vertical magnetic field within the initial grid of discretization for the conductive inhomogeneity, grid and source case described in section 4.3.1.3. The larger the amplitude of the plots the earlier the delay time. The delay times on this plot are: 0, .005, .016, .030, .052, .080, .117, .160, .223 and .315 milliseconds.

FIGURE 4.28 The decay of the vertical magnetic field within the initial grid of discretization for the conductive inhomogeneity, grid and source case described in section 4.3.1.3. The larger the amplitude of the plots the earlier the delay time. The delay times on this plot are: .315, .381, .478, .620, .827, 1.131, and 1.878 milliseconds.
FIGURES 4.29 to 4.36 Contours of the stream potential at times 0, 0.027, 0.075, 0.124, 0.186, 0.302, 0.330, and 1.345 milliseconds. The scale is shown in the bottom left hand corner.
4.4.1 Internal Consistency Checks

4.4.1.1 Grid spacing

It is not possible to do unambiguous convergence tests with the program, as it is difficult to describe the inhomogeneity identically in cases of differing grid size. Also, the grid size has upper and lower bounds placed on it so as to ensure that the initial fields will be adequately represented in the wavenumber domain. The decay of the field for the resistive case discussed above at the point (22,0), is shown for five different grid spacings on figure 4.37 (log-lin) and figure 4.38 (log-log). The 'T's on the log-log plots trace negative values which have been made positive for log plotting. In each case the inhomogeneity is 20 metres by 20 metres, the number of time steps per grid expansion is 15, and the grid is 128 nodes by 128 nodes. The factors which vary from graph to graph are tabulated on table 4.1. The units are metres and the origin is always at the centre of the loop. The grid spacing is the critical factor but the left edges of the grid and inhomogeneity should ideally be the same.

<table>
<thead>
<tr>
<th>Graph label</th>
<th>Grid spacing</th>
<th>left hand edge of grid</th>
<th>left edge of inhomo.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.83333</td>
<td>-53.333</td>
<td>10.8333</td>
</tr>
<tr>
<td>2</td>
<td>.90909</td>
<td>-58.1818</td>
<td>10.9090</td>
</tr>
<tr>
<td>3</td>
<td>1.0000</td>
<td>-64.0000</td>
<td>11.0000</td>
</tr>
<tr>
<td>4</td>
<td>1.1111</td>
<td>-71.1111</td>
<td>11.1111</td>
</tr>
<tr>
<td>5</td>
<td>1.2500</td>
<td>-80.0000</td>
<td>11.2500</td>
</tr>
</tbody>
</table>
Check point (22,0) - grid size varies

FIGURE 4.37 A log-linear plot of the vertical magnetic field at (22,0) for a 40m by 40m loop centred at (0,0) 1 metre above the sheet plotted as a function of time using different grid sizes. In each case the grid has 128 by 128 points, but the distance between nodes is .3333, .9090, 1.00, 1.11, and 1.25 metres for graph labels 1, 2, 3, 4 and 5 respectively.

Check point (22,0) - grid size varies

FIGURE 4.38 A log-log plot of the vertical magnetic field at (22,0) for a 40m by 40m loop centred at (0,0) 1 metre above the sheet plotted as a function of time using different grid sizes. In each case the grid has 128 by 128 points, but the distance between nodes is .3333, .9090, 1.00, 1.11, and 1.25 metres for graph labels 1, 2, 3, 4 and 5 respectively. The T's trace negative values.
As can be seen from both figures 4.37 and 4.38 the time at which the zero crossing passes the check point varies from 70 $\mu$s to 90 $\mu$s. This is not an insignificant error however it can be explained. Firstly, the fact that the grid starts and finishes in different places may have some effect. Also, the fact that the inhomogeneity starts on similar but slightly different positions is also likely to have an effect. Finally the method by which the value of the vertical magnetic field at (22,0) is calculated may also result in some error. The point (22,0) does not always lie on a point of discretization, so a linear interpolation of the surrounding four points was done to obtain the value of the field at this point. This may not be an accurate approximation at early times, however the linear interpolation will result in a consistent error—which is seen on the plots. If the values used to approximate the field at (22,0) are consistently in error by a small amount, then this will result in a significant change in the zero crossing of the vertical field. When the fields vary less rapidly at late delay times the approximation will become better, and this is observed. The spurious 'bumps' (labelled 'A' and 'B' on the log-log plot) have occurred before an expansion (B) or a forced grid expansion (A). After the expansion the results appear to have returned to their 'normal' values, except in the case of the graph labelled '1' which departed from the normal solution so much that it was unable to recover. These instabilities can be overcome by filtering the field.

It would seem from the cases shown that the most stable cases are those with the largest grid size. A good guideline in selecting the grid spacing would therefore be to select the
largest possible grid spacing which has a tolerable aliasing error.

4.4.1.2 Time step size

In an attempt to determine the effect of the time step size on the solutions, the number of time steps between grid expansions was varied. Essentially this amounts to varying the time step size, as the times of the grid expansions are approximately constant. The model used in the test is that of the graph labelled '2' on figures 4.37 and 4.38. The number of steps between grid expansions used is 9, 11, 13, 15 and 17. These are shown on figure 4.39. Again the 'T's represent negative values. It would seem that the step size has little effect on the accuracy of the solution prior to the solution blowing up. The effect of a varying step size is to alter the delay time at which the solution becomes unstable. This time is obvious from the plots of the fields in the space domain.

Again the instabilities can be avoided if $H_x^i$ is filtered, but this increases the computation time slightly, and smoothes the solution.
FIGURE 4.32 A log-log plot of the vertical magnetic field at (22,0) for a 40m by 40m loop centred at (0,0) 1 metre above the sheet plotted as a function of time using different time steps. The number of steps between grid expansions are 9,11,13,15 and 17. These are plotted on the figure with the line types shown. The 'T's trace negative values.
5.0 CHAPTER 5 - CONCLUSION

The aim of this thesis was to model the electromagnetic response of a thin sheet with a gently varying conductivity-thickness product (δt). The sheet is situated in free space. Responses have been obtained in the frequency domain, and in the time domain.

The frequency domain case gives physically reasonable results, however computer storage capabilities restrict the number of wavenumbers which can be used to represent the field to 441 or less. This means that the fields to be studied must vary in such a manner such that they can be described with low wavenumber components. Whenever a new frequency of excitation or conductivity structure is to be solved for the discretization grid must be re-adjusted, and the matrix inverted again.

The advantage of the frequency domain method of solution is that once a solution matrix has been inverted, the matrix can be stored and the response for any number of source fields can be found by matrix multiplication. A profile for a moving transmitter E.M. system over a certain conductivity structure can therefore be computed cheaply. This method of solution is therefore particularly suited to obtaining frequency domain airborne E.M. responses.

Time domain methods are utilized more frequently than frequency domain methods in areas where the conductivity structure is most likely to be made up of only a conducting overburden. These methods usually involve large transmitter loops which are laid close to the ground. At early delay times the fields are concentrated around the loop, and thus high
spatial variations will be present. This means high wavenumber components are required to describe the fields. Therefore the methods which have been described for the frequency domain case cannot be applied. An algorithm has been developed which steps the fields through time in doing so it uses all the wavenumber components present. The response at late delay time will have a dependence which is best described by low wavenumber components. To adequately describe the fields at late delay times, more low wavenumber information must be included. As a discrete Fourier transform is used, the fields must be sampled with equally spaced sample points. The easiest solution is to double the grid size occasionally. This is the time domain analogue of using different grid spacings for different frequencies.

For the variable conductivity problem, the decaying fields will have a 'multimodal' wavenumber distribution. Conductive areas in the sheet will result in some of the high wavenumbers decaying more slowly. Instabilities result at late delay times when the low wavenumbers dominate. By filtering or forcing a grid expansion to retain stability the high wavenumber information relevant to the more conductive areas is thrown away. The solution is thus forced towards the uniform thin sheet solution. A trade off situation exists. Either the solution can be calculated with no approximation up to the latest delay time that the method is stable, or a stable solution can be obtained for all delay times. The stable solution has been spatially smoothed.
The program takes about 2.5 minutes of cpu time per iteration on a VAX 11/750. Typically 70 time steps may be required to cover the full decay of the fields, thus 3 hours are normally required to time step the fields.

The method uses the fast Fourier transform (FFT) to calculate the horizontal component of the magnetic field from the vertical components. This is one of the most time consuming aspects of the program, as virtual memory space is used. If this could be sped up, then the program would be quicker. Using an array processor to calculate the FFT may also provide significant savings.

The results obtained from the programs are encouraging, and they now allow the response of a laterally varying conductive overburden to be found. Variable conductivity sheet solutions can now be recognized, and this will aid in distinguishing the effect of overburden from the effect of buried conductors (ore bodies).

An example of a body which could be modelled by such methods as those described here is the weathered zone associated with a kimberlite pipe.
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