A growing area of interest and relevance in the study of autism spectrum disorder (ASD) focuses on the relationship between multisensory temporal function and the behavioral, perceptual, and cognitive impairments observed in ASD. Atypical sensory processing is becoming increasingly recognized as a core component of autism, with evidence of atypical processing across a number of sensory modalities. These deviations from typical processing underscore the value of interpreting ASD within a multisensory framework. Furthermore, converging evidence illustrates that these differences in audiovisual processing may be specifically related to temporal processing. This review seeks to bridge the connection between temporal processing and audiovisual perception, and to elaborate on emerging data showing differences in audiovisual temporal function in autism. We also discuss the consequence of such changes, the specific impact on the processing of different classes of audiovisual stimuli (e.g. speech vs. nonspeech, etc.), and the presumptive brain processes and networks underlying audiovisual temporal integration. Finally, possible downstream behavioral implications, and possible remediation strategies are outlined.
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Autism spectrum disorder (ASD) is a neurodevelopmental disorder of high prevalence, estimated at rates as high as 1 in 68 in all children and 1 in 42 for boys, and is associated with enormous economic, societal, and individual costs [ADDM, 2014; Baio, 2012]. ASD is characterized by atypical social communication and restricted and repetitive interests [APA, 2013]. In addition to being part of the original description of Autism [Kanner, 1943], sensory and perceptual disruptions are now a core diagnostic criteria in ASD (DSM-5). These sensory changes are typically seen in more than a single sensory modality, extending to multiple sensory systems including vision, hearing, touch, proprioception, taste, and smell [Baranek, David, Poe, Stone, & Watson, 2006; Dawson & Watling, 2000; Kasari & Sigman, 1997; Kern et al., 2007; Kientz & Dunn, 1997; O’Neill & Jones, 1997; Rogers, Hepburn, & Wehner, 2003; Talay-Ongan & Wood, 2000; Watling, Deitz, & White, 2001; Wing & Potter, 2002]. The ubiquity of these sensory-processing differences across multiple modalities within individuals with ASD suggests that they play an important role in the lived experiences of individuals with ASD and should be considered from a multisensory perspective [for review see Baum, Stevenson, & Wallace, In Press]. In fact, emerging evidence strongly supports the presence of specific multisensory processing deficits in ASD. These deficits extend beyond those predicted on the basis of changes within the individual sensory modalities in response to audiovisual processing [Brandwein et al., 2012; Ross et al., 2011; Stevenson et al., 2014a], audiotactile processing [Russo et al., 2010], and visuohaptic processing [Cascio, Foss-Feig, Burnette, Heacock, & Cosby, 2012].
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through illusory examples such as the McGurk Effect. In this illusion, a listener is presented with a video of a speaker who articulates the syllable “ga” and an auditory track of the speaker uttering a temporally aligned “ba” [MacDonald & McGurk, 1978; McGurk & MacDonald, 1976]. Often, the listener will report having perceived “da” or “tha,” syllables contained in neither the auditory nor the visual sensory streams. Such instances represent a perceptual synthesis—a merging of information across sensory modalities. Integrating information across the different senses results not only in interesting illusions, but also provides a host of behavioral benefits, from simple gains in response times [Diederich & Colonius, 2004; Gondan, Niederhaus, Rosler, & Roder, 2005; Hershenson, 1962; Hughes, Reuter-Lorenz, Nozawa, & Fendrich, 1994; Miller, 1982; Molholm et al., 2002; Murray, Foxe, Higgs, Javitt, & Schroeder, 2001; Schroger & Widmann, 1998], rates of detection [Bolognini, Frassinetti, Serino, & Ladavas, 2005; Lovelace, Stein, & Wallace, 2003; Stein, Meredith, Huneycutt, & McDade, 1989], and spatial localization [Stein, Huneycutt, & Meredith, 1988; Stevenson, Fister, et al., 2012], to higher order functional benefits such as improved speech perception in noise [Sumby & Pollack, 1954].

To benefit from multiple streams of information, an individual must properly assess sensory signals. When signals originate from the same external event they should be bound into a unified percept, but when signals originate from distinct external events they should be processed distinctly. This decision process is commonly referred to as the “binding problem,” and has received much attention across a variety of disciplines [Treisman, 1996]. One of the most important pieces of information that an individual uses to make this perceptual “decision” is the temporal relationship between incoming sensory signals. Sensory signals that originate from a single external event will have highly related temporal structures including, but not limited to, the timing of signal onset and offset. In contrast, sensory signals that originate from two distinct external events are much less likely to have related temporal structures. Reflecting these environmental statistics, two sensory signals that are in close temporal proximity are more likely to be perceptually bound across a range of different stimulus types, including speech [Conrey & Pisoni, 2006; Dixon & Spitz, 1980; Hillock, Powers, & Wallace, 2011; Stevenson, Altieri, Kim, Pisoni, & James, 2010; Stevenson, VanDerKlok, Pisoni, & James, 2011; Stevenson & Wallace, 2013; van Atteveldt, Formisano, Bloemert, & Goebel, 2007; van Wassenhove, Grant, & Poeppel, 2007], tools [Stevenson & James, 2009; Stevenson & Wallace, 2013], and very simple stimuli, e.g. flashes and beeps [Conrey & Pisoni, 2006; Hillock et al., 2011; Keetels & Vroomen, 2005; Powers, Hillock, & Wallace, 2009; Stevenson & Wallace, 2013; Stevenson, Wilson, Powers, & Wallace, 2013; Stevenson, Zemtsov, & Wallace, 2012; Wallace et al., 2004; Zampini, Guest, Shore, & Spence, 2005]. Signals close in temporal proximity are also more likely to induce the aforementioned behavioral benefits [Macaluso, George, Dolan, Spence, & Driver, 2004; Meredith, Nemitz, & Stein, 1987; Meredith, Wallace, & Stein, 1992; Miller & D’Esposito, 2005; Royal, Carriere, & Wallace, 2009; Schall, Quigley, Onat, & Konig, 2009; Senkowski, Talsma, Grigutsch, Herrmann, & Woldorff, 2007; Stevenson et al., 2010; Stevenson et al., 2011] when compared with the same two sensory

---

**Figure 1.** The temporal synchrony of two incoming sensory inputs is a salient cue as to whether the two inputs should be perceptually bound. In a typically developed perceptual system, perceptual binding occurs within a limited range of temporal offsets between the two inputs. Outside that widow of time, the inputs are likely to be processed as independent units of information (Panel A). The width of this window is reflective of environmental statistics. Individuals with ASD often exhibit atypically wide TBWs, resulting in the perceptual binding of sensory inputs that likely did not originate from the same external event (pink) (Panel B). A, auditory; V, visual; AV, audiovisual.
signals that are temporally disparate (Fig. 1A). However, the two inputs do not have to be perfectly temporally aligned to be bound. Rather, these inputs must occur within an epoch or “window” of time that is now commonly referred to as the temporal binding window (TBW) [Colonius & Diederich, 2004; Hairston, Burdette, Flowers, Wood, & Wallace, 2005].

In typically developing (TD) individuals, multisensory integration allows one to efficiently process the continual stream of sensory information. In individuals with ASD, however, this process is less efficient. For example, atypical multisensory integration can be seen in responses to the McGurk effect described above. Several studies have found that children with ASD show reduced levels of integration and as a result are less susceptible to the illusion [e.g. Bebko, Schroeder, & Weiss, 2014; de Gelder, Vroomen, & Van der Heide, 1991; Irwin, Tornatore, Brancazio, & Whalen, 2011; Mongillo et al., 2008; Stevenson, Siemann, et al., 2014; Stevenson et al., 2014b; Williams, Massaro, Peel, Bosseler, & Suddendorf, 2004]; but see [Jarroci, Rombough, Yager, Weeks, & Chua, 2010; Wojnaroski et al., 2013]. Typically, this reduction in perceptual binding is the result of an over-reliance on the auditory signal and a reduced reliance on visual speech information [Jarroci et al., 2010; Irwin et al., 2011; Mongillo et al., 2008; Stevenson, Siemann, et al., 2014; Stevenson et al., 2014b]. This reliance on a single sensory modality suggests that the visual and auditory stimulus components are being processed independently, rather than being integrated.

As previously described, one of the most salient features as to whether two stimulus inputs will be perceptually bound is their temporal coincidence. However, in order to take advantage of the predictive nature of such synchrony, the perceiver must be able to accurately process this temporal information (Fig. 1B). In fact, recent evidence has shown that typically developed individuals who show less acute multisensory temporal processing are less likely to perceive the McGurk Effect [Stevenson, Zemtsov, et al., 2012]. This study suggests that precise temporal processing results in temporal synchrony being a strong and reliable cue to bind, leading to an increase in the ability to properly perceptually bind synchronous auditory and visual information. The fact that temporal processing is linked to multisensory integration is particularly relevant in autism, as ASD is often associated with decreased temporal precision and reliability [Brock, Brown, Boucher, & Rippon, 2002; Cardy, Flagg, Roberts, Brian, & Roberts, 2005; McPartland, Dawson, Webb, Panagiotides, & Carver, 2004; Szlag, Kowalska, Galkowski, & Poppel, 2004]. Most germane is the temporal binding hypothesis of ASD, introduced by Brock and colleagues [2002], which posits that symptoms of ASD result from reduced neural integration with local neural networks due to a decrease in synchronization of high-frequency gamma activity. The findings that individuals with ASD tend to show decreases in multisensory integration coupled with atypical temporal processing lead to the hypothesis that atypical temporal processing in ASD plays a causal role in the observed multisensory integration weaknesses [Stevenson, Siemann, et al., 2014]. Here, we will review the relevant empirical investigations (Table 1) in order to consolidate and inform the field’s current understanding of multisensory temporal processing in high-function individuals with ASD. These studies will be broken into three sections: eye-gaze studies, behavioral studies that indirectly or implicitly inquire about multisensory integration using audiovisual illusions, and behavioral studies that directly and explicitly probe for temporal aspects of audiovisual integration, including studies using simultaneity judgments and temporal order judgments.

**Eye-Gaze Studies**

The first study directly investigating the perception of temporal synchrony across audition and vision in ASD was performed by Bebko, Weiss, Demark, and Gomez [2006]. Using a preferential-looking paradigm (as measured objectively via Noldus Observer), 4- to 6-year olds (Vineland Adaptive Language Level range = 0.8–3.1 years old) looked at two monitors presenting the same visual stimuli and a single auditory presentation. One screen had a visual display that was temporally synchronized with the auditory track, and the second screen’s visual presentation was 3 sec advanced (visual preceding audio—VA). Three distinct categories of stimuli were presented: complex-speech consisting of a story being read, simple-speech consisting of a series of numbers being read, and nonspeech consisting of the children’s game Mousetrap. Both groups showed preferential looking toward synchronous stimuli when presented with the nonspeech stimuli (i.e., Mousetrap). However, a different pattern emerged with speech stimuli, whereby TD children continued to preferentially look toward the screen with the synchronous visual presentation, but children with ASD viewed the screens equally (Fig. 2A). This pattern was consistent across both the simple and complex speech conditions. These results highlight two key findings. First, it demonstrated that individuals with ASD do not spontaneously prefer audiovisual synchrony, thus providing the first evidence that individuals with ASD may in fact show atypical temporal perception across sensory modalities. Second, this study also revealed that these atypicalities were dependent upon stimulus type. It should be noted that this paradigm cannot definitively inform us as to whether this difference was due to the inclusion of
language or due to the inclusion of social factors (e.g. including a face) as they were not separated experimentally, but it did identify that there was a clear difference related to one of, if not all of, these factors.

A more recent eye-gaze study conducted by Grossman, Steinhart, Mitchell, and McIlvane [2015] with infrared-based eye tracking used a single auditory track of a speaker saying short sentences and two screens showing the speaker’s face articulating the sentences. One visual presentation, at any given time, was synchronized with the auditory presentation. The other presentation had a 330 ms visual lag (audio preceding visual—AV). In addition, this study used two other manipulations: an implicit condition in which participants were simply instructed to watch the videos, and an explicit condition in which participants were instructed to watch the synchronized video. While both children with and without ASD (8–19 years old, mean verbal IQ not reported, Peabody Picture Vocabulary Test score of receptive vocabulary = 107) looked toward the synchronous video more than the asynchronous video in all conditions, children without ASD looked at the synchronized screen significantly more than their counterparts with ASD in both conditions. Also, TD children but not children with ASD showed increased viewing to the synchronized video in the explicit condition relative to the implicit condition. Thus, this study confirmed the finding that children with ASD were less sensitive to temporal synchrony of audiovisual speech, and extended the previous results to show that children with ASD had difficulties detecting synchrony even when explicitly tasked with attending to the temporal properties of the presentations. Furthermore, this convergent evidence was found

<table>
<thead>
<tr>
<th>Article</th>
<th>Age (years)</th>
<th>Measure</th>
<th>Stimuli</th>
<th>Task</th>
<th>SOAs (ms)</th>
<th>Group difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bebko et al., Journal of Child Psychology and Psychiatry, 2006</td>
<td>4–6</td>
<td>Eye tracking</td>
<td>Mousetrap</td>
<td>Undirected watching</td>
<td>3,000 VA</td>
<td>No</td>
</tr>
<tr>
<td>Grossman et al., Autism Research, 2015</td>
<td>8–19</td>
<td>Eye tracking</td>
<td>Sentences</td>
<td>Undirected watching</td>
<td>330 VA</td>
<td>Yes</td>
</tr>
<tr>
<td>Patten et al., Autism Research and Treatment, 2014</td>
<td>3–6</td>
<td>Eye tracking</td>
<td>Auditory speech and visual doll movements</td>
<td>Undirected watching</td>
<td>700 AV</td>
<td>N/A</td>
</tr>
<tr>
<td>Foss-Feig et al., Experimental Brain Research, 2010</td>
<td>8–17</td>
<td>Illusion</td>
<td>Flashes and beeps</td>
<td>Sound-induced Flash Illusion</td>
<td>0–500 AV, 0–500 VA</td>
<td>Yes</td>
</tr>
<tr>
<td>Collignon et al., Cortex, 2013</td>
<td>14–31</td>
<td>Illusion</td>
<td>Lines and tones</td>
<td>Visual search</td>
<td>N/A</td>
<td>Yes</td>
</tr>
<tr>
<td>Kwakye et al., Frontiers in Psychology, 2012</td>
<td>8–17</td>
<td>Illusion</td>
<td>Flashes and beeps</td>
<td>Visual temporal order judgment</td>
<td>0–500 VA</td>
<td>Yes</td>
</tr>
<tr>
<td>Woynaroski et al., Journal of Autism and Developmental Disorders, 2013</td>
<td>8–17</td>
<td>Illusion</td>
<td>Single phoneme speech</td>
<td>McGurk Effect</td>
<td>0–300 VA</td>
<td>Yes</td>
</tr>
<tr>
<td>de Boerssellekeens et al., Frontiers in Psychology, 2013</td>
<td>16–22</td>
<td>Direct perception</td>
<td>Flashes and beeps Hand claps Single phoneme speech</td>
<td>Audiovisual temporal order judgment</td>
<td>0–320 AV, 0–320 VA</td>
<td>Yes</td>
</tr>
<tr>
<td>Stevenson et al., Journal of Neuroscience, 2014</td>
<td>6–18</td>
<td>Direct perception</td>
<td>Flashes and beeps Handheld tools Single phoneme speech</td>
<td>Simultaneity judgment</td>
<td>0–300 AV, 0–300 VA</td>
<td>No</td>
</tr>
<tr>
<td>Donohue et al., Experimental Brain Research, 2012</td>
<td>21.5⁰</td>
<td>Direct perception</td>
<td>Flashes and beeps</td>
<td>Simultaneity judgment</td>
<td>0–300 AV, 0–300 VA</td>
<td>N/A</td>
</tr>
</tbody>
</table>

SJJ, simultaneity judgment; TOJ, temporal order judgment; AV, auditory preceding visual; VA, visual preceding auditory.

⁰Indicated mean age, as age range was unreported.
despite a number of methodological differences relative to the previously discussed study [Bebko et al., 2006], including using different stimuli, having an auditory lead as opposed to a visual lead, different manners of coding of gaze patterns (Noldus Observer vs. infrared-based eye tracking), and differing task demands.

A third eye-gaze study measured the relationship between synchrony detection and language abilities in children with ASD (3–6 years old, verbal IQ not reported, mean Preschool Language Test-4 receptive language score = 38, receptive language ratio (PLS-4/chronological age) = 0.69) [Patten, Watson, & Baranek, 2014]. While this study again used a preferential-looking paradigm, the stimuli were substantially different from those used in the previously described studies. Visual stimuli consisted of a doll on a speaker’s lap, but with the speaker’s face excluded from the video. In the synchronous condition, the doll was bounced when the speaker said the doll’s name. In the asynchronous condition, the doll was bounced 700 ms before the doll’s name was said (visual preceding audio—VA). Thus, while the stimuli included speech, the temporal alignment was not between auditory speech and the speaker’s mouth, but between auditory speech and the movement of a children’s toy.

Children with ASD preferentially looked at synchronized videos (55% of viewing to synchronous videos, 45% viewing of asynchronous videos). As there was no control group, differences between children with and without ASD could not be measured, limiting the interpretation of these findings. While group differences could not be assessed, the inclusion of language measures allowed for the assessment of the relationship between synchrony-detection and receptive language proficiency (the ability to understand or comprehend language). Indeed, a significant correlation between time spent looking at the synchronous video and receptive language proficiency was found—the more looking toward the synchronous presentation, the higher the receptive language scores in children with ASD. This finding supports the hypothesis that lower-level multisensory temporal perception may have a cascading impact on higher-ordered cognitive functioning, such as receptive language abilities [Stevenson, Segers, et al., 2014].

This finding opens a number of avenues for future research. First, the relationship between synchrony detection and receptive language in children with ASD is interesting, but it remains to be seen if this relationship is observed in all children, both with and without ASD, or if this relationship is a product of atypical sensory processing in children with ASD. A single paper, Grossman...
Schneps, and Tager-Flusberg [2009], conducted such an analysis, and found no such relationship. However, this single paper also showed no relationship between synchrony detection and receptive language in TD children, nor a group difference in synchrony detection of speech between ASD and TD groups, contrary to what all other studies have shown. As such, future studies utilizing a TD control group are needed to be able to make this distinction reliably. Second, as this study paired auditory speech with the movement of a children’s toy, it remains to be seen if attending to synchronized auditory speech and the associated visual mouth movements would also show the same relationship with receptive language abilities. If anything, one would hypothesize that this relationship should be stronger. However, as seen with the Bebko et al. [2006] study, individuals with ASD respond very differently to different classes of stimuli.

Behavioral Studies: Audiovisual Illusions

Differential sensory processing for particular types of stimuli in ASD is a consistent finding. In general, individuals with ASD have shown intact or even enhanced processing of simple stimuli, whereas processing of more complex stimuli is often impaired [Bertone, Mottron, Jelenic, & Faubert, 2005; Minshew & Hobson, 2008]. There also may be a difference specifically related to speech information, which tends to be impaired, whereas nonspeech stimuli tend to show less dramatic differences [Mongillo et al., 2008]. Speech perception is, however, inherently complex, and parsing of the possibly independent effects of complexity and speech is still ongoing. The pattern of greater impairments for more complex stimuli also applies to multisensory illusions. As previously discussed, research shows that the McGurk Effect, a speech-related multisensory illusion, is generally weaker in individuals with ASD [Bebko et al., 2014; de Gelder et al., 1991; Irwin et al., 2011; Mongillo et al., 2008; Stevenson, Siemann, et al., 2014; Stevenson et al., 2014b; Williams et al., 2004; but see Iarocci et al., 2010; Wyonoarski et al., 2013]. In contrast to the McGurk effect, the sound-induced flash illusion [Shams, Kamitani, & Shimojo, 2000] uses nonspeech stimuli to assess binding of information across sensory modalities: a single visual flash presented with multiple auditory beeps induces the illusory visual perception of multiple flashes. Multiple studies show this illusion is intact in adults with ASD [Keane, Rosenthal, Chun, & Shams, 2010; van der Smagt, van Engeland, & Kemner, 2007], although one study indicates that this may not be the case in children with ASD [Stevenson et al., 2014a].

The sound-induced flash illusion has also been adapted to explicitly examine multisensory temporal processing in children with and without ASD (8–17 years old, mean verbal IQ = 105, typical reading abilities) [Foss-Feig et al., 2010]. In this study, a single visual flash was paired with two auditory beeps while varying the timing of the beeps relative to the flash. While one beep was always presented simultaneously with the visual flash, the stimulus onset asynchrony (SOA) of the second beep was systematically varied from 500 ms preceding the visual flash to 500 ms following the visual flash. Participants were tasked with counting the number of visual flashes they saw, and explicitly asked to ignore the auditory beeps. Given that the perception of illusory flashes can serve as a proxy for multisensory binding, Foss-Feig and colleagues [2010] were able to determine the temporal offsets at which individuals perceptually bound auditory and visual inputs—in essence measuring the multisensory TBW. Individuals with ASD showed a wider TBW than TD individuals, reflecting less precise multisensory temporal processing (Fig. 2B). Collectively, these results suggest that individuals with ASD may be binding together stimuli that should not be bound.

It is important to note here that even typically developing individuals have TBWs that span several hundred milliseconds. Although seemingly counterintuitive, such a window makes good ecological sense given the structure of our sensory world. That is, given differences in propagation speeds of visual and auditory stimulus energies, auditory sensory signals will reach the cochlea slightly after the visual signal reaches the retina because light travels faster than sound. Additionally, this auditory-visual lag increases as stimulus distance grows [Pöppel, Schill, & von Steinbüchel, 1990]. There are also substantial differences in the timing of the acoustic and visual transduction processes, as well as in neural conduction times for the different modalities [Corey & Hudspeth, 1979; King & Palmer, 1985; Lamb & Pugh, 1992; Lennie, 1981]. For these reasons, it is advantageous that two sensory inputs may still be bound if they are in relatively close temporal proximity even if they are not perfectly synchronous. The more temporally proximate two inputs are, the greater the chance of integration [Vroomen & Keetels, 2010]. The TBW characterizes the relationship between two inputs from different modalities as a probabilistic concept reflecting the likelihood that the inputs will or will not result in alterations in behavior and/or perception across a range of SOAs.

A follow-up paper to this sound-induced flash illusion study reported corroborating findings using a different paradigm [Kwakye, Foss-Feig, Cascio, Stone, & Wallace, 2011]. In this study, children with and without ASD (8–17 years old, typical reading levels, no report of verbal IQ or verbal language abilities) completed a visual temporal order judgment task. Two visual flashes were presented at different locations on a screen, and children were asked to report
which flash came first. During a subset of trials, two auditory beeps were also presented, one synchronous with the initial visual flash, and one presented with or following the second flash by up to 500 ms (VA). Importantly, the addition of these auditory beeps did not contribute any relevant information for the visual task. Despite this, the inclusion of these auditory stimuli increased performance on the visual task (both in accuracy and response time), but only when the auditory cues were presented within a restricted window of time relative to the flashes [Hairston, Hodges, Burdette, & Wallace, 2006; Hairston et al., 2005; Morein-Zamir, Soto-Faraco, & Kingstone, 2003]. Critically, the window of time in which the auditory stimuli modulated visual task performance was greater in individuals with ASD compared to their TD peers (Fig. 2D), providing converging evidence that individuals with ASD exhibit decreased multisensory temporal precision relative to their TD peers.

A third audiovisual paradigm using simple, nonspeech stimuli that contributes to this line of findings is the “pip and pop” paradigm [Van der Burg, Olivers, Bronkhorst, & Theeuwes, 2008]. Participants are presented with an array of visual lines of various orientations and asked to find the vertical or horizontal target. All items alternate between two colors at random intervals. In some trials, an auditory beep, or “pip,” is presented in synchrony with the visual target’s color switch. This induces a pop-out effect, resulting in increased visual search accuracy and speed, indicating multisensory facilitation. Importantly, this effect only occurs when the auditory tone is presented synchronously with a visual target. As such, an individual must be able to correctly perceive the timing of the audiovisual pair in order to benefit from the audiovisual coincidence. Collignon and colleagues [2013] used this paradigm to investigate multisensory facilitation in high-functioning ASD (age range = 14–31, mean verbal IQ = 102, no measure of receptive language). Participants were presented with item arrays of either 24, 36, or 48 visual items. In the typically developed group, when an auditory tone was presented synchronously with the visual target, significant increases in accuracy and significantly faster response times were observed. This effect was found in all set sizes. In the ASD group, however, no change in either accuracy or response time was seen in any set size, suggesting that individuals with ASD were unable to make use of the audiovisual synchrony to increase visual search efficiency.

Each of the studies described above suggest atypical multisensory temporal processing even with extremely simple stimuli, in contrast to the speech-specific differences found by Bebko et al. [2006]. This discrepancy speaks to an unresolved question as to the level at which sensory processing is first impaired in ASD. This debate over stimulus complexity notwithstanding, what has been made clear is that findings of multisensory temporal processing differences for speech stimuli in ASD are consistent and robust [but see Grossman et al., 2009]. For example, a recent study from Woynaroski et al. [2013] showed extended multisensory TBWs in ASD for McGurk-related stimuli. In this experiment, 8–17-years olds with and without ASD (mean verbal IQ = 109, no measure of verbal language level) were presented with standard McGurk stimuli but with visual-leading SOAs up to 300 ms. Again, individuals with ASD were more likely to report illusory perceptions at larger temporal offsets, with a 73% increase in TBW width relative to their TD peers (Fig. 2C).

### Behavioral Studies: Explicit Measures of Temporal Perception

While the above studies describe differences in multisensory temporal processing in ASD that have been demonstrated across a variety of indirect or implicit methodologies (e.g. preferential looking, illusions), a number of studies have approached the issue in a more direct, explicit manner, collecting explicit reports of temporal perceptions. The first of these was a study of adolescents with and without ASD (age range not reported, mean age = 14 years old, mean verbal IQ = 109, Peabody Picture Vocabulary Test score of receptive vocabulary = 113) by Grossman et al., [2009]. The participants watched videos of a speaker uttering short phrases, with SOAs of the visual and auditory tracks ranging from 0 to 500 ms with a visual lead (visual preceding audio—VA), and completed a simultaneity judgment task. There were no group differences between individuals with and without ASD. To our knowledge, this study is the only one that has failed to find group differences in temporal perception of speech stimuli between individuals with and without ASD. At the time, this was also the only study to ask participants with ASD to directly report the perception of synchrony as opposed to relying on a more indirect behavioral measure such as eye gaze, leaving open the possibility that the group differences seen in the preferential-looking tasks may have been specific to spontaneous eye gaze. Multiple recent follow-up studies have, however, proven that this was not the case.

A second study of multisensory temporal perception addressed the issue of stimulus type using three different stimulus types: simple flashes and beeps (simple nonspeech), hands clapping (complex nonspeech), and single-syllable speech utterances (complex speech) [de Boer-Schellekens, Eussen, & Vroomen, 2013]. Participants with and without ASD (16–22 years old, verbal IQ = 110, no report of language proficiency) completed a temporal order judgment task across parametrically varied visual-leading and audio-leading SOAs of up to
320 ms to measure just-noticeable differences. Individuals with ASD demonstrated diminished multisensory temporal order sensitivity across stimulus types, from simple flashes and beeps to speech stimuli (Fig. 3A) [de Boer-Schellekens et al., 2013]. Whereas previous studies showed that individuals with ASD bind stimuli at wider
SOAs [Foss-Feig et al., 2010; Kwakye et al., 2011; Woynaroski et al., 2013], this provides complementary evidence by demonstrating that individuals with ASD were also less able to disambiguate the temporal order of multisensory stimuli.

Similar to the study by de Boer-Schellekens and colleagues [2013], a recent study investigated the ability of individuals with ASD to bind multisensory inputs across a range of different stimulus categories in a single cohort of individuals [Stevenson, Siemann, et al., 2014]. Participants (6–18 years old, mean verbal IQ $t$-scores $= 56$, no report of language proficiency) were presented with simple flashes and beeps, simple nonspeech stimuli (hammers hitting a substrate), and simple speech stimuli (single-syllable utterances). Participants performed a simultaneity judgment task, with trial presentations parametrically varied from 400 ms auditory leading to 400 ms visual leading. From these judgments, TBWs were measured for each individual and for each stimulus type. Similar to the results from the original Bebko et al. [2006] preferential looking paradigm, Stevenson and colleagues found atypical multisensory temporal processing only for speech stimuli, and no group differences for the simple or more complex nonspeech stimuli (Fig. 3C). These results, however, differ from the de Boer-Schellekens et al. study that not only found group differences with speech stimuli, but also found group differences in simple and complex nonspeech stimuli. Although somewhat surprising, these disparate findings can be reconciled if the temporal order judgment task and the simultaneity judgment task access distinct cognitive processes and/or mechanisms [Vroomen & Keetels, 2010], a dissociation supported by evidence that these two tasks are relatively uncorrelated within subjects [Hirsh & Sherrick, 1961; Stevenson & Wallace, 2013; van Eijk, Kohlrausch, Juola, & van de Par, 2008; Vatakis, Navarra, Soto-Faraco, & Spence, 2008].

In addition to the battery of tests assessing temporal processing, Stevenson, Siemann, et al. [2014] also administered a McGurk paradigm with synchronous presentations (Fig. 3D). As previously mentioned, in TD populations, individual differences in TBW width has been shown to be predictive of the magnitude of individuals’ audiovisual integration as indexed by the McGurk Effect [Stevenson, Zemtsov, et al., 2012]. By the same token, individuals with ASD that showed less precise temporal processing with speech stimuli also showed reduced McGurk susceptibility, with a striking correlation ($R = 0.67$) between the width of the TBW with speech stimuli and susceptibility to the McGurk Effect. In addition, and perhaps of greatest interest, the TBW width of individuals with ASD as measured using nonspeech stimuli, which did not differ from the TD control group, was significantly correlated with susceptibility to the McGurk Effect in children with ASD (Fig. 3E). Hence, even the multisensory temporal binding of the lowest-level stimuli (i.e. simple flashes and beeps) was significantly correlated with individuals’ perceptual fusion of audiovisual speech, suggesting some common mechanistic underpinnings to these processes. With that said, while the McGurk Effect is used here as a proxy for speech integration, measures using integration on the whole-word or sentence level of speech perception would provide valuable advances in this line of work.

**Examination of Autism Traits in the General Population**

An emerging direction of research with strong clinical relevance examines autism and autistic traits as they relate to the broader population. As a spectrum disorder, symptoms of autism are found to varying degrees in the population of children with ASD at large. In addition, these symptoms are seen to varying degrees in members of the general population who fail to meet criteria for an autism diagnosis, and can be indexed using measures such as the Autism Quotient [Baron-Cohen, Wheelwright, Skinner, Martin, & Clubley, 2001] or the Broad Autism Phenotype Questionnaire [Hurley, Losh, Parlier, Reznick, & Piven, 2007].

To date, a single study has broached the topic of how autism symptoms in the broader population relate to multisensory temporal processes [Donohue, Darling, & Mitroff, 2012]. In this study, TD university students ($N = 104$, mean age $= 21.4$, range not reported) completed a simultaneity judgment task while being presented with visual flashes and auditory beeps, with SOAs ranging from 300 ms visual leading to 300 ms audio leading. Performance on this task was then related to traits commonly observed in autism using the Autism Quotient. Donohue and colleagues’ main measure of interest was the point of subjective simultaneity, the SOA at which a participant most likely perceived synchrony. Indeed, prior work has shown that the SOA at which the probability of simultaneity judgments peaks is often asymmetrical and typically is seen when the auditory signal slightly lags the visual signal, reflecting the statistics of the natural environment [Dixon & Spitz, 1980; Meredith et al., 1987; Roach, Heron, Whitaker, & McGraw, 2011; Seitz, Nanez, Holloway, & Watanabe, 2006; Zampini, Guest, et al., 2005; Zampini, Shore, & Spence, 2003, 2005]. In contrast to this visual-leading asymmetry in TD individuals [van Eijk et al., 2008], Donohue and colleagues found the reverse in individuals who had higher degrees of autism-like traits (Fig. 3B). One interpretation of this finding is that individuals in the general population with a greater (yet nonclinical) number of autistic-like
traits have sensory systems that are less adaptive to the temporal statistics of the environment [Pellicano & Burr, 2012; Sinha et al., 2014; van Boxtel & Lu, 2013; Van de Cruys et al., 2014].

Perhaps the most common theme in the experiments discussed to this point is that individuals with ASD show multisensory interactions across a wider temporal window than do TD individuals. In many ways, this enlarged window matches that of an immature TBW. Infants exhibit a window of integration that is wider and more symmetrical than a mature TBW [Lewkowicz, 1996, 2000; Lewkowicz & Ghazanfar, 2009; Lewkowicz & Lickliter, 2013]. The first developmental change observed is a narrowing of the left side of the window (Fig. 4A), representing a restriction of tolerance for auditory-leading sensory inputs, a temporal relationship that is not generally found in the natural environment. Following this, the right side of the window, reflecting visual-leading sensory inputs, slowly narrows throughout adolescence, but to a lesser degree than the left side of the window [Hillock et al., 2011; Hillock-Dunn & Wallace, 2012]. Collectively, these maturational processes build a TBW that is highly asymmetrical [Conrey & Pisoni, 2006; Dixon & Spitz, 1980; Hillock et al., 2011; Stevenson et al., 2010; van Atteveldt et al., 2007; van Wassenhove et al., 2007; Vroomen & Keetels, 2010]. The findings that individuals with ASD show broader and more symmetrical TBWs, suggest a failure of the perceptual system to adapt to the statistical characteristics of the external environment, and thus a preservation of a TBW that appears immature.

**Multisensory Integration in Theories of ASD**

Most recent theoretical accounts of ASD include aspects that are applicable to the decreases in multisensory

---

**Figure 4.** Plasticity of the multisensory TBW. Panel A shows average changes in the TBW through development, where a significant narrowing of the left side of the TBW takes place early in development followed by a later, smaller narrowing of the right side later in development [adapted from Hillock-Dunn & Wallace, 2012]. Error bars represent standard error. Panel B depicts two types of malleability that have been experimentally induced, including recalibration, or a shifting of the entire TBW, and narrowing, or a reduction in the width of the window. This suggests that even the mature TBW is still malleable. Panel C is an example of perceptual narrowing seen in a multisensory perceptual training study in which multisensory temporal acuity improved over the course of the experiment. Panel D shows that the effectiveness of this training paradigm correlated with the initial width of the TBW, such that individuals with less multisensory temporal acuity showed a greater increase in acuity with training. Panels C and D are adapted from Powers et al. [2009] error bars represent standard error.
integration observed in ASD. Two relevant theories focus on the processing level toward which individuals with ASD focus, Weak Central Coherence [Frith & Happé, 1994] and the Enhanced Perceptual Functioning Model of ASD [Mottron, Dawson, Soulieres, Hubert, & Burack, 2006]. Weak Central Coherence suggests that individuals with ASD lose the proverbial forest for the sake of the trees in that their default processing is geared toward details at the expense of the gestalt whole. Phrased in terms of multisensory processing, this could be interpreted as focusing on the unisensory components at the expense of creating a perceptually bound, multisensory percept. The Enhanced Perceptual Functioning Model of ASD is more specific in terms of sensory perception, suggesting that individuals with ASD show enhanced low-level perception of visual and auditory inputs, but diminished performance in more complex sensory perception, such as multisensory perception. Despite these specific applications to multisensory perception, neither theory is directly applicable to temporal perception.

Two theories of ASD that are directly relevant to temporal multisensory perception in ASD are the Temporal Binding Hypothesis [Brock et al., 2002] and the Predictive Coding Hypothesis [Pellicano & Burr, 2012]. The Temporal Binding Hypothesis suggests that neural firing patterns in the Autistic brain are less temporally reliable. Thus, in systems in which two incoming action potentials would converge upon a single neuron, or clusters of neurons are required to fire synchronously, individuals with ASD will show deficits. Sensory integration is one such process, where auditory and visual processing streams must inherently converge. If temporal reliability of such signals is decreased, the natural result of this would be a deficit in multisensory temporal precision. The Predictive Coding Hypothesis is a Bayesian account of autism, suggesting that individuals with ASD have a decreased ability to learn the statistics of their environment. Multisensory temporal perception is an inherently developmental process in which an individual must learn from the statistics of the environment that sensory inputs that are temporally synchronous and share similar temporal dynamics, also originate from the same event. If statistical learning is impacted, so too will be multisensory temporal precision.

The Neurobiological Bases for Altered Multisensory Temporal Function in ASD

While there is an entire network of brain regions subserving multisensory temporal function, the posterior superior temporal cortex (pSTS) is one region that shows a clear overlap with ASD. Posterior STS has been well characterized in terms of its role in multisensory processing [Andersen & Buneo, 2002; Bremmer, 2005, 2011; Bushara, Grafman, & Hallett, 2001; Calvert, Campbell, & Brammer, 2000; Herdener et al., 2009; James & Stevenson, 2012; James, Stevenson, & Kim, 2012; James, VanDerKlok, Stevenson, & James, 2011; Pasalar, Ro, & Beauchamp, 2010; Puce, Epling, Thompson, & Carrick, 2007; Schlack, Sterbing-D’Angelo, Hartung, Hoffmann, & Bremmer, 2005; Soto-Faraco, Kingstone, & Spence, 2006; van Atteveldt, Blau, Blomert, & Goebel, 2010; van Atteveldt et al., 2007]. In addition, the pSTS appears to play a role in encoding the temporal structure of multisensory events, being differentially active for synchronous relative to asynchronous audiovisual presentations [Beauchamp, Yasar, Frye, & Ro, 2008; Bushara et al., 2001; Lewis & Noppeney, 2010; Macaluso et al., 2004; Stevenson et al., 2010, 2011]. Furthermore, the pSTS is also well known for its role in audiovisual speech processing [Bishop & Miller, 2009; Calvert et al., 2000; Nath & Beauchamp, 2011; Stevenson & James, 2009; Stevenson, Kim, & James, 2009; Stevenson et al., 2010, 2011], including playing a central role in the perception of the McGurk effect [Beauchamp, Nath, & Pasalar, 2010; Nath & Beauchamp, 2011, 2012; Nath, Fava, & Beauchamp, 2011; Sekiyama, Kanno, Miura, & Sugita, 2003].

A causal role for the pSTS in multisensory integration was demonstrated in a recent transcranial magnetic stimulation (TMS) study, which showed that TMS over the pSTS resulted in a significant reduction in the perceptual binding of audiovisual speech as indexed by the McGurk Effect [Beauchamp et al., 2010].

In addition to being a clear locus for multisensory integration and binding, as well as one that is highly sensitive to the temporal structure of multisensory cues, the pSTS is also altered in ASD. More specifically, the pSTS is known to differ structurally between individuals with and without ASD [Boddaert & Zilbovicius, 2002; Boddaert, Chabane, Gervais, et al., 2004; Boddaert et al., 2009; Brunelle, Boddaert, & Zilbovicius, 2009; Levitt et al., 2003] in both gray matter volume [Boddaert, Chabane, Gervais, et al., 2004], gyrations [Levitt et al., 2003], and white matter connectivity [Boddaert, Chabane, Gervais, et al., 2004; Conturo et al., 2008; Lange et al., 2010; Lee et al., 2007]. Posterior STS also showed differential activation patterns with audiovisual speech stimuli and complex sounds in individuals with ASD relative to their TD peers [Boddaert & Zilbovicius, 2002; Brunelle et al., 2009; Boddaert et al., 2003; Boddaert, Chabane, Belin, et al., 2004; Pelphrey & Carter, 2008a,b; Redcay & Courchesne, 2008; Zilbovicius et al., 2000; Zilbovicius, Meresse, & Boddaert, 2006; Zilbovicius, Meresse, Chabane, et al., 2006]. Finally, pSTS has been functionally linked to a wide array of other cognitive processes known to be impaired in ASD, including, but not limited to, processing of social
stimuli, biological motion, face processing, and theory of mind [for review, see Hein & Knight, 2008].

In addition to differential brain activation in ASD, weaker effective connectivity between pSTS and a wide range of other brain regions has been shown in ASD [Alaerts et al., 2014; Just, Cherkassky, Keller, & Minshew, 2004; Koshino et al., 2005, 2008; Shih et al., 2011]. Furthermore, functional connectivity changes in pSTS of individuals with ASD have been shown to predict behavioral symptomology, such as emotion recognition [Alaerts et al., 2014]. These findings of functional connectivity differences in ASD are complemented by findings of weaker anatomical connectivity between brain regions as indexed by diffusion tensor imaging. These studies also suggest that pSTS in particular is a site of interest in ASD, again showing more diffuse white matter tracts connecting pSTS with a range of other brain regions [Boddaert, Chabane, Gervais, et al., 2004; Conturo et al., 2008; Lange et al., 2010; Lee et al., 2007].

Consequences of Altered Multisensory Temporal Function and Possibilities for Remediation

The perceptual differences in multisensory temporal processing observed in ASD have significant effects that extend beyond perceptual systems. Simply stated, sensory and multisensory systems form the building blocks upon which higher-order representations are constructed. Hence, it is reasonable that deviations from typical (multi)sensory function, like those seen in ASD, will have powerful cascading impacts on higher-order domains such as speech communication [Stevenson, Segers, et al., 2014]. At the same time, these perceptual-cognitive links may also represent a possible useful tool that can be harnessed for remediation. Multisensory temporal processing is not an immutable characteristic of an individual, but is in fact quite dynamic. Highlighting this dynamism, multisensory temporal perception has been shown to be malleable via two forms of perceptual learning (Fig. 4B), bottom-up recalibration through exposure [Fujisaki, Shimojo, Kashino, & Nishida, 2004; Harrar & Harris, 2008; Keetels & Vroomen, 2008; Miyazaki, Yamamoto, Uchida, & Kitazawa, 2006; Navarra et al., 2005; Vatakis et al., 2008; Vroomen, Keetels, de Gelder, & Bertelson, 2004], and top-down feedback training [Powers et al., 2009; Powers, Hevey, & Wallace, 2012; Schlesinger, Stevenson, Shotwell, & Wallace, 2014; Stevenson et al., 2013]. These latter studies have focused specifically on the TBW. Following a brief period of training in which individuals were given performance-based feedback on their simultaneity judgments (a same-time or different-time perceptual task), a significant narrowing of the TBW was observed (Fig. 4C) [Powers et al., 2009]. To date, these studies have only been carried out in typically developing individuals. Given the association between width of the TBW and sensory integration abilities observed in both TD [Stevenson, Zemstov, et al., 2012] and ASD [Stevenson, Seimann, et al., 2014], it has been proposed that narrowing of the TBW in participants with ASD may have a cascading effect on higher-order cognitive and social domains.

While the implementation of perceptual-learning paradigms in populations with ASD is in its infancy, there is reason to believe that these training regiments may be effective in this group. The individuals with TD who began training with imprecise multisensory temporal processing, including those with TBWs similar to those seen in ASD, showed the most change with training (Fig. 4D) [Powers et al., 2009]. Thus, it is conceivable that individuals with ASD may benefit from such training. Particularly, germane to adapting this training regime for use in ASD, the changes observed were rapid (seen after one day), long lasting (enduring for several weeks), dependent upon feedback (and not simply passive exposure), and were not a result of shifts in response bias. Perhaps most important is evidence that the effects generalized to domains beyond those trained. More specifically, training on a simultaneity judgment task using simple low-level stimuli have resulted in performance changes across different tasks using similar stimuli, as well as in tasks using more complex stimuli (i.e. the McGurk Effect). The presence of generalization in TD populations is critical in that it suggests that training may be capable of driving multisensory processing improvements in individuals with ASD, and that these improvements may cascade into higher order cognitive domains (i.e. communication, social interactions) that are core weaknesses in autism. Again, it should be noted here that implementation of this remediation is in its infancy, and more work needs to be done to test the feasibility of such training in populations with ASD.

The results of these plasticity studies have been shown not only behaviorally, but also neurally. To investigate the brain regions most affected by multisensory perceptual training, Powers and colleagues [2012] performed an fMRI study subsequent to their behavioral study. Not surprisingly, one brain region showing substantive changes in activity and connectivity was the pSTS (Fig. 5). Somewhat counterintuitively, the training-related effects described above that resulted in a narrowing of the multisensory TBW resulted in decreases in blood-oxygenated level dependent response to objectively simultaneous and highly asynchronous conditions, suggesting that the changes may reflect an increased efficiency of processing [Grill-Spector, Henson, & Martin, 2006; Murray & Spierer, 2009; Shultz et al., 1999; Stevenson, Bushmakin, et al., 2012; Stevenson et al., 2010; Stevenson et al., 2011]. On top of that, analyses of effective and resting state connectivity showed that the training regime from Powers et al.
[2012] resulted in significant changes in the connectivity between pSTS and a network of areas including visual and auditory cortex, reflecting known differences in connectivity between populations with and without ASD (Boddaert, Chabane, Gervais, et al., 2004; Conturo et al., 2008; Just et al., 2004; Koshino et al., 2005, 2008; Lange et al., 2010; Lee et al., 2007).

Taken together, these results suggest that multisensory temporal training and the associated neural substrates, may represent a possible target for future remediation studies. In addition to the possibility that such training might “normalize” sensory and multisensory function, there is also the possibility that such training may have effects on perceptual, social, and cognitive domains, each of which are dependent upon the integrity of the information that they receive from the sensory streams.

**Future Directions**

There are a number of pertinent directions that future research must explore, over and above in addition to the proposed remediation strategy, before we have a solid grasp on the issues underlying the differences in multisensory integration in ASD. First, there is a dearth of research investigating the neural underpinnings of the differences in multisensory perception in ASD and TD. While even this basic research is lacking, investigating the neural links between sensory dysfunction and the impact it has on higher-level cognitive processing will also allow us to map changes in sensory perception with the more classic symptomology of ASD. In this light, there is also a great need for investigation into the impact that changes in sensory perception have on cognitive functioning in ASD behaviorally. For example, do changes in multisensory integration impact how an individual with ASD perceives facial expressions of affect and emotional prosody in speech? A developmental trajectory approach is sorely needed to address, in a longitudinal fashion, how differences in multisensory integration develop (or fail to) in individuals in ASD, and whether sensory differences in infancy do in fact have cascading impacts on downstream cognitive development. Finally, this work has in all cases been conducted in populations of high-functioning children with ASD, and although methodologically difficult,
should be extended into lower-functioning and nonverbal groups.

Conclusions

Sensory and multisensory integration are critical processes for dealing with the vast amount of sensory information we encounter at any given time. This information must be assembled rapidly into a coherent perceptual gestalt of our world. This process is dependent upon the timing of the respective inputs, as this information is a key determinant in assessing whether two sensory inputs should be perceptually integrated. In individuals with ASD, multisensory temporal perception differs from those without ASD, and this difference in temporal processing leads to atypical sensory integration, which possibly cascades into higher-order issues such as communicative and social impairments. A difference in multisensory temporal processing also provides a possible means for remediation, as this process has shown to be remarkably malleable not only through development but also in response to experience and perceptual learning. As such, the investigation of multisensory temporal processing in ASD, its relation to the higher-order clinical symptomology of ASD, and its use as a remediation tool are all areas of inquiry that deserve additional focus.
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