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Abstract

Question: What is the effect of different aspects of data collection and analysis on the spatial partitioning of ordination results by multiscale ordination?

Location: Heterogeneous pasture at Marchairuz in the Jura mountains, Switzerland. Mixed hardwood-pine forest in Oostings Natural Area, NC, USA.

Methods: We evaluated the efficiency of different sampling designs for identifying the spatial structure of plant communities and analyzed two data sets with multiscale ordination. We compared the effects of quadrat size, the number of species included in the analysis, data type, detrending and ordination method on the shape and precision of the community variogram summarizing spatial community structure.

Results: A three-block sampling design provided a more even distribution of the number of pairs of observation per distance class than random, transect or grid designs. The precision of variogram estimates depended more strongly on the number of species than on the number of quadrats. In contrary, the choice of data type (abundance transformation) had little influence on the shape of the variogram. Detrending reduced the range of spatial autocorrelation. An increase in quadrat size resulted in a smoother variogram and stronger spatial autocorrelation. Principal components analysis (PCA) and redundancy analysis (RDA) resulted in a larger range of spatial autocorrelation than using correspondence analysis (CA) and canonical correspondence analysis (CCA), but the shape of the variograms was rather similar.

Conclusion: Random samples as well as transects and regular grids may not be efficient sampling designs for spatial analysis of community structure. While the number of species considered strongly affects the precision of a community variogram, its shape depends on the size of the sampling units. Earlier studies may have overestimated the spatial scale of internal organization in plant communities.
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MSO = Multiscale ordination; CA = Correspondence analysis; CCA = Canonical correspondence analysis; PCA = Principal components analysis; RDA = Redundancy analysis; CV = Coefficient of variation; BQV = Blocked-quadrat variance.

Introduction

Plant community ecology aims at identifying and interpreting the structure of species assemblages. Community structure is commonly evaluated in terms of gradients in species composition, using either presence/absence or abundance data. Legendre (1993) distinguished between “true gradients” in species composition, which are induced by environmental gradients, and “false gradients”, which may arise even in the absence of environmental heterogeneity as a result of biotic interactions within the community. When mapped into geographic space, both true and false gradients may form distinct spatial patterns. It has even been suggested that different ecological processes create distinct spatial patterns, so that specific processes could be identified from their spatial signature (Seabloom et al. 2005).

Hence, spatial analysis of community structure is of direct scientific interest, because spatial structures may be critical for identifying and understanding the underlying ecological processes (Dale 1999).

Spatial pattern analysis has a long tradition in plant ecology, and a wide variety of methods is available as reviewed by Dale (1999). Blocked-quadrat variance methods (BQV), which date back to Greig-Smith (1952) and Kershaw (1957), allow for the identification of spatial patterns from transects or grids of contiguous sampling quadrats. Adjacent quadrats are
aggregated to blocks of increasing size (Dale 1999) and the variance amongst blocks is plotted against block size so that a peak of variance can indicate the size of a regular pattern. These methods are used routinely for summarizing the spatial structure of single species and pairs of species (Fortin 1999b). Under the name of multiscale ordination, Noy-Meir and Anderson (1971) and Ver Hoef and Glenn-Lewin (1989) extended BQV to the analysis of multi-species patterns. Nevertheless, spatial pattern analysis remained little integrated with multivariate community analysis such as classification and ordination, the non-spatial standard methods for analyzing community structure.

This lack of integration may reflect important conceptual differences beyond the obvious question of explicit versus implicit treatment of geographic space. Classical vegetation science focuses mostly on true gradients, i.e., the differentiation of plant communities along environmental gradients using either a discrete (classification) or a continuous (ordination) vegetation paradigm. By spacing quadrats in a random or regular fashion, observations are implicitly assumed to be spatially independent. Spatial pattern analysis, on the other hand, analyzes the spatial structure of false gradients reflecting internal community organization in an assumedly homogeneous environment (Table 1).

It is increasingly recognized, however, that environmental heterogeneity may occur at several scales (Wiens 1989; Dutilleul 1993). Furthermore, a random sample does not guarantee the spatial independence of observations (Fortin et al. 1989), and spatial autocorrelation is a common phenomenon in ecological data (Legendre 1993). Some BQV methods have been developed to account for environmental heterogeneity (detrending), e.g. the three-term local quadrat variance (cf. Dale 1999). This method does not rely on measured environmental predictors, but removes apparent trend by the local fitting of a linear trend surface to the response variable. In addition, the spatial autocorrelation of community similarity can be used to determine the distance beyond which observations may be assumed
to be independent, providing a minimum distance for the spacing of quadrats in random or
regular sampling designs for the analysis of true gradients (Dungan et al. 2002). This can be
achieved, e.g., by plotting a "dissimilogram" (Mistral et al. 2000), i.e. a plot of dissimilarity
against distance, or univariate empirical variogram, i.e. a plot of the semivariance against
distance, of the scores of the first ordination axis (Palmer 1987). In the absence of true
gradients, such variogram-type plots are expected to show an initial increase up to the range,
i.e. the distance up to which significant positive autocorrelation can be found, beyond which a
constant value (sill) should be reached, indicating the dissimilarity or variance among spatially
independent observations. In a spatially heterogeneous environment, however, these methods
are likely to overestimate the distance over which the response of species to their environment
is spatially autocorrelated, because they do not distinguish between the spatial structure due to
true and false gradients (Wagner and Fortin 2005).

The geostatistical version of multiscale ordination (MSO) developed by Wagner
(2003; 2004) provides a mathematical integration of ordination with spatial analysis using
variograms (see Appendix). The analysis of spatial structure is based on the geographic
distance between pairs of quadrats, rather than the aggregation of contiguous quadrats, so that
it can be applied to a wide range of sampling designs. The variance-covariance matrix is
partitioned into a set of distance-dependent matrices, which together form the variogram
matrix (Wagner 2003). This approach effectively provides distance-dependent estimates for
any ordination parameter, such as total, constrained and residual variance, eigenvalues for
ordination axes, or the correlation between species composition and site factors. The
variogram matrix has a geostatistical interpretation, as it contains the empirical variograms of
all species and cross-variograms of all pairs of species. The variogram of the total variance in
the species data (community variogram) can thus be decomposed into the sum of the species
variograms. This allows spatial analysis at the level of individual species, pairs of species,
groups of species, or the entire community, as well as of different component patterns in terms of the variance represented by specific ordination axes. The method extends to constrained ordination (direct MSO) using redundancy analysis or canonical correspondence analysis (Wagner 2004) and other ordination methods (Couteron and Ollier 2005). Direct MSO results in a spatial partitioning of the variance explained by environmental predictors (true gradients) and the residual variance (assumed to reflect false gradients), and provides a diagnostic tool for checking the assumptions of homogeneity and independence (Wagner 2004). Hence, environmental heterogeneity represented by measured predictor variables can be accounted for while assessing the range of residual spatial autocorrelation attributed to processes within the community. This is important because it is the residual autocorrelation, rather than the total spatial structure in the response data, that violates the assumption of independence in the estimation of the species-environment relationship (Wagner and Fortin 2005).

The geostatistical version of MSO has several advantages over BQV methods, including the possibility of accounting for environmental heterogeneity measured by predictor variables, compatibility with a wide range of ordination methods (Wagner 2004; Couteron and Ollier 2005), the combined analysis of patterns at species and community level, and the flexibility of the sampling design. Spatial statistics such as Moran’s $I$ (Moran 1950) also provide a test for spatial autocorrelation and can be applied either to the original species data or the residual values, but they need to be calculated separately and are not directly related to ordination parameters. Due to its flexibility and the integration of spatial and non-spatial analysis, multiscale ordination has a great potential for the analysis and interpretation of spatial structure in plant communities. However, little is known about the robustness of the method with respect to the sampling design and other aspects of data collection and analysis that may affect the detection of spatial structures in plant communities, as reviewed below.
Sampling design: Legendre et al. (2004) provide advice for ecologists on the appropriate sampling design and experimental analysis when the goal is to assess treatment effects accounting for spatial autocorrelation such as induced by environmental heterogeneity. The ecological literature, however, offers little guidance on sampling design for spatial analysis beyond the classical designs of 1-dimensional transects and 2-dimensional regular grids (Fig. 1). Fortin and Dale (2005) discussed the topic mostly from the point of avoiding directional bias but do not explicitly treat the aspect of precision in estimates of spatial structure. Empirical variogram estimates for each distance class tend to fluctuate around their expected values, resulting in considerable scatter around an ideal smooth variogram curve. The interpretability of an empirical variogram depends on its smoothness and thus on the precision with which the semivariance of each distance class can be estimated. This precision is expected to increase with the number of pairs of observations in the distance class. The number of pairs tends to vary with sample size and the definition of distance classes (lag), but also with the spatial configuration of the sample. Hence, we need to know which types of sampling designs are most efficient for identifying the spatial structure of plant communities.

Sample size and species number: Fortin and Dale (2005) recommend a sample size of 30 for testing for the presence of spatial autocorrelation, and a sample of 100 for estimating spatial structure, such as in variogram or correlogram analysis. This is because the precision of these distance-dependent estimates depends on the number of pairs per distance class. Epperson (2003) recommends calculating Moran’s I correlograms from at least 200 pairs per distance class. These rules, however, may not be applicable to the multivariate case.

Data type: Plant community data typically are not true counts of individuals because of the difficulty to define an individual in the field. Furthermore, for many research objectives on vegetation communities not the number of individuals is of primary interest, but the space occupied by each plant species, so that vegetation data are often collected using an ordinal
abundance scale that reflects differences in species cover. These data may be transformed for
subsequent analysis depending on the research objective, with the assignment of class mean
percent cover values or reduction to presence-absence data as the two extremes (Gauch 1992).
The question here is how sensitive the spatial analysis of community structure is to the choice
of data type, i.e., abundance transformation.

**Detrending:** Many studies of spatial structure in plant communities found spatial
autocorrelation over large distances (e.g., Jonsson and Moen 1998; Mistral et al. 2000;
Scheller and Mladenoff 2002; Augustine 2003). While these analyses were based on the
original species data, it is often recommended in the geostatistical literature that data are
detrended before analysis, either by fitting a linear or polynomial trend surface model or by
performing spatial analysis on the residuals of a regression-type model (cf. Wagner and Fortin
2005). Here we aim at investigating if the range of spatial autocorrelation may be reduced
after accounting for environmental heterogeneity.

**Quadrat size:** The size of the sampling quadrat may have an important effect on the
observed spatial patterns, a problem known as the modifiable areal unit problem (Openshaw
1984; Jelinski and Wu 1996; Dungan et al. 2002). Community ecology has made little
attempts at formalizing the effect of quadrat size beyond the species-area relationship. A
notable exception are studies based on the information-theoretic approach by Juhász-Nagy and
Podani (1983), who defined several diversity measures that have been used for scaling studies.
The approach can be used to determine an appropriate quadrat size (Juhász-Nagy 1976;
Juhász-Nagy 1984; Podani 1984), and Bartha et al. (1998) suggested that the scale-dependent
maxima of two diversity measures (compositional diversity and coenological diversity) can be
interpreted in terms of dominant processes shaping a community. Palmer and White (1994)
found that the degree to which the number of new species encountered in a second quadrat but
not in the first depended on the distance between quadrats increased with quadrat size. It is
important to know, therefore, whether and how the size of the sampling unit affects for instance the observed range of autocorrelation.

**Ordination method:** Principal components analysis (PCA) and redundancy analysis (RDA) are based on a variance-covariance or a correlation matrix of species variables, while correspondence analysis (CA) and canonical correspondence analysis (CCA) calculate this matrix from deviations from expected values used in the chi-square statistic (Legendre and Legendre 1998). It is unclear to what degree the observed spatial pattern detected by MSO, e.g., the range of significant spatial autocorrelation, depends on the ordination method used.

The purpose of this paper is to investigate the consequences of different aspects of data collection and analysis on the detection of spatial structure in plant communities using multiscale ordination. The paper focuses on the community variogram, the spatial decomposition of the overall variance in the plant community. We use a new dataset from a pasture at Marchairuz in the Swiss Jura Mountains and well-known data from Oosting Nature Reserve (Reed et al. 1993, Palmer and White 1994, Palmer 1995, Jonsson and Moen 1998, Wagner 2003), to analyze the robustness of variograms towards changes in the spatial configuration of the sampling design, sample size and species number, data type, quadrat size, detrending and ordination method. Rather than providing an in-depth analysis of a single aspect based on extensive simulation experiments, we aim at comparing the different effects using real data in order to identify the most relevant factors as a focus for future research.

**Methods**

**Marchairuz data**

The data set included presence-absence and abundance data (shooted frequency) of plant species from a heterogeneous pasture at Marchairuz in the Jura Mountains of
northwestern Switzerland. The sampling design was equivalent to design D in Figure 1 (for further description of the data see Appendix).

**Oosting data**

We used previously published data from a mixed hardwood-pine forest in North Carolina (Reed et al. 1993, Palmer and White 1994, Palmer 1995, Jonsson and Moen 1998, Wagner 2004). The study plot was designed specifically to address questions related to scale and spatial pattern. With the choice of different quadrat sizes, different resolutions for the analysis can be obtained. Besides the dataset containing the entire grid, we used presence-absence data of the module SM3 that had previously been analyzed by Wagner (2003) (for further description of the data see Appendix).

**Effect of the sampling design**

We compared four sampling designs that differed in the arrangement of the sampling units, while keeping sample size constant. We were interested in the number of pairs of observations per distance class, where each pair "ab" and "ba" is only counted once, and the maximum extent for interpretation, which we defined as half the maximum distance between observations. Beyond this distance, not all pairs will contribute to the class-wise estimate, and the number of pairs may decrease rapidly. As sampling designs we used a transect (Figure 1 A), a single block (Figure 1 B), a random sample (Figure 1 C) and a 3-blocks design (Figure 1 D). With this last design, we aimed at achieving an even number of pairs of observations per distance class, a minimum of approximately 100 pairs per class, an interpretable extent of 8 – 10 m, and the possibility for aggregating observations to blocks of two or more quadrats. For each sampling design, we calculated the number of pairs of quadrats in each distance class, setting the lag distance to quadrat length.
**Effect of sample size and species number**

We compared the effects of sample size and of the number of species on variogram smoothness, or precision, by resampling quadrats and species from the Marchairuz data set, using abundance data. The effect of sample size was assessed from 100 subsamples of each sample size of 12, 24, and 36 (25 %, 50 %, and 75 % of total sample), using all 67 species. To assess the effect of species number, 100 replicate subsamples each of 5, 10, 20 and 40 species were taken, using all 48 quadrats.

For each subsample, we calculated an empirical variogram from the abundance data (square-root transformed ranks, see Appendix) using a lag distance of 1 m. The range of positive spatial autocorrelation was determined for each variogram with a one-sided permutation test (100 replications) applying a progressive Bonferroni correction (Hewitt et al. 1997; Legendre and Legendre 1998). For each repetition, the sample coordinates were permuted randomly and a community variogram was calculated. P-values were obtained for each distance class by counting the proportion of semivariance values smaller than the observed. The procedure of the progressive Bonferroni correction is fundamentally different from the sequential Bonferroni correction (Holm 1979) that adjusts all p-values in a table equally by dividing the significance level alpha by the number of tests, resulting in a large loss of statistical power (e.g., Moran 2003). With the progressive Bonferroni approach, the significance level $\alpha$ decreases as one proceeds from the smallest to the larger distance classes of the variogram with $\alpha_k = 0.05 / k$ for the $k^{th}$ distance class, up to the first non-significant distance class. This correction is appropriate when the interest is primarily in detecting positive spatial autocorrelation in the first distance classes, namely for assessing the range of spatial autocorrelation due to a stationary spatial process (Legendre and Legendre 1998).

We quantified the precision of the variogram estimates by calculating the coefficient of variation (CV; standard deviation divided by the mean) of the variogram estimates of all
non-significant distance classes, based on the above test with progressive Bonferroni correction, as all these values have the same expected value. The analysis was restricted to a maximum lag of 8 m., i.e., up to half the maximum distance between quadrats. The mean CV and its 95% confidence interval were estimated from the 100 replicate subsamples for each sample size and species number.

Effect of data type

The effect of data type was investigated with the Marchairuz data set, as abundance data were needed. We analyzed the spatial structure with four different transformations of the original data, including presence-absence, square-root transformed ranks, original ranks, and raw abundance data in terms of mean percent cover of abundance classes. For each data type, a multiscale ordination on the basis of CA was calculated. To ensure a minimum number of 100 pairs of quadrats for each distance class up to 10 m, the distance classes of 4 m and 5 m were pooled. As the resulting variograms of total variance showed no indication of a trend, we did not include any environmental predictors. To make the variograms directly comparable, each variogram was standardized by dividing it by the total variance of the data set. For the assessment of the range of positive spatial autocorrelation see above.

Effect of detrending

With the entire Oosting dataset of 256 quadrats and the SM3 subset, a direct MSO on the basis of PCA and RDA was calculated, applying a lag distance of 1 m. Direct MSO results in a separate variogram for the variance explained by environmental variables and the residual variance, allowing for the comparison of the range of spatial autocorrelation before and after detrending. For the assessment of the range of positive spatial autocorrelation see above.
For the entire Oosting dataset, we included elevation and soil factors as environmental variables. With the 24 soil factors of the data set, we made the same transformations as recommended by Reed et al. (1993) to increase normality and reduce the influence of outliers. For the SM3 subset, the soil variables were not available at the cell level. Wagner (2003) found a strong correlation of $r = 0.73$ between the first PCA axis and a linear interpolation of elevation based on values measured at the corners of the SM3 module. Hence, we used interpolated elevation (Wagner 2003) and the first PCA axis alternatively as environmental predictors in direct MSO with RDA, retaining in both cases only the residuals for further analysis.

**Effect of quadrat size**

A PCA of the presence-absence data was calculated for four different quadrat sizes of the SM3 subset of the Oosting data set. Again we used interpolated elevation (Wagner 2003, see above) as environmental predictor in direct MSO with RDA, applying a lag distance of 1 m. For the assessment of the range of positive spatial autocorrelation see above.

**Effect of the ordination method**

To assess the effect of different ordination methods on the observed spatial pattern, we repeated the analysis of both data sets using PCA/RDA and CA/CCA.

All calculations were performed in R (Ihaka and Gentleman 1996) using the libraries “vegan” (URL: http://www.r-project.org) and “mso” (Wagner 2004).
Results

Effect of the sampling design

The number of pairs of observations per distance class and the maximum extent for interpretation of a variogram varied with the spatial configuration of the four different sampling designs. The maximum extent of interpretation ranged from 4 m for the single block design to 23 m for the transect, with 8 m for the other two designs (Figure 2). The transect design (Figure 1 A) resulted in a maximum of 47 observations per distance class (Figure 2 A), while all other designs reached a minimum of 100 pairs per distance class. Whereas the single block (Figure 1 B) and random design (Figure 1 C) had the lowest frequencies in the first three distance classes (Figure 2 B, C), the 3-blocks design (Figure 1 D) had the highest values in the first two distance classes (Figure 2 D). Pooling distance classes 4 and 5 reduced variability to the range of 92 – 126 (Figure 2 E), with a minimum close to the targeted 100 pairs per distance class.

Effect of sample size and species number

Resampling species from the full Marchairuz data set indicated that the coefficient of variation CV of the variogram estimates decreased markedly with increasing number of species, suggesting an exponential relationship (Figure 3, left panel). This effect was comparable to a massive increase of sample size (Figure 3, right panel). For instance, the precision of variogram estimates based on a subsample of 20 out of 67 species (0.06) was similar to the precision reached with all species but only 24 (50 %) of the quadrats (0.059).

Effect of data type

The analysis of the effect of data type, or transformation, on the shape of an empirical variogram of the Marchairuz data revealed little difference between presence-absence data and
the square-root transformed rank data (Figure 4, left panel). In both cases, spatial
autocorrelation was significant for the first two distance classes, resulting in a range estimate
of 2 m using a lag distance of 1 m. Even the use of untransformed ranks increased the
amplitude of the variogram very little and did not affect the estimate of the range of spatial
autocorrelation. However, the extreme case, where ranks were replaced by class mean cover
values, resulted in a considerable increase of the amplitude, combined with a tendency for
periodic behavior. Initial significant positive autocorrelation was restricted to the first distance
class with an estimated range of 1 m.

**Effect of detrending**

The range of spatial autocorrelation was much shorter when explanatory variables
were included in the analysis. The variogram of the total variance based on the entire Oosting
data set of 256 quadrats showed a range of significant spatial autocorrelation of almost 100 m
and a slight increase of variance with distance, suggesting the presence of a trend (Figure 5,
left panel). After accounting for soil factors and elevation, the range was reduced to 19 m, and
the residual variogram reached a sill.

On the basis of the SM3 data, the variogram of the total variance showed significant
spatial autocorrelation up to a distance of 5 m (Figure 5, right panel). After accounting for
interpolated elevation or the first axis of PCA, the range was reduced to 3 m and the residual
variograms showed no increase with distance anymore.

**Effect of quadrat size**

The size of the sampling units affected the variance and the spatial pattern in the
data. Based on PCA analysis, the total variance increased from 1.01, 1.60, 3.20 to 5.44 (in
order of increasing quadrat size), accompanied by an increase in the strength of spatial
autocorrelation (see Appendix, Figure A.1, top left). The residual variance after accounting for
interpolated elevation using RDA increased from 0.19, 0.20, 0.36 to 0.60 (not shown). Based
on CA analysis, the total variance varied between 7.69, 11.14, 6.98 and 4.28 (see Appendix,
Figure A.1, top right). The residual variance using CCA decreased from 1.00, 0.74, 0.39 to
0.22 (not shown).

The standardized residual variograms based on both RDA and CCA suggested
greater strength for the larger quadrat sizes, i.e. a lower nugget effect (0.81 for the 1 m
resolution in RDA, 0.87 in CCA), indicating that a lower proportion of the variance remained
unexplained, and a larger range of spatial autocorrelation (see Appendix, Figure A.1, bottom
right and left). The variograms for the smallest quadrat sizes were rather erratic, whereas the
variograms for the two largest quadrat sizes were quite smooth. For all methods, the range
estimate in terms of the number of distance classes with significant autocorrelation increased
with quadrat size (see Appendix, Figure A.2). Additional analyses suggested that this could be
explained by sample size for the smallest distance class only (results not shown).

**Effect of the ordination method**

The PCA (Figure 4, left panel) and CA results (Figure 4, right panel) for the
Marchairuz data showed very little difference between the patterns revealed by the two
ordination methods as compared to the difference between data types. The analysis of the
Oosting data set SM3 for four different quadrat sizes, however, showed that the way in which
total variance changed with quadrat size differed markedly between ordination methods (see
Appendix, Figure A.1, top). While the total variance in the Oosting SM3 data set increased
with quadrat size in PCA, CA showed a maximum for the 0.25 m resolution. However, this
had little effect on the standardized variograms of the total variance (not shown) and the
residual variance (see Appendix, Figure A.1, bottom). The nugget effect gradually decreased
over quadrat size in both ordination variograms (see above), with the exception of the smallest
quadrat size, but the shape of the variograms and the relative magnitude of autocorrelation
across quadrat size were rather similar.

The number of distance classes with significant spatial autocorrelation in the Oosting
data set SM3 was higher for PCA than for RDA and for CA than for CCA respectively (see
Appendix, Figure A.2). Accounting for interpolated elevation with RDA and CCA reduced
this number for both methods.

Discussion

Effect of the sampling design

The problem of an optimal spatial sampling design has many facets (e.g. Juhász-
Nagy and Podani 1983; Kenkel et al. 1989), as reviewed by Fortin and Dale (2005). Here, we
focused on two aspects. First, the smoothness of the variogram, i.e., the precision of variance
estimates, which is a function of the number of pairs of observations per distance class.
Second, the maximum distance for interpretation, defined as half the maximum extent, where
larger distance classes are calculated from observations near the border of the study area only.
The two most common sampling designs for spatial analysis, transects and grids, each
optimize one of these two properties, i.e. the number of pairs of observations and the
maximum extent (see Figure 2). However, there seems to be a trade-off between these aspects,
so that intermediate designs may be more appropriate in many cases. A transect results in very
low numbers of pairs per distance class, whereas a grid of contiguous quadrats allows the
assessment of spatial structure for very short distances only. Random samples typically have
few observations in the first few distance classes, which usually are of the greatest interest for
the assessment of spatial autocorrelation. In our example, a simple design involving three
blocks of contiguous samples provided three times as many pairs for the first distance class
than a random sample designed to allow interpretation to the same maximum distance. In
addition, the number of pairs per distance class was more balanced, and fewer pairs were
“lost” in distance classes beyond the interpretation limit. Low numbers of pairs at intermediate
distances may be avoided by pooling of neighboring classes. This is not necessary, but
increases the minimum number of pairs per distance class and thus the smoothness of the
variogram.

Effect of sample size and species number

We found that the precision of variogram estimates was primarily dependent on
species number, i.e., whether all species or only subsamples of species were included, then
sample size, especially for medium sized samples. The higher influence of species number
than sample size makes it difficult to define a simple recommendation for the number of pairs
per distance class, as it will depend not only on the required precision, but also on the analysis
level. Specifically, the comparison of spatial structure among species or groups of species will
require much more data than an assessment of the overall range of autocorrelation in a
community.

Several alternative explanations for this effect of species number are possible. First,
while each species variogram is noisy, this noise may be averaged out when many species
variables are aggregated. This may be especially true in the case of negative associations
between species. Second, the effect may be due to the omission of certain species, so that it
would depend on the percentage of the species of a community included in the analysis, rather
than on the absolute number of species. Third, the effect might be related to the properties of
the species included in the analysis, for instance if infrequent species show stronger patchiness
(effect of species incidence).
Effect of data type

The community variograms in our study were surprisingly robust towards the data type. With the exception of mean cover, which gives a very high weight for frequent species, all abundance transformations of cover estimates resulted in a similar variogram shape and range of significant autocorrelation. This suggests that for comparable data sets with the aim to assess the range of spatial autocorrelation in species composition, it may suffice to collect presence-absence data, as long as the hypothesis concerns species composition rather than biomass. Our result is consistent with the findings by Fortin (1997) in the context of boundary detection, whereas Podani and Csontos (2006) found different shapes in variograms with different data types (presence-absence data and percentage cover).

Effect of detrending

Accounting for environmental heterogeneity reduced the range of significant spatial autocorrelation to a few meters. The first PCA ordination axis or the interpolated elevation can be valuable variables to represent lacking environmental factors. Here, they explained enough variance to remove a trend in the data and therefore allowed for the interpretation of the variogram.

Effect of quadrat size

The modifiable areal unit problem states that quadrat size may have an effect on the estimated variance (Openshaw 1984, Dungan et al. 2002). Using PCA, we found that both the total variance and the slope of the variogram increased with quadrat size. This corresponds to the results of the original analysis of Palmer and White (1994), based on a plot of the number of species present in a second quadrat but not in the first. Also Podani and Csontos (2006)
found similar results with presence-absence data of a plant community, analyzing the effect of quadrat size upon the estimation of spatial autocorrelation.

When using CA, however, we found that total variance (or inertia) did not change monotonically with quadrat size but peaked at the second smallest quadrat size. This behaviour is consistent with the information-theoretic approach by Juhász-Nagy and Podani (1983), where the variance is expected to be at a maximum with a certain quadrat size.

A comparison of standardized variograms showed the same effect on variogram shape for both ordination methods. An increase in quadrat size resulted in a smoother variogram and a stronger spatial autocorrelation. This was true for the variograms of the total variance and for the residual variograms after accounting for interpolated elevation. This is compatible with results from univariate analysis, where Fortin (1999a) found that the magnitude of autocorrelation in species abundance data increases with quadrat size, eventually reaching a plateau or even declining with very large quadrat sizes as more environmental heterogeneity is included within quadrats.

Effect of the ordination method

Our results suggest that the choice of ordination method had only a small effect on the represented spatial structure of the community. Although the way in which the total variance changed with quadrat size differed markedly between ordination methods, corresponding to the results of Otypková and Chetry (2006), this had little effect on the standardized variograms of the total and residual variance. There was a tendency for stronger autocorrelation extending over a larger number of distance classes when using PCA as compared to CA. These differences may be magnified when direct MSO (with larger gradients) is used to account for environmental heterogeneity, where the model is sensitive to
the response shape. However, if the method is implemented correctly, or if the environment is homogeneous, the details of the ordination method may play a minor role.

More research is needed to develop reliable ways of detecting model specification errors, to understand how such errors affect residual spatial structure, and to quantify the power of MSO to detect spatial structure as a function of the ordination method. This includes the question of how the well-known horse-shoe effect in ordination is likely to affect the observed spatial structure under different types of environmental heterogeneity.

**Conclusions**

While sample size is the main factor affecting the precision of estimates in non-spatial statistics, this does not seem to hold for the spatial analysis of multispecies assemblage data in a geostatistical framework. First, it is the number of pairs per distance class that determines variogram smoothness, i.e., the precision of class-wise variogram estimates. For a given sample size, the distribution of pairs of sampling units depends strongly on the spatial configuration of the sampling units, and in most cases neither a transect or grid design nor a simple random sample will provide optimal results, but the 3-block sampling design (Fig. 1 D) may be most efficient. The sampling design should be optimized based on the targeted lag distance, the maximum distance for interpretation, and the number of pairs per distance class.

Second, the precision of the multivariate community variogram depends to a large degree on the number of species analyzed. While further research is needed to understand the mechanism underlying this effect, it is clear that the analysis of single-species patterns or the comparison of spatial structure between groups of species will require a considerably larger sample size than the community-level assessment of spatial structure.

Third, quadrat size has a systematic effect on the intensity of the pattern, i.e., the strength and the range of significant autocorrelation. We recommend nesting multiple quadrat
sizes as in Palmer and White (1994), so that the sensitivity of a specific result to quadrat size can be assessed. However, very small quadrats may provide little information as they are more likely to be empty, thus effectively reducing sample size.

Last but not least, environmental heterogeneity often induces spatial structure that reaches beyond the scale of internal organization in a community. Hence, accounting for environmental heterogeneity will often reduce the observed scale of patchiness. Earlier studies that failed to account for environmental heterogeneity may have overestimated the spatial scale of internal organization in plant communities (cf. Wagner and Fortin 2005).
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1 **Tables**

2 Table 1: Conceptual differences between ordination and spatial pattern analysis.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Gradient analysis (ordination)</th>
<th>Spatial pattern analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Focus</td>
<td>True gradients</td>
<td>False gradients</td>
</tr>
<tr>
<td>Design</td>
<td>Simple or stratified random samples</td>
<td>Transects or grids of contiguous quadrats</td>
</tr>
<tr>
<td></td>
<td>Regularly spaced samples</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sampling along environmental gradients</td>
<td></td>
</tr>
<tr>
<td>Environment</td>
<td>Heterogeneous</td>
<td>Homogeneous</td>
</tr>
<tr>
<td>Observations</td>
<td>Spatially independent</td>
<td>Spatially autocorrelated</td>
</tr>
<tr>
<td>Target</td>
<td>Data reduction</td>
<td>Scaling properties of variance</td>
</tr>
<tr>
<td></td>
<td>Importance of environmental factors</td>
<td>Strength and spatial scale of internal organization</td>
</tr>
</tbody>
</table>

3 **Figures**

![Figure 1](image)

Figure 1: Four different sampling designs with comparable sample size: (A) transect of 48 continuous quadrats; (B) single block of 7 x 7 quadrats; (C) random sample of 48 out of 14 x 14 quadrats; and (D) three blocks of 4 x 4 quadrats spaced by a distance of 2 and 4 quadrat lengths.
Figure 2: Bar plots of the number of pairs of observations per distance class for different sampling designs: transect (A) (only 26 out of 47 distance classes shown), single block (B), random (C), and 3-blocks design without (D) and with pooling (E) of neighbouring distance classes with low numbers of pairs. Grey bars indicate distance classes within the maximum extent for interpretation.
Figure 3: Precision of variogram estimates as a function of number of species (left panel) and sample size (right panel) on the basis of the Marchairuz data set. Each bar denotes the mean CV of variogram estimates for 100 replicate subsamples of species (left panel) or quadrats (right panel), calculated over all non-significant distance classes of each empirical variogram up to half the maximum distance between quadrats. Error bars indicate the 95% confidence interval for the mean.
Figure 4: Empirical variograms of the total variance on the basis of different data types of the Marchairuz data set based on PCA (left panel) and on CA (right panel). Filled symbols indicate distance classes with positive spatial autocorrelation. All distance classes beyond 8.5 m, the maximum extent for the interpretation of the empirical variogram, were pooled in a single distance class.
Figure 5: Left panel: Empirical variograms of the total variance and residual variance after accounting for explanatory variables of the entire Oosting data set based on PCA and RDA. Right panel: Empirical variograms of the total variance and residual variance after accounting for interpolated elevation or PCA 1 of the SM3 Oosting data set based on PCA and RDA. The maximum extent for the interpretation of the variogram (vertical dashed line) is 165 m (left) and 10 m (right). Filled symbols indicate distance classes with positive spatial autocorrelation.
Appendix

**Multiscale ordination**

Multiscale ordination was originally proposed by Noy-Meir and Anderson (1971) and further developed by Ver Hoef and Glenn-Lewin (1989) as a method for performing spatial pattern analysis in multi-species communities (Dale 1999). While the original method was based on blocked quadrat variance techniques, Wagner (2003) proposed a geostatistical version that formally integrates ordination based on PCA with multivariate variography. The approach has been generalized to direct ordination with RDA and CCA (Wagner 2004) and to a broad range of ordination methods (Couteron and Ollier 2005).

The geostatistical version of multiscale ordination (MSO) uses the fact that the unbiased variance of a variable $y_i$ observed at $N$ locations $a$ can be estimated not only from the $N$ squared deviations from the mean, but equally from the $n$ pairwise differences between observations $a$ and $b$:

$$\text{Var}(y_i) = \frac{1}{N-1} \sum_a (y_{ia} - \bar{y}_i)^2 = \frac{1}{2n} \sum_{a \neq b} (y_{ia} - y_{ib})^2,$$

where $n = N(N-1)$, and similarly for the covariance between two variables $i$ and $j$.

The basic elements of spatial covariance, $\gamma_y(a, b) = \frac{1}{2} (y_{ia} - y_{ib})(y_{ja} - y_{jb})$, can be grouped into distance classes $h$ by the geographical distance separating $a$ and $b$, resulting in a set of distance-dependent variance-covariance matrices $C(h)$ that collectively form the variogram matrix. The weighted average of the variogram matrix is equal to the non-spatial variance-covariance matrix $C$.
\[ C = \sum_{h} \frac{n_h}{n} C(h) \]

The variogram matrix contains in the diagonal elements \( c_{ii}(h) \) the variogram of species \( i \), and the off-diagonal cells \( c_{ij}(h) \) the cross-variogram of the two species \( i \) and \( j \).

Plotting the sum of the diagonal against distance provides a variogram of the total variance in the data set, or a community variogram, and plotting the sum of the entire matrix against distance results in a variogram of species richness (for presence-absence data) or of total abundance (for abundance data). The variograms of an individual ordination axis \( f \) with associated eigenvector \( u_f \) is derived as the spatial partitioning of its eigenvalue \( \lambda_f \):

\[ \lambda_f(h) = u_f^T C(h) u_f. \]

A worked example is published as a digital appendix to Wagner (2003) and can be found at http://esapubs.org/archive/ecol/E084/023/appendix-A.htm.


**Marchairuz data**

The study site was located at 46°32' N, 6°14'W, at an altitude of 1355 m a.s.l.

Sampling was done in July 2003.

Within three plots of 4 x 4 m, 16 quadrats of 1 m² in size were sampled (N = 48). In each quadrat, the cover of vascular plant species was estimated according to the cover-abundance classes of Braun Blanquet (1964), which were modified by Dierschke (1994): \( r = "<1\%, \text{ one individual}" \), \( + = "<1\%, \text{ two to five individuals}" \), \( 1 = "1-5\%" \), \( 2a = 6-12.5\% \), \( 2b = 12.6-25\% \), \( 3 = 26-50\% \), \( 4 = 51-75\% \), and \( 5 = 76-100\% \). Additionally, total cover of lichens and of mosses was estimated. The data are characterized by a high species number per quadrat.
(average of 39.2) but a low cover value of the species. The cover value 1-5% had the highest frequency with 988 of 1881 cases. The entire data set contained 1239 zeros.

For the main analysis, abundance was quantified as the square-root of rank-transformed Braun Blanquet values (Waite 2000; Gauch 1982), resulting in a scale between 0 and sqrt(8) that balances the weight of presence-absence and dominance information. Correspondence analysis is very sensitive to the presence of species that occur only at a few, species-poor sites (Ter Braak 1995) so that rare species may have a large influence on the analysis (Legendre and Gallagher 2001). Therefore species that occurred only up to three times in the whole data set were excluded from the analysis (Gauch 1982). While infrequent species may be important e.g. for questions relating to species diversity, such rare incidences offer little information for spatial pattern analysis. After removing 8 infrequent species, 65 species remained in the data.

Oosting data

The study area was situated in the Oosting Natural Area of the Duke Forest, Orange County, North Carolina. It contained several forest communities with gradual transitions. The entire sampling grid contained 256 modules of 16 x 16 m. Within this larger grid, three randomly selected modules were studied more intensively with plant data being collected for every cell of 1 m$^2$. Besides the dataset containing the entire grid, we used module SM3 that had previously been analyzed by Wagner (2003). Four quadrats of side length 0.125 m, 0.25 m, 0.5 m, and 1 m were nested in the southwest corner of each of the 256 contiguous cells. The presence of each vascular plant species was recorded in each quadrat.

Prior to statistical analysis, species that occurred only up to three times were excluded from the analysis (see above). In the order of increasing quadrat size, 20, 22, 25 and 24 species were excluded, so that the final series contained 13, 27, 42 and 62 species. After
removing quadrats without any remaining species, the four series contained 129, 236, 254 and 256 quadrats.

Figures Appendix

Figure A.1: Effect of quadrat size on the observed spatial pattern on the basis of the Oosting data set. Each line shows an empirical variogram of the total variance (top) or a standardized empirical variogram of the residual variance after accounting for interpolated elevation (bottom) in a PCA (left) and CA (right) framework for a cell size of 1 m, 0.5 m, 0.25 m or 0.125 m.
Figure A.2: Interaction plot of the effects of quadrat size and ordination method on the estimated range of spatial autocorrelation of the Oosting data set. Each point denotes, for a given quadrat size, the number of consecutive distance classes with significant positive spatial autocorrelation based on a one-sided permutation test with progressive Bonferroni correction based on PCA variograms (empty squares) and CA variograms (empty circles) of total variance, and on RDA (solid squares) and CCA (solid circles) residual variograms.