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Abstract

We analyze the flow of money between mutual fund categories, finding strong evidence of seasonality in investor risk aversion. Aggregate investor flows data reveal an investor preference for safe mutual funds in autumn and risky funds in spring. During September alone, outflows from equity funds average $13 billion, controlling for previously documented flow determinants (e.g., capital-gains overhang). This movement of large amounts of money between fund categories is correlated with seasonality in investor risk aversion, consistent with investors preferring safer (riskier) investments in autumn (spring). We find consistent evidence in Canada, and also in Australia where seasons are offset by six months.
I. Introduction

Recent studies find environmental factors can influence a particular aspect of investor sentiment: willingness to take financial risk. See, for instance, Malmendier and Nagel (2011), Guiso, Sapienza, and Zingales (2013), and Bassi, Colacito, and Fulghieri (2013). Another body of work shows that changes in the mood or sentiment of large groups of individuals may affect mutual fund flows between different asset classes. See Indro (2004) and Ben-Rephael, Kandel, and Wohl (2011), (2012).

We seek to understand the role investor sentiment, in general, and time-varying risk aversion, in particular, play in determining flows to mutual funds of different risk classes. Our findings have the potential to inform economists and policymakers about the role of behavioral factors in shaping flows to and from mutual funds. In turn, developing a deeper understanding of the role of changing investor preferences in driving flows among different mutual fund asset classes may improve our understanding of how investor sentiment contributes to seasonality in asset-class returns.

Specifically, we document a heretofore unknown and strong seasonality in mutual fund flows to and exchanges between fund asset categories. We show that flows to and exchanges between fund categories (e.g., equity versus money market), controlling for known influences, are strongly dependent on the season and interact with the relative riskiness of the
categories. Households, in aggregate, move money into relatively safe fund categories during the fall, and into riskier fund categories during the spring. Further, we find strong evidence that this seasonality is correlated with the timing of seasonal variation in risk aversion. Specifically, this seasonal variation in fund flows across risk categories is consistent with findings from the medical literature that individuals are influenced by strong seasonal factors that tend to synchronize their mood across the population (see Harmatz, Well, Overtree, Kawamura, Rosal, and Ockene (2000)), and with Kramer and Weber’s (2012) finding that individuals are on average significantly more financially risk averse in the fall/winter than in the spring/summer.

Prior studies have documented financial-market evidence consistent with seasonality in risk aversion by concentrating on returns. In contrast, we provide new evidence on seasonal risk-aversion driven investing behavior that is based directly on quantities of funds chosen by investors at a fixed price (the daily closing mutual fund net asset value, NAV). We believe that an examination of the trades of mutual fund shares represents a unique

---

2For example, Kamstra, Kramer, and Levi (2003), (2015) and Garrett, Kamstra, and Kramer (2005) document seasonal patterns in returns to publicly traded stocks and bonds consistent with seasonally varying household risk preferences, even when controlling for other known seasonal influences on returns, such as year-end tax effects. Further, Kamstra, Kramer, Levi, and Wang (2014) examine an asset pricing model with a representative agent who experiences seasonally varying risk preferences. They find plausible values of risk-preference parameters are capable of generating the empirically observed seasonal patterns in equity and Treasury returns.
setting to study sentiment related to degree of risk aversion, since large quantities of shares may be purchased at that day’s NAV. Investor choice of quantities at a fixed price is more direct evidence than prior studies based on seasonality in asset-class returns, since prices in most other markets adjust to temporary supply versus demand conditions, making the reason for buying or selling difficult to determine. The patterns of mutual fund flows and net exchanges provide the first direct evidence that some individual investors exhibit marked seasonal changes in sentiment related to risk aversion.

We study mutual fund flows and exchanges because they are largely the outcome of individual investor decisions. According to the Investment Company Institute (2014), 46% of all U.S. households owned mutual funds during 2013. Individuals held 90% of total mutual fund assets, with the remainder held by institutional investors. The implication is that mutual fund flows predominantly reflect the sentiment of individual investors, and that a broad cross-section of individuals is involved in mutual fund markets. Thus, if seasonally varying risk aversion influences the investment decisions of some individuals, it is reasonable to expect the effects would be apparent in mutual fund flows and exchanges since there is no mechanism for arbitrageurs to directly counter the trades of such individuals (i.e., open-

---

3 We should qualify this statement by noting that the proportion held by institutional investors is much higher in money market funds relative to other asset classes. For this reason we report robustness checks based on retail-share-class-only data.
end mutual fund shares cannot be sold short). Overall, mutual fund flows and exchanges uniquely represent the decisions of buyers, or sellers, without the confounding influence of the counterparty to the trade (unlike stock trades, for instance).

The U.S. data we employ are monthly flows to thirty mutual fund categories during 1985 to 2006, which we use to build 5 risk classes of funds: equity, hybrid, corporate fixed-income, government fixed-income, and money market. We also use data on net exchanges (i.e., within fund-family transfers of money) between asset classes, which are much less impacted by liquidity needs of households (e.g., year-end bonuses or tax-season spikes in contributions) and thus add a clearer view of the sentiment-driven trades of retail investors. We investigate monthly flows and exchanges with a model that controls for previously documented influences on flows, including return chasing, capital-gains overhang, recent advertising, and liquidity needs (we employ personal savings rates).\(^4\) We also explore models that explicitly control for autocorrelation in flows (since flows and exchanges are slowly mean-reverting) and models with dummy variables that allow for arbitrary flow movement around the tax year-end.

With the U.S. flow and exchange data, we find empirical results that are strongly

consistent with an influential seasonal effect on individual investor risk taking. Specifically, after controlling for other influences on flows, some of which are seasonal, we find that the magnitude of outflows from equity funds explained by seasonal risk aversion during the fall month of September (circa 2006) is approximately thirteen billion dollars and the increase in flows into money market funds is approximately three billion dollars. The direction of flows then reverses in the spring.\textsuperscript{5} When we examine net exchanges, we find evidence of seasonality in investor sentiment consistent with the net flow data, though smaller in magnitude.

As an out-of-sample test, we examine Canadian mutual fund data for 10 fund classes, which we use to build 4 different risk classes of funds: equity, hybrid, fixed income, and global fixed income. This provides us with a similar but more northerly financial market compared to the United States. Medical evidence shows seasonal variation in mood is more extreme at higher latitudes; see Magnusson (2000) and Rosenthal, Sack, Gillin, Lewy, Goodwin, Davenport, Mueller, Newsome, and Wehr (1984), for example. Thus if the seasonally varying risk aversion hypothesis is correct, we should see more exaggerated seasonal exchanges in Canada than we see in the United States. Indeed, we find that seasonal net exchanges into and out of equity, hybrid, and safe fund classes show roughly double the proportional flows

\textsuperscript{5}To make up the difference between the inflows and outflows, we believe that investors likely find other substitutes for safe money market funds, such as interest-bearing checking accounts. As we show below, we find support for this view when we consider seasonalities in bank account inflows and outflows.
in Canada relative to the United States, consistent with the seasonally varying risk aversion hypothesis.

As a second out-of-sample test, we examine flow data from Australia, where the seasons are six months out of phase relative to the United States and Canada, and the population lies closer to the equator and should therefore be less affected by seasonal variation in mood. If the seasonally varying risk aversion hypothesis is correct, these flows should show a seasonal cycle that is six months out of phase relative to seasonality in northern hemisphere markets, and we should see attenuated seasonal flows relative to the United States. This is exactly what we find.

We show in online appendices that our findings are robust to a number of robustness checks, including the use of the CRSP U.S. mutual fund database to compute estimated flows (to use in place of the flows data from the ICI), consideration of various subsample time periods, use of retail-share-class-only flows (instead of retail and institutional share class flows collectively), various alterations to the econometric specification (such as estimation method, inclusion/exclusion of monthly dummy variables, inclusion/exclusion of sufficient lags of the dependent variable to control for autocorrelation, etc.), use of different proxies to capture performance chasing, and use of different methods to control for capital gains overhang. In all cases, the relation between seasonal risk aversion and mutual fund flows to different asset
classes remains economically and statistically significant. We also consider partitioning the flows data into high versus low periods conditional on, variously, contemporaneous equity returns, contemporaneous equity-fund capital gains, mutual fund sales, and mutual fund redemptions. Conditioning the data in these ways provides an alternate means of testing the possibility that flows are driven by seasonality in crisis-driven flight-to-quality behavior or seasonality in the availability of or need for liquidity, rather than seasonality in risk aversion. We find very similar seasonal patterns in flows across all of these high/low partitions of the data, lending further support to the notion that seasonality in factors such as returns, capital gains, fund sales, etc. do not produce the seasonality in flows that we study.

The structure of the paper is as follows. In Section II, we describe how seasonally changing risk aversion can translate into an economically significant influence on an individual’s choice of assets. In Section III, we define measures to capture the impact of seasonally changing risk aversion on investment decisions. We introduce the U.S. flows data and other variables in Section IV, and we present findings in Section V. In Section VI we present findings based on Canadian and Australian flows. We summarize extensive robustness checks in Section VII. Section VIII concludes.
II. The Link Between Seasons and Risk Taking

The hypothesized link between seasons and investment choices is based on two elements. First, the seasonal reduction in daylight that occurs during the fall each year tends to lead to a marked deterioration in people’s moods as a direct consequence of the reduced hours of daylight. People who experience extreme changes of this variety are labeled by the medical profession as suffering from seasonal depression, formally known as seasonal affective disorder (SAD). Even healthy people (i.e., people not suffering from SAD) experience milder but still problematic mood changes, commonly called “winter blues.” Second, winter blues and SAD are associated with increased risk aversion, including financial risk aversion. Both of these connections are based on behavioral and biochemical evidence. Further, they have been extensively studied in clinical and experimental investigations.

Much research, including that of Molin, Mellerup, Bolwig, and Scheike (1996) and Young, Meaden, Fogg, Cherin, and Eastman (1997), supports the first element of the link between seasons and risk aversion, namely the causal connection between reduced hours of daylight and the onset of mild or severe seasonal depression. Medical evidence demonstrates that as the number of hours of daylight drops in the fall, up to 10% of the population
suffers from very severe clinical depression, namely SAD. Terman (1988) and Kasper, Wehr, Bartko, Gaist, and Rosenthal, (1989) find that a quarter or more of the general population experiences seasonal changes in mood sufficient to pose a problem in their lives, and more recent evidence suggests that individuals lie along a continuum in terms of their susceptibility to seasonal depression, with even healthy individuals (i.e., those who do not suffer from severe seasonal depression) experiencing observable seasonal variation in their mood. For instance, Kramer and Weber (2012) study a panel of hundreds of people and find both healthy and depressed individuals are significantly more risk averse in fall/winter than in spring/summer, on average, with the seasonal difference especially pronounced among depressed individuals. The evidence on and interest in seasonal depression make it clear that the condition is a very real and pervasive problem for a large segment of the population. Individuals can begin to experience depressive effects or winter blues as early as July or August, but the bulk of

---

6 As Mersch (2001) and Thompson, Thompson, and Smith (2004) note, estimates of the prevalence of severe seasonal depression vary considerably, depending on the location, the diagnostic criteria, and the sample selection methods employed by the researchers. For example, Thompson et al. (2004) found the prevalence of SAD in Britain ranged from 5.6% to 10.7% depending on the diagnostic method. U.S. studies, such as Rosen, Targum, Terman, Bryant, Hoffman, Kasper, Hamovit, Docherty, Welch, and Rosenthal’s (1990) study based on a sample in New Hampshire, find the incidence of SAD to be as high as 10%. Others find it is below 2%, such as Rosen et al.’s (1990) study of a sample in Florida.

7 Over the last couple of decades, a large industry has emerged informing people how to deal with seasonal depression and offering products that create “natural” light to help sufferers cope with symptoms. Examples of popular books by leading researchers that are devoted to approaches for dealing with seasonal depression are Lam (1998a) and Rosenthal (2006).
people experience initial onset during the fall. Individuals may begin recovering early in the new year, as the days lengthen, though most experience symptoms until spring. (See Lam (1998b) and Young et al. (1997).) Further, studies indicate that these seasonal changes in mood are more prevalent at higher latitudes – see Magnusson (2000) for example – and that symptoms are milder close to the equator, see Rosenthal et al. (1984) for example.

Regarding the second element of the link between seasons and risk aversion mentioned above, there is substantial clinical evidence on the negative influence a dampened mood has on risk-taking behavior. Pietromonaco and Rook (1987) find depressed individuals take fewer social risks and seem to perceive risks as greater than nondepressed individuals. Carton, Jouent, Bungenera, and Widlöcher (1992) and Carton, Morand, Bengenera, and Jouvent (1995) administer standardized risk aversion questionnaires to depressed individuals, and find those individuals score as significantly more risk averse than nondepressed controls. Additional studies focus specifically on financial contexts. For instance, Smoski, Lynch, Rosenthal, Cheavens, Chapman, and Krishnan (2008) find depressed people exhibit greater risk aversion in an experiment that includes monetary payoffs. Harlow and Brown (1990) document the connection between sensation seeking (a measure of inclination toward taking risk on which depressed individuals tend to score much lower than nondepressed individuals) and financial risk tolerance in an experimental setting involving a first price sealed bid
auction. They find that one’s willingness to accept financial risk is significantly related to sensation seeking scores and to blood levels of neurochemicals associated with sensation seeking.\textsuperscript{8}

In another experimental study, Sciortino, Huston, and Spencer (1987) examine the precautionary demand for money. They show that, after controlling for various relevant factors such as income and wealth, those individuals who score low on sensation seeking scales (i.e., those who are relatively more risk averse) hold larger cash balances, roughly a third more than the average person, to meet unforeseen future expenditures. Further evidence is provided by Wong and Carducci (1991) who show that people with low sensation seeking scores display greater risk aversion in making financial decisions, including decisions to purchase stocks, bonds, and automobile insurance, and by Horvath and Zuckerman (1993) who study about one thousand individuals in total and find that sensation seeking scores are significantly positively correlated with the tendency to take financial risks.

Regarding the possibility that depressed individuals may exhibit passivity rather than risk aversion, Eisenberg, Baron, and Seligman (1998) conducted experiments in which individuals differing in their degree of depression were faced with a series of choices between pairs of risky and safe alternatives, including some of a financial nature. By

\textsuperscript{8}See Zuckerman (1983), (1994) for details on the biochemistry of depression and sensation seeking.
setting the choices such that in some cases the risky option was the default (not requiring action) and in other cases the safe option was the default, the researchers were able to distinguish risk aversion from passivity, finding depressive symptoms correlated with risk aversion, and not with passivity in making choices.

The evidence that risk aversion and negative sentiment vary seasonally (both for those who suffer from SAD and those who do not) motivates us to consider whether there is systematic seasonality in an individual investor’s choice between alternative investments of different risk, and, hence, systematic seasonality in the dollar flows between assets of differing risk classes.

III. Measuring Seasonal Variation in Risk Preference

We proxy for the influence of season on market participants’ risk preference using a variable based on the timing of the onset of and recovery from depression among individuals who are known to suffer from SAD. The variable is constructed as follows, based on data

9In untabulated analysis we find the results are qualitatively similar if instead we use a proxy based on the variation in daylight across the seasons, consistent with the established view of medical researchers that the driving force behind seasonal depression is reduced daylight. The proxy is the amount of time between sunset and sunrise (which is at its minimum at summer solstice, increases most quickly at autumn equinox, peaks at winter solstice, and drops most quickly at spring equinox). Note that the stock return regularity shown by Hirshleifer and Shumway (2003) considers sunshine, which is a function of cloud cover, in contrast to daylight, which does not depend on the weather.
compiled in a study of hundreds of SAD patients in Vancouver by Lam (1998b).

First we construct a seasonal depression “incidence” variable, which reflects the monthly percentage of seasonal-depression sufferers who are actively experiencing symptoms in a given month. The incidence variable is constructed by cumulating, monthly, the percentage of seasonal-depression sufferers who have begun experiencing symptoms (cumulated starting in late summer when only a small proportion have been diagnosed with onset) and then deducting the cumulative percentage who have fully recovered. This incidence variable varies between 0% in summer and 100% in December/January. Because the variable is an _estimate_ of the true timing of onset and recovery among seasonal-depression-sufferers in the more general North American population, we use instrumental variables to correct for a possible error-in-variables bias (see Levi (1973)).

10Young et al. (1997) similarly document the timing of SAD symptoms, but for onset only. We base our measure on the Lam (1998b) data because it includes the timing of both onset and recovery. Results are similar if we average the timing of onset from both the Lam (1998b) and the Young et al. (1997) studies.

11The peak period during which individuals experience the onset of depression is in September and October. If investors begin shifting from safe to risky funds when they first become seasonally risk averse, then this period should correspond approximately with the period when many investors rearrange their portfolios. (In the extreme, investors who fully shed their risky holdings early in the fall may not be able to demonstrate through changes in their allocations any continued changes in risk aversion later in the season.) Similarly in the new year, the peak period for reallocation from safe to risky funds should roughly align with the period when recovery from SAD peaks in March and April.

12To produce the instrumented version of incidence, first we smoothly interpolate the monthly incidence of SAD to daily frequency using a spline function. Next we run a logistic regression of the daily incidence on our chosen instrument, the length of day. (The nonlinear model is $1/(1 + e^{\alpha + \beta \text{day}_t})$, where $\text{day}_t$ is the
Our findings are qualitatively unchanged whether we use the instrumented variable or the original variable. Finally, we calculate the monthly change in the instrumented series to produce the monthly onset/recovery variable that we use in this study. We denote onset/recovery as $\hat{OR}_t$ (short for onset/recovery, with the hat indicating that the variable is the fitted value from a regression, as noted above). More specifically, the monthly variable $\hat{OR}_t$ is calculated as the value of the daily instrumented incidence value on the 15th day of a given month minus the value of the daily instrumented incidence value on the 15th day of the previous month.\textsuperscript{13}

**Insert Figure 1 approximately here**

$\hat{OR}_t$ reflects the change in the percentage of seasonal-depression-affected individuals actively suffering from depression. We consider the change rather than the level of depression-affected individuals because the change is a measure of the flow of depression-affected individuals and we are attempting to model a flow variable, the flow of length of day $t$ in hours in New York and $t$ ranges from 1 to 365. This particular functional form is used to ensure that the fitted values lie on the range 0% to 100%. The $\hat{\beta}$ coefficient estimate is 1.18 with a standard error of 0.021, the intercept estimate is -13.98 with a standard error of 0.246, and the regression $R^2$ is 94.9%. The fitted value from this regression is the instrumented measure of incidence. Employing additional instruments, such as change in the length of the day, makes no substantial difference to the fit of the regression or the subsequent results using this fitted value.

\textsuperscript{13}The values of $\hat{OR}_t$ by month, rounded to the nearest integer and starting with July, are: 3, 15, 38, 30, 8, 1, -5, -21, -42, -21, -5, 0. These values represent the instrumented net change in incidence of symptoms.
funds into and out of mutual funds. (We perform robustness checks using the change in the length of night rather than onset/recovery and find qualitatively identical results, as reported in the Internet Appendix A-1, available at www.jfqa.org.) The monthly values of $\hat{OR}_t$ are plotted with a thick line in Figure 1, starting with the first month of autumn, September. Notice that the measure is positive in the summer and fall, and negative in the winter and spring. Its value peaks near the fall equinox and reaches a trough near the spring equinox. The movement in $\hat{OR}_t$ over the year should capture the hypothesized opposing patterns in flows across the seasons, should they exist, without employing the two variables used by Kamstra, Kramer, and Levi (2003): neither the simple fall dummy variable nor the length-of-day variable they employed is necessarily directly related to the onset and recovery from seasonal depression. For comparison, Figure 1 also includes plots of observed onset/recovery (thin plain line) and the change in length of night (normalized by dividing by 12; thin line with circles).

Some advantages of the instrumented onset/recovery variable are important to emphasize. First, it is based directly on the clinical incidence of seasonal depression in individuals, unlike Kamstra et al.'s (2003) hours of night variable. Second, the

---

14In untabulated regressions, we compare the performance of $\hat{OR}_t$ to the two variables Kamstra et al. (2003) originally employed in their model, and we find qualitatively identical results. Importantly, conclusions relating to the existence of a seasonal cycle in mutual fund flows remain intact.
onset/recovery variable spans the full year, whereas Kamstra et al.’s (2003) length of night variable take on nonzero values during the fall and winter months only, and, therefore, does not account for the portion of individuals who experience seasonal depression earlier than fall or later than winter. (For a more complete discussion of the merits of the onset/recovery variable relative to Kamstra et al.’s (2003) original specification, see Kamstra, Kramer, and Levi (2012).) In light of these points, we conduct our analysis using the onset/recovery variable.

IV. Data

We obtained the U.S. data sets from the Investment Company Institute (ICI). These data consist of monthly flows to thirty mutual fund investment objective categories, covering the period of January 1, 1984 to January 31, 2010.\footnote{The ICI provides data for thirty-three fund categories in total. However, we omit three from the analysis: Taxable Money Market - Non-Government, National Tax-Exempt Money Market, and State Tax-Exempt Money Market. While these are ostensibly similar to the money market category (which includes only funds classified as Taxable Money Market - Government), we sought a money market category that represents the safest category of funds. Schmidt, Timmermann, and Wermers (2016) show evidence that investors considered the Taxable Money Market - Government category as the safe haven during the money fund crisis of September 2008. Our results are qualitatively unchanged if, instead, we include these three omitted investment objective categories in the money market category.} The need for lagged values restricts the range of data used in our regression analysis to start in February 1985, and concerns
about the chaotic flows during the financial crisis, in particular flows in and out of money market funds, motivates us to end the sample in December 2006 for the purposes of model estimation.\footnote{Nonetheless, in robustness tests we find the results are qualitatively unchanged if we extend the sample period to include the financial crisis. See Internet Appendix A-2 for regression results based on the full set of data provided to us by the ICI, ending in 2010.} For each investment objective category during each month, the ICI provides the total sales, redemptions, exchanges, reinvested distributions, and (end-of-month) total net assets (TNA), aggregated across all mutual funds within that category. Exchanges consist of exchanges from other same-family funds into a given fund (exchanges in) and exchanges from a given fund to other same-family funds (exchanges out). Note that our primary analysis utilizes flows and exchanges associated with both retail and institutional share classes. In Internet Appendix A-3, available online, we show our findings are robust to use of retail-share-class-only flows or exchanges.\footnote{For example, Schmidt et al. (2010) show that flows to and from money funds during September 2008 were largely driven by fears of prime money funds “breaking the buck.”}

\textbf{Insert Table 1 approximately here}

\footnote{Note that the retail-share-class-only subset of the data we consider in the Internet Appendix consists purely of retail share classes. We are unable to consider the pure set of investors that excludes all retail investors, nor are we able to consider the set that includes all retail investors, as our primary data set does not distinguish between true “institutional” investors and those so-called institutional investors that consist of a group of \textit{individuals} (e.g., the defined-contribution sample of Sialm, Starks, and Zhang (2015)).}
Table 1 shows the categories of funds we employ. We group the fund categories into five asset classes: “equity,” “hybrid,” “corporate fixed income,” “government fixed income,” and “money market.” (In Internet Appendix A-4, available online, we show that the results are robust to a less coarse classification into nine asset classes.) Flows and assets are aggregated across all investment objective categories within an asset class to arrive at asset-class-level flows and combined assets.\footnote{We weight by TNA when computing variables such as asset-class returns, and we aggregate dollar flows to arrive at aggregate flows for an asset class.} We compute “active” net monthly flows to asset class $i$ during month $t$, as a percentage of end-of-month $t-1$ total net assets, as follows:

$$ \text{NET FLOW}_{i,t} = \frac{\text{SALES}_{i,t} - \text{REDEMPTIONS}_{i,t} + \text{EXCHANGES IN}_{i,t} - \text{EXCHANGES OUT}_{i,t}}{\text{TNA}_{t-1}}. $$

Consistent with the literature, we treat reinvested dividends as passive and do not include them in our net flows measure.

Another measure of flows we consider is monthly net exchanges to asset class $i$ during month $t$, as a percentage of end-of-month $t-1$ total net assets:

$$ \text{NET EXCHANGE}_{i,t} = \frac{\text{EXCHANGES IN}_{i,t} - \text{EXCHANGES OUT}_{i,t}}{\text{TNA}_{t-1}}. $$
Net exchanges are not subject to certain confounding effects that may complicate the study of net flows, including income flows (i.e., liquidity considerations such as tax refund cash flows, year-end bonuses, and changes in savings/expenditure behavior).

In Table 2, we report summary statistics for the data, including monthly asset-class fund net flows in Panel A, monthly asset-class net exchanges in Panel B, explanatory variables used in the regression models in Panel C (supplemental information about many of these explanatory variables appears in Internet Appendix A-5), and value-weighted excess returns in Panel D. As previously mentioned, fund flows are reported as a percentage of the fund’s prior end-of-month total net assets. Also note that the summary statistics cover our entire available sample, February 1984 through January 2010. We report the statistics based on this long sample period because our robustness checks are based on various sample periods (including dates beyond the 2006 end-date for our primary regression analysis) and because we use lags of the data back to 1984 in our analysis.

Insert Table 2 approximately here

In Panel A of Table 2, we see that the mean monthly equity class net flow is 0.504% of equity class TNA. The hybrid class has a mean monthly net flow around 0.733% of hybrid TNA, and the corporate fixed income class has very similar mean flows of 0.756% of TNA. The government fixed income class has mean monthly flows of about 0.782% of TNA, and the
money market asset class has mean monthly flows of about 0.581% of TNA. The standard deviations of monthly asset-class net flows range from a low of 0.84% for the equity class to a high of well over 2% for the money market and government fixed income classes.

Panel B displays net exchanges which should, and do, net across asset classes to within a few basis points of zero (after weighting by the respective asset-class prior-month asset values). The volatility of net exchanges is smaller than net flows, and the skewness is a mix of negative and positive compared to the consistent positive skewness of net flows across fund classes.

In Panel C we first present statistics for explanatory variables used in the regression analysis that appears below. Our advertising variable is monthly print advertisement expenditures by mutual fund families (detrended by dividing by the previous year’s total advertisement expenditure to account for time-series trend-line growth). We calculate savings using consumption expenditures and income data from the Bureau of Economic Analysis (BEA). Advertisements trend upward during the sample period even after

---

19We obtain the monthly advertising expenditure data from Gallaher, Kaniel, and Starks (2006, fig. 3). Their series covers advertisements in over 288 print publications over 1992-2001; for sample dates outside that period we use the average monthly values calculated using the 1992-2001 period. Reuter and Zitzewitz (2006) report that most mutual fund advertisements are print ads.

20Specifically, the savings variable is calculated by subtracting Real Personal Consumption Expenditures (BEA series ID PCEC96) from Real Disposable Personal Income (BEA series ID DSPIC96), divided by DSPIC96, multiplying by 100, and dividing by 12.
detrending by the 12-month moving average, though only slightly, and savings average to over 1.5% per month. Even the more conservative BEA personal savings rate (which is reported in the press) shows an average monthly savings rate of 0.4% per month over this period.\textsuperscript{21} $R_{\text{YEAR}}$ is the mean monthly fund percentage return over the prior 12 months, a return-chasing measure, and $R_{\text{CAP,GAINS}}$ is the realized capital gains return for each class, our primary measure of capital gains overhang. (We provide results from extensive robustness checks on the return-chasing and capital gains overhang measures. See Section VII for a very detailed summary and Internet Appendix A-1 for tabled results.)

$R_{\text{YEAR}}$ is the mean monthly return over the prior 12 months, and $R_{\text{CAP,GAINS}}^{i,t}$ equals the realized capital gains return to holding the fund from the previous November 1 (the start of the tax year for mutual funds) to date $t - 1$. The mean cumulative capital gains returns decline monotonically from a high of approximately 3.4% for the equity fund category through the categories of hybrid, corporate bond, government bond, and money market funds. Government bond funds report an average cumulative capital gain return of only about 23 basis points, roughly one fifteenth of that reported by equity funds. Money market funds have virtually no capital gains to distribute, and so this fund category

\textsuperscript{21}We have conducted robustness checks using the BEA personal saving rate (series ID PSAVERT) in place of the savings variable based on series IDs PCEC96 and DSPIC96 and found all three series behave very similarly, with the use of the BEA personal savings rate making only minor qualitative changes to the results.
exhibits an average cumulative capital gains return of less than 0.01 basis points.

The first six columns of Panel D contain summary statistics on the monthly excess asset-class returns: mean, standard deviation, minimum, maximum, skewness, and kurtosis. We calculate the return to holding a fund as is conventional in the literature and as provided by the ICI; the return for month $t$ and asset class $i$ is

$$R_{i,t} = \frac{TNA_{i,t} - TNA_{i,t-1} - NET FLOW_t}{TNA_{t-1}}.$$ 

The asset-class return data reveal familiar patterns, with equity returns being the largest and the most volatile, loosely declining across categories. We report additional metrics in the last two columns of Panel D. In the second-to-last column, we see that the excess returns show a monotonically declining CAPM beta from top to bottom, suggesting a declining exposure to systematic risk across this ordering of fund asset classes. The last column contains coefficient estimates from regressing excess returns on onset/recovery. These estimates indicate that riskier fund

\footnote{Our excess returns are calculated conventionally, using the 30-day T-bill rate as the risk-free proxy return, sourced from CRSP.}

\footnote{Note that this expression assumes that all distributions are reinvested, since we do not include distributions in our computation of flows. Our discussions with staff at the Investment Company Institute indicate that over 80% of investors reinvest capital gains and dividend distributions. Since we conduct many robustness checks on the impact of returns on flows, we do not believe that this assumption is critical; indeed the various permutations we consider when evaluating the impact of returns on flows makes little or no difference to the core results on seasonality in flows. Further, one of our robustness checks makes use of fund returns from the CRSP Mutual Fund Database, which provides actual returns to holding funds. Our findings are virtually identical based on the realized returns provided by CRSP.}

\footnote{The CAPM beta and the coefficient estimate on the onset/recovery variable are estimated in separate
returns tend to be negatively correlated with onset/recovery whereas safer fund returns tend to be positively correlated with onset/recovery. Later we report the results of conditional analysis based on fund flows, our primary focus of interest.

Finally, in Panels E and F we present net flow and net exchange correlations across fund categories. For net flows (Panel E), we note that correlations between riskier categories, such as equity and corporate fixed income, are generally much higher than correlations between high- and low-risk categories, such as equity and money market. For net exchanges, it is even clearer that households chiefly move money between the risky categories and the money market category. Overall, the correlations appear consistent with the notion that households move money between categories, treating fund classes with similar risk and return profiles as complements and treating risky and safe categories as substitutes.

regressions. These coefficient estimates are produced in a system-equation estimation using the seemingly unrelated regression technique and MacKinnon and White (1985) bootstrap heteroskedasticity-robust standard errors.

Recall that the onset/recovery variable is itself positive in the fall and negative in the winter, so the implication is higher-than-average (lower-than-average) returns in safe (risky) categories in the fall and lower-than-average (higher-than-average) returns in the safe (risky) categories in the spring. These findings are consistent with studies that examine risky and safe securities outside the context of mutual fund flows. Specifically, Kamstra et al. (2003) find lower-than-average stock returns in the fall and higher-than-average stock returns in the spring, and Kamstra, Kramer, and Levi (2015) find higher-than-average returns to safe U.S. Treasury securities in the fall and lower-than-average Treasury returns in the spring.
V. Results

This section contains our primary results, starting with a graphical examination of flows seasonality. Then we turn to regression analysis, first focusing on net flows, which include flows between fund families as well as sales and redemptions. Next we consider net exchanges, i.e., within-family movements of money, such as a movement from a Fidelity equity fund to a Fidelity money market fund. Net exchanges are more immune to liquidity-related reasons to move money into or out of fund categories. For example, net exchanges would not be impacted by someone buying equity funds with year-end bonus money or selling funds for a large purchase. After discussing estimation results for both sets of flow measures, we discuss the economic magnitude of the findings.

A. Seasonality in Average Monthly Flows

In Figure 2, we consider seasonality in average monthly asset-class fund flows. Again, conditional regression analysis follows. The monthly average flows (averaged across all years from 1985 to 2006) for the equity and money market asset classes appear in Graphs A and B of Figure 2, respectively, with thick solid lines. Each plot starts with the first month of autumn. The seasonal patterns in average monthly equity and money market flows are consistent with seasonality in risk aversion having an impact on flows. During the fall months, as daylight
diminishes, individuals become depressed and more risk averse. If their risk aversion causes them to shift assets away from risky asset classes and toward safe asset classes, we should see lower- (higher-) than-average net equity (money market) flows in the fall months, and we do.

Similarly, as daylight becomes more plentiful in the winter months through to the spring, investors affected by seasonal depression revert to their previous level of risk aversion and become more willing to hold risky funds. Accordingly, we see equity (money market) net flows are higher (lower) than average during that period. Overall, the flows in the summer/fall and winter/spring are consistent with depression-affected individuals shifting their portfolios between risky and safe funds depending on their seasonally varying risk aversion. Of course, other factors may underlie these seasonal patterns, and we explore alternative explanations in the conditional analysis that appears in the next subsection.

Insert Figure 2 approximately here

The thin dotted lines surrounding the thick lines in Figure 2 are the 90% confidence intervals around the average monthly flows. Consistent with the intuition from the seasonal

---

26There are several approaches one could adopt to calculate the confidence interval around the mean monthly net flows. The simplest is to use the standard deviation of the monthly mean flows directly. However, this would ignore information about the cross-sectional variability of flows across the fund asset classes. Instead, we form a system of equations with the flows data and estimate a fixed-effects model with twelve dummy variables (one for each month). In order to leverage the information in the cross-section more effectively, we work with slightly more disaggregated data than the five fund classes, using instead the nine classes we describe below. Consistent with the typical implementation of a fixed effects model, we allow each subclass series within an asset class to have a different mean, while estimating a single set of parameter
pattern of flows, we see several instances of statistically significant deviations of the equity (money market) fund flows from annual mean flows, lower (higher) in the summer/fall and higher (lower) in the winter/spring. The dashed line marked with diamonds represents the average monthly fitted values from a regression model that includes onset/recovery as an explanatory variable. We develop this model fully below, but for now we simply note that the fitted value from onset/recovery, controlling for other effects like capital gains, liquidity needs, year-end flows from reinvestment of distributions and bonus pay, and autocorrelation in flows, tracks the unconditional seasonal pattern in flows fairly well.

Omitted plots for the hybrid class, corporate fixed income class, and government fixed income class show seasonal flow patterns that lie between the extremes of equity and money market fund flows. This is perhaps not surprising, given that these other classes are intermediate in their exposure to risk relative to equity and money market asset classes, as measured by fund excess return beta and onset/recovery coefficient estimates shown in values for the variables each subclass series in an asset class has in common, in this case the monthly dummy variables. The equity fund asset class is split into two subclasses, “risky equity” and “safe equity.” “Hybrid” remains as previously defined. “Corporate fixed income” is split into “global bond” and “U.S. corporate bond”. “Government fixed income” is split into “munis,” “medium and short-term government,” and “general-term government.” The “money market” asset class remains as previously defined. From this regression we obtain the standard errors on the fund flow monthly dummies to form the confidence intervals around the monthly mean flows. To calculate the standard errors we follow Newey and West (1987), (1994) and use the Bartlett kernel and an automatic bandwidth parameter (autocovariance lags) equal to the integer value of $4(T/100)^{2/9}$. The instruments used for the regression are the 12 monthly dummy variables.
Table 2 and consistent with practitioner classifications of the risk involved in holding these various fund classes.

B. The Net Flows Regression Model

We turn now to regression analysis. There is considerable autocorrelation in fund flows, so we estimate a model that incorporates lags of the dependent variable to control directly for autocorrelation. Specifically, we include a one-month lag and a three-month lag of the dependent variable as regressors. In the Internet Appendix we consider variations on the number of lags. The complete model we estimate is as follows:

\[
\text{NET\_FLOW}_{i,t} = \mu_i + \mu_{i,\hat{OR}}\hat{OR}_t + \mu_{i,\text{ADS}}\text{ADS}_t + \mu_{i,\text{YEAR}}\text{YEAR}_{i,t}
\]

\[
+ \mu_{i,\text{CAP\_GAINS}}\text{CAP\_GAINS}_{i,t} + \mu_{i,\text{NOV}}\text{NOV}_t + \mu_{i,\text{DEC}}\text{DEC}_t
\]

\[
+ \mu_{i,\text{JAN}}\text{JAN}_t + \mu_{i,\text{FEB}}\text{FEB}_t + \mu_{i,\text{SAVINGS}}\text{SAVINGS}_{t-1}
\]

\[
+ \rho_{i,1}\text{NET\_FLOW}_{i,t-1} + \rho_{i,3}\text{NET\_FLOW}_{i,t-3} + \epsilon_{i,t},
\]

where \(i\) references the mutual fund asset class. The dependent variable, \(\text{NET\_FLOW}_{i,t}\), is the month \(t\) fund net flow expressed as a percentage of month \(t - 1\) total net assets. \(\hat{OR}_t\) is the onset/recovery variable. The remaining explanatory variables are defined above.
in Section IV, with additional information appearing in Internet Appendix A-5. Briefly, SAVINGS$_t$ is personal savings, included as a control variable for investor liquidity needs, which might also affect fund flows in a seasonal way. (We lag savings by one month to avoid endogeneity, since individual investors make savings decisions simultaneously with decisions regarding mutual fund flows.) $R^{\text{YEAR}}_{i,t}$ is the return to fund asset class $i$ over the prior 12 months (i.e. from month $t-13$ through to month $t-1$), included to control for return-chasing flows. $R^{\text{CAP,GAINS}}_{i,t}$ is included to control for the influence of capital gains overhang on flows and equals the realized capital gains return to holding the fund from the previous year’s November 1 (the start of the tax year for mutual funds) to month $t-1$. ADS$_t$ is monthly print advertisement expenditures by mutual fund families (normalized by the prior year’s ad expenditures). NOV$_t$, DEC$_t$, JAN$_t$, and FEB$_t$ are dummy variables for monthly flows, taking on values of 1 in the indicated month, and zero elsewhere. These dummies are included to capture turn-of-the-year effects driven by factors beyond simple capital gains tax-avoidance, including the reinvestment of dividend and capital gains distributions in the months after the distributions are made, and the impact of year-end bonuses on flows, both of which may be influencing flows in November through February. We provide multiple robustness checks on this base specification, detailed in Internet Appendix A-1. For instance, we exclude the November through February dummy variables from the model, we use alternate capital gains
measures and return chasing, etc. In each case the results are qualitatively identical to those we present here.

We estimate equation (2) as a system of equations across asset classes using Hansen’s (1982) GMM and Newey and West (1987), (1994) heteroskedasticity and autocorrelation consistent (HAC) standard errors. Results from estimating this set of equations appear in Table 3. In Panel A we present coefficient estimates and two-sided t-tests. The bottom of Panel A contains the adjusted $R^2$ for each asset-class model and $\chi^2$ statistics for testing for the presence of up to 12 lags of autocorrelation or autoregressive conditional heteroskedasticity (ARCH; see Engle (1982)).

Insert Table 3 approximately here

Consider the coefficient estimates on the onset/recovery variable. The riskiest category, equities, has a statistically significant negative coefficient estimate; we discuss economic significance shortly. Recall that the onset/recovery variable itself is positive in

\footnote{Our use of HAC standard errors is due to the fact that autocorrelation and heteroskedasticity are a prominent feature of flows for all asset classes. See Warther (1995), Remolona, Kleiman, and Gruenstein (1997), and Karceski (2002), among others. To calculate standard errors, we follow Newey and West (1994) and use the Bartlett kernel and an automatic bandwidth parameter (autocovariance lags) equal to the integer value of $4(T/100)^{2/9}$. The instruments used for the regression include the full set of explanatory variables. We also explored the use of seemingly unrelated panel regression estimation with MacKinnon and White (1985) bootstrap heteroskedasticity-robust standard errors and sufficient lags to control for autocorrelation. This approach yields similar results to GMM for both significance and magnitude of effects; individual t-tests on variables tend to be smaller, but joint tests of significance show strong statistical significance.}
the summer/fall and negative in the winter/spring (see Figure 1). Thus, the implication is that equity fund flows are expected to be below-average in the summer/fall and above-average in the winter/spring, consistent with the plot of unconditional equity fund flows shown in Figure 2. The onset/recovery coefficient estimate is positive and strongly statistically significant for the safest asset class, the money market category, implying money market fund flows are expected to be above average in the summer/fall and below average in the winter/spring, again as we see unconditionally. While we focus attention on the safest and riskiest categories of funds, we note that the intermediate-risk categories by measure of the CAPM beta estimate on fund category returns, hybrid and corporate fund categories (see Table 2), also have negative coefficients. Further, government fixed income, which has a CAPM beta of approximately 0 and is, arguably, very nearly as safe as the money market funds (which invest in shorter-term Treasuries) has a positive but statistically insignificant coefficient estimate on $\hat{\text{OR}}_t$. Although the signs and statistical significance of the three intermediate-risk fund categories are somewhat sensitive to the exact model specification, in particular the inclusion or exclusion of dummy variables for November through February, the core result of opposing seasonalities in flows when considering the extremes of the fund categories (i.e., equity versus money market) is robust.

In Panel B of Table 3 we present statistics testing the joint significance of the
onset/recovery coefficient estimates across the asset classes, using Wald $\chi^2$ statistics based on the HAC covariance estimates. The first statistic tests whether the onset/recovery estimates are jointly equal to zero across the series. We strongly reject the null of no effect due to seasonally varying risk aversion. The second joint statistic tests whether the onset/recovery coefficient estimates are jointly equal to each other, not necessarily zero. This null is strongly rejected as well, supporting the position that the safe and risky funds do indeed exhibit different seasonal cycles in flows related to the onset/recovery variable.

We also provide a $\chi^2$ goodness-of-fit test of the model.\textsuperscript{28} The goodness-of-fit test indicates that the over-identifying moment restrictions we use to estimate the model are not rejected.

We now consider other coefficient estimates shown in Table 3. The advertising expenditure coefficient estimate is positive for the equity and hybrid classes, and is strongly significantly negative for the remaining classes. This finding suggests that while fund family advertising may attract flows to equity funds, it likely does so at the expense of relatively safer funds. The return over the previous year, $R_{\text{YEAR}}$, has a positive coefficient estimate for all asset classes except for government fixed income, broadly consistent with flows chasing performance. Untabulated analysis confirms that the unconditional

\textsuperscript{28}Hansen (1982) details conditions sufficient for consistency and asymptotic normality of GMM estimation and shows that the optimized value of the objective function produced by GMM is asymptotically distributed as $\chi^2$, providing a goodness-of-fit test of the model.
correlation of fund flows and lagged fund returns is strongly and statistically significant, but that the inclusion of lagged fund flows attenuates this effect. The savings variable is strongly significantly positive for all classes of funds except the money market class, consistent with the notion that liquidity has an important impact on flows for most classes of funds. The capital gains overhang coefficient estimate is negative for all classes except money market funds which has an insignificant positive coefficient. (The magnitude of the coefficient estimate for the money market fund class is somewhat misleading since the average capital gains for this class of funds is virtually zero, coming in at approximately a hundredth of a basis point. This results in a minuscule economic impact for the money market class, consistent with the statistical insufficiency of its coefficient estimate.) These results on the capital gains overhang coefficient estimate are broadly consistent with individual investors having a tendency to avoid purchasing funds that have substantial realized gains to distribute.

C. Fit of the Net Flows Model

Recall that the dotted lines with diamonds that appear in Figure 2 represent fitted values implied by the onset/recovery coefficient from estimating equation (2). It is also interesting to explore whether the full model can account for seasonality only partially
captured by the onset/recovery variable. In Figure 3 we plot the equity (Graph A) and money market (Graph B) monthly flows together with the average fitted values implied from the full model, indicated by a dashed line with diamonds.

**Insert Figure 3 approximately here**

The full model, accounting for conditional effects and autocorrelation in flows, fits the unconditional seasonality in fund flows well.\(^{29}\) Indeed, analysis of the residuals from this model shows no remaining seasonality in equity or money market flows. The *time-series* fit of the models is shown in Figure 4. Note that we plot all available data, including data we do not use to estimate the models, 2007 and beyond. Graph A of Figure 4 corresponds to the equity fund flows and Graph B corresponds to money market fund flows. The fit of the model is less precise over the first few years of the sample, consistent with the very volatile equity markets during the late 1980s. The spikes in flows during this period mostly coincide with extreme market events, such as the October 1987 equity market crisis. In addition, in January 1990 the ICI implemented changes in their data collection practices, an artifact of which is outliers in the flow and returns data in that year, and in general the ICI data are likely less precise prior to 1996.\(^{30}\) The flows corresponding to hybrid, corporate bond, and

\(^{29}\)The lack of a *perfect* fit in the months for which we include dummy variables, November, December, January, and February, is due to our use of GMM instead of a least-squares method.

\(^{30}\)The ICI informed us that they reorganized categories in 1996 and that the precision of their flows estimates improved afterwards.
government bond asset classes are very similar to the equity and money market asset classes and are not presented. Generally, these models are able to match the data well, in particular the seasonal periodicity (a feature most obvious in the money market asset class). In terms of $R^2$, there is substantial variation in fit across categories, with the government bond fund class showing an $R^2$ of approximately 90% and the money market fund class being the most difficult to fit with an $R^2$ of approximately 25%.

**Insert Figure 4 approximately here**

As a robustness check, balancing the need for a long period of time to estimate the model and concern for the quality of the early data period, we estimated equation (2) after having truncated pre-1991 data from the sample. We find (in untabulated results) that the results for the impact of the onset/recovery variable are qualitatively unchanged, though the magnitude and significance are somewhat reduced. Exploring the 2000-2010 period shows very similar results to that found for the 1985-2006 period.

**D. Investor Sentiment and Mutual Fund Flows: Net Exchanges**

Ben-Rephael, Kandel, and Wohl (2012) also explore flows between fund categories, finding that monthly shifts between bond funds and equity funds in the United States are related to aggregate equity market excess return movements. The flows they consider are net
exchanges (exchanges in minus exchanges out), in contrast to the net flows (net exchanges plus sales net of redemptions) typically considered in the fund flows literature and used to this point in our own exploration of seasonality in flows. Ben-Rephael, Kandel, and Wohl (2012) suggest that net exchanges reflect the asset allocation decisions of fund investors, in contrast to sales net of redemptions which incorporate long-term savings, withdrawals, and short-term liquidity needs. If seasonally varying risk aversion indeed impacts household asset-allocation decisions, then a clear implication of Ben-Rephael, Kandel, and Wohl’s (2012) claim is that this impact should be evident in net exchanges.

The regression model we estimate for net exchanges is:

\[
\text{NET\_EXCHANGE}_{i,t} = \mu_i + \mu_{i,\text{OR}} \text{OR}_{t} + \mu_{i,\text{ADS}} \text{ADS}_t + \mu_{i,\text{YEAR}} \text{R}_{i,t}^\text{YEAR} + \mu_{i,\text{CAP\_GAINS}} \text{R}_{i,t}^\text{CAP\_GAINS} + \rho_{i,1} \text{NET\_EXCHANGE}_{i,t-1} + \rho_{i,3} \text{NET\_EXCHANGE}_{i,t-3} + \epsilon_{i,t},
\]

where \( i \) references the asset class. The dependent variable, \( \text{NET\_EXCHANGE}_{i,t} \), is the month \( t \) net exchange expressed as a percentage of month \( t - 1 \) total net assets, and the remaining variables are as previously defined. In this model we exclude personal savings because exchanges between funds should be invariant to this quantity; indeed a point of
looking at net exchanges is to expunge the impact of savings directly rather than simply to control for it in the regression model. We do not include dummy variables for the months of November through February in this model as the motivation for these dummies is lacking for net exchanges. That is, we already control for capital gains, and furthermore the other flow seasonalities which the dummy variables might be helpful for controlling (the reinvestment of dividend and capital gains distributions from mutual funds that concentrate around the year-end and flows from variable compensation such as year-end bonuses) should not impact net exchanges. Nonetheless, in Internet Appendix A-1, we provide a robustness check that confirms the inclusion/exclusion of these dummy variables does not qualitatively change the results.

**Insert Table 4 approximately here**

We estimate equation (3) as a system of equations using Hansen’s (1982) GMM and Newey and West (1987), (1994) HAC standard errors. Table 4 contains estimation results. Similar to the results presented for net flows, the $\hat{OR}_t$ estimated coefficients for net exchanges are significantly negative for the riskiest asset class, equities, and significantly positive for the safest class, the money market. Just as we saw above, the money market class displays the largest magnitude onset/recovery effect. For the three categories between the safest and riskiest extremes, we see a mix of positive and negative coefficient estimates, with the
estimate insignificant for the hybrid class. The magnitudes of the coefficient estimates on the intermediate-risk categories lie between the values for the equity and money market categories. In terms of $R^2$, there is again substantial variation in fit across categories with uniformly smaller $R^2$ values for net exchanges than for flows, most notably for the money market category. The hybrid fund category flows are the most easily fit with an $R^2$ around 60% and the money market fund class is the most difficult to fit with an $R^2$ below 7%.

The statistics in Panel B reveal that the onset/recovery estimates are jointly statistically different from zero and different from each other across asset classes, again strongly rejecting the null of no seasonal-depression-related effect. The goodness-of-fit test indicates that the over-identifying moment restrictions we use to estimate the model are not rejected.

E. Economic Magnitude

One way to assess the economic impact of the influence of seasonally varying risk aversion on flows and exchanges is directly from the OR coefficient estimates. For example in Table 3 (based on net flows), the OR coefficient estimate is approximately 1.4 for the money market class. To calculate economic impact, we multiply 1.4 by the value of the onset/recovery variable for a given month. In September, onset/recovery equals 38% (as
reported in Section III). Thus, the average economic impact of seasonally varying risk aversion on money market fund flows in September is 0.52% of the previous month’s total net assets of the taxable government money market class.

Another way to evaluate the economic magnitude is by examining the percentage of the seasonal variation, from fall trough to spring peak, captured by the onset/recovery variable. For U.S. equity mutual funds in Figure 2, realized flows reach a trough of about 0.25 (as a proportion of prior-month TNA) in the fall and reach a peak of about 0.95 in the spring. In comparison, the fitted value based on the onset/recovery variable troughs around 0.5 and peaks around 0.65. Thus for U.S. equity fund flows, the variation in the fitted value accounts for about 20% of the seasonal variation in the realized series. For U.S. money market flows, the fitted value accounts for about 50% of the seasonal variation.

Yet another way to assess the economic magnitude is by calculating the actual dollar flows associated with the impact of seasonally varying risk aversion. For example, in September 2004 total net assets of the taxable government money market class was 353 billion dollars. Multiplying that value by the 0.52% of TNA we calculated above yields an onset/recovery-associated economic impact of approximately 1.5 billion dollars flowing into the money market asset class in September 2004. In the spring, the economic impact was such that about 1.8 billion dollars flowed out of money market funds in March 2005. These
are immediate impacts (not accounting for the autocorrelation in the flows), which understates the impact. Accounting for autocorrelation leads to a total impact closer to 3 to 4 billion dollars.\textsuperscript{31}, summarizing the economic impact on net flows and exchanges (accounting for autocorrelation) for all five asset classes, for 2006.

**Insert Figure 5 approximately here**

Each line in Figure 5 represents the average monthly economic magnitude of the seasonally varying risk aversion effect for a given fund. The thickest dashed line corresponds to the money market. Our estimated models for the impact of onset and recovery suggest that seasonally varying risk aversion reduces net flows to equity funds by approximately 13 billion dollars (circa 2006), and increases flows to money market funds by roughly 3 to 4 billion dollars, on average, during the fall month of September, reversing in the spring month of March. Net exchanges are about 25\% as large as net flows. Other asset classes exhibit less extreme flows due to seasonally varying risk aversion than the riskiest and safest fund categories.\textsuperscript{32}

If we aggregate the economic magnitudes across all categories for a given month in

\textsuperscript{31}To calculate the total monthly impact in the setting of a model with autoregressive terms, we divide the immediate impact by one minus the sum of the autoregressive coefficients. In the case of money market flows, we can see from Table 3 that this amounts to multiplying by roughly 2.5. We plot the total monthly impact in Figure 5.

\textsuperscript{32}Robustness checks with a model excluding autoregressive terms confirms the rough magnitudes of these economic effects; see Internet Appendix A-6.
Figure 5, it is apparent that the onset/recovery-associated mutual fund flows do not net out, even approximately, to zero across the categories. When aggregated across all fund categories, the net flows attributable to onset/recovery indicate that net outflows in the fall and net inflows in the winter (aggregated across asset classes) are at maximum about 10 billion dollars per month in September and March, roughly 5 billion in October and February, and roughly 2 billion in November and January, respectively. This works out to approximately 6 billion in average monthly outflows in the fall months and 6 billion in average monthly inflows in the spring months and raises the question, is there some other counterbalancing category of savings to/from which funds flow? The largest savings category is, perhaps, bank accounts, including checking, savings, and money market accounts (separate and distinct from money market mutual funds).

To answer this question, in untabulated analysis we considered deposit data (adjusted for inflation but unadjusted for seasonality) provided by the Board of Governors of the Federal Reserve System.\textsuperscript{33} We found that bank accounts do indeed have inflows and outflows that match the direction of money market fund flows: inflows in the fall and outflows in the winter. The monthly winter outflows are just over 4 billion dollars per month on average.

\textsuperscript{33}We obtained seasonally unadjusted total savings deposits and demand deposits plus other checkable deposits from the St. Louis Federal Reserve Bank, series IDs SAVINGNS and TCDNS respectively, deflated with CPIAUCNS (the consumer price index for all urban consumers, seasonally unadjusted, from the U.S. Department of Labor: Bureau of Labor Statistics).
a reasonable match to the estimate for the unaccounted-for winter fund outflows, but the
fall bank account inflows are large, at roughly 19 billion dollars per month on average, much
larger than the unaccounted-for inflows of 6 billion dollars. Some of these flows are likely an
artifact of individuals saving in advance of holiday spending, and saving does peak late in the
quarter. If we leave out the December buildup in deposits, we have an average monthly flow
of approximately 10 billion dollars, a closer match to the unaccounted-for fall fund outflows.

VI. Canadian and Australian Flows

Seasonal light exposure, of course, varies by location. Countries located at more
extreme northern latitudes experience less daylight in the fall and winter relative to the
United States, and countries located in the southern hemisphere experience seasons offset
by six months relative to the United States. We use these differences to perform robustness
tests. Seasonal variation in flows due to seasonally varying investor sentiment ought to be
more extreme in countries located at more northern latitudes such as Canada, and should
be offset by six months in southern hemisphere countries such as Australia.\footnote{Because Canada and the United States have identical tax years and the Australian tax year is offset by six months, we cannot fully eliminate the possibility that legal or institution factors contribute to the seasonal effects we document. When suitably long and rich time-series data from a broader set of countries become available, and indeed as suitable data from different latitudes within a country such as the United States become available, more refined cross-sectional tests will become feasible. We leave this exploration...}
A. Canadian Flows

The majority of Canada’s population resides at latitudes north of the United States, where seasonal fluctuation in daylight is relatively more extreme.\textsuperscript{35} If the seasonally varying risk aversion hypothesis is correct, Canadian flows should exhibit relatively more exaggerated seasonality. The Investment Funds Institute of Canada (IFIC) provided Canadian fund flow data that are similar to the previously described ICI data for the United States. The IFIC data were provided in 10 categories of funds which we converted into four broad categories: equity, hybrid, fixed income, and global fixed income. Internet Appendix A-7 contains details on the Canadian data, including information about the construction of the four categories (Table A-7.1), summary statistics on the net exchange data (Table A-7.2), and plots of the monthly average means flows for equity and fixed income funds.

We focus on net exchanges rather than net flows for Canada because net flows are heavily impacted by peculiarities of Canadian tax law regarding tax-shielded and deductible retirement savings, known as registered retirement savings plans (RRSP). Although analogous to US. 401Ks, the Canadian RRSP deadline for eligible contributions for future research.

\textsuperscript{35}The U.S. population centroid (mean center) is approximately 37 degrees north (U.S. Census Bureau, based on the 2000 census), whereas the Canadian population centroid is approximately 48 degrees north. See Kumler and Goodchild (1992).
is March 1 of the calendar year following the December 31 end of tax year, with Canadian financial institutions running intensive marketing campaigns encouraging RRSP contributions during January and especially February. This leads to very sharp increases in net flows into all fund categories in the first three months of the calendar year. The Canadian net flows pattern peaks in February, with substantial contributions to RRSPs extending even to the last eligible day for contributions, March 1, which impacts March flows as well. For every Canadian fund category we study, January, February, and March flows dominate the year, making it challenging to distinguish flow patterns over this period that are unrelated to a tax-year effect. Although autumn patterns in Canadian net flows data are consistent with seasonally varying risk aversion (flows into safe funds and out of risky funds, on average), we turn to Canadian net exchanges to formally evaluate seasonalities without the complications induced by Canadian retirement savings legislation.

The range of the Canadian data extends from January 1992 through November 2010. (The need for lagged values restricts the estimation period to start in January 1993.) As with the U.S. data, concerns about the chaotic flows during the financial crisis, in particular flows in and out of money market funds, compel us to end the sample in December 2006 for the purposes of model estimation.

The regression model we consider is:
\[
(3) \quad \text{NET\_EXCHANGE}_{i,t} = \mu_i + \mu_{i,\text{OR}} \hat{\text{OR}}_t + \mu_{i,\text{YEAR}} R_{i,t}^{\text{YEAR}}
\]
\[
+ \mu_{i,\text{CAP\_GAINS}} R_{i,t}^{\text{CAP\_GAINS}} + \rho_{i,1} \text{NET\_EXCHANGE}_{i,t-1}
\]
\[
+ \rho_{i,3} \text{NET\_EXCHANGE}_{i,t-3} + \rho_{i,6} \text{NET\_EXCHANGE}_{i,t-6}
\]
\[
+ \epsilon_{i,t},
\]

where \(i\) references the mutual fund asset class. The monthly net exchanges are computed as exchanges in minus exchanges out. The dependent variable is monthly fund net exchanges as a percentage of the previous month’s TNA. \(\hat{\text{OR}}_t\) is the onset/recovery variable. Unfortunately, we were not able to obtain Canadian fund family advertising data; the remaining explanatory variables are as follows. \(R_{i,t}^{\text{YEAR}}\) is the return to fund asset class \(i\) over the prior 12 months (\(i.e.\) from month \(t - 13\) through to month \(t - 1\)), included to control for return-chasing exchanges.\(^{36}\) \(R_{i,t}^{\text{CAP\_GAINS}}\) is included to control for the influence of capital gains overhang on exchanges, calculated as the cumulated return to holding the fund from the previous year’s January 1 – the start of the tax year in Canada – until month \(t - 1\). Unlike the U.S., mutual funds in Canada did not face the U.S. Tax Reform

\(^{36}\)The month \(t\) return for asset class \(i\) is calculated as \(R_{i,t} = \frac{TNA_{i,t} - TNA_{i,t-1} - \text{NET\_FLOW}_t}{TNA_{i,t-1}}\), which assumes that all distributions are reinvested in the funds.
Act of 1986, and tax reporting on capital gains follows the tax year, January through December.\textsuperscript{37} Hence $R^{\text{CAP,GAINS}}_{i,t}$ equals the cumulated return to holding the fund from the start of the tax year until month $t - 1$. In modeling Canadian net exchanges, we do not include dummy variables for the months of November through February, just as we did not for U.S. exchanges. (Recall that the motivation for including the monthly dummies is lacking for net exchanges; capital gains are controlled for directly and net exchanges are unaffected by reinvestment seasonalities and year-end bonuses, the latter of which are relatively less common in Canada in any case.) Nonetheless, in Internet Appendix A-7, we provide a robustness check that confirms the findings do not depend on the inclusion/exclusion of these dummy variables. In untabulated analysis, we also find the results are qualitatively invariant to how we control for autocorrelation.

We estimate equation (4) as a system of equations using Hansen’s (1982) GMM and Newey and West (1987), (1994) HAC standard errors.\textsuperscript{38} Table 5 contains estimation

\textsuperscript{37}Recall that for the United States, the primary capital gains variable measures gains starting from November, consistent with the October 31 tax year-end for mutual funds in the United States. Because the start of the Canadian tax year is January 1, there is no analogous two month overhang period in Canada. Thus, for Canada, the capital gains variable takes on nonzero values for all months of the year except January (the value is zero in January by construction). We do not have access to Canadian realized capital gains, and so we are restricted to analysis based on this returns-based proxy for capital gains. The findings for Canada are robust to excluding the capital gains variable from the model.

\textsuperscript{38}To calculate standard errors, we follow Newey and West (1987), (1994) and use the Bartlett kernel and an automatic bandwidth parameter (autocovariance lags) equal to the integer value of $4(T/100)^{2/9}$. The
results. Consider, first, the coefficient estimates on the onset/recovery variable. The equity and hybrid asset classes both have negative and statistically significant $\hat{OR}_t$ coefficients. Recall that the onset/recovery variable itself is positive in the summer/fall and negative in the winter/spring (see Figure 1). Thus, the implication is that equity fund exchanges are expected to be below-average in the summer/fall and above-average in the winter/spring, as displayed in the plot in Figure A-7.1. The onset/recovery coefficient estimate is positive and statistically significant for both of the fixed income asset classes, implying fixed income fund exchanges are expected to be above average in the summer/fall and below average in the winter/spring, again as we see unconditionally.

**Insert Table 5 approximately here**

It is interesting to compare the magnitude of the coefficient estimates on the onset/recovery variable for Canadian and U.S. fund exchanges. One way to identify the seasonally varying risk aversion effect, distinct from other seasonal influences, is to consider an implication of the hypothesis, that net exchanges should be more pronounced the further the market is away from the equator, consistent with the clinical observation by Magnusson (2000) and others that the prevalence of seasonal depression generally increases with distance from the equator. The average $\hat{OR}_t$ value across the U.S. equity and hybrid instruments are the full set of explanatory variables. Specifically, for each equation we include $\hat{OR}_t$, lags 1, 3, and 6 of the dependent variable, $R_{i,t}^{\text{YEAR}}$, and $R_{i,t}^{\text{CAP,GAINS}}$.  
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fund class net exchanges (based on values in Table 4) is approximately -0.08 while the average onset/recovery coefficient across the Canadian equity and hybrid fund classes net exchanges is approximately -0.14 (based on values in Table 5). The U.S. government bond and money market fund class net exchanges onset/recovery coefficient is approximately 0.16 (again based on values in Table 4) compared to the Canadian bond and global bond fund class net exchanges average coefficient of 0.30 (again based on values in Table 5).

That is, for both risky asset class net exchanges and safe asset class net exchanges, we see approximately double the proportional movement in Canada that we see in the United States, on average. Of course the dollar magnitudes of both these exchanges are much larger for U.S. funds due to the size of the U.S. market. The remaining coefficient estimates are similar to what we have seen earlier; there is strong evidence of autocorrelation, return chasing, and some impact consistent with the avoidance of funds that have experienced recent capital gains.

In Panel B of Table 5, we present statistics testing the joint significance of the onset/recovery coefficient estimates and testing model fit. These tests provide strong evidence of a seasonal pattern in fund exchanges consistent with seasonally varying risk aversion influencing asset-allocation decisions, and the goodness-of-fit test indicates that the over-identifying moment restrictions we use to estimate the model are not rejected.
In Figure 6, we summarize the average dollar impact on net exchanges associated with onset/recovery for Canadian funds, for 2006. Each line represents, for a given asset class, the average monthly economic magnitude of the effect we attribute to seasonally varying risk aversion. The thin solid line corresponds to equities, the thin dashed line that varies most corresponds to the hybrid class, the dashed line that moves most in an opposing fashion relative to the equity and hybrid classes is the fixed income category (labeled bond), and the thick dashed line that varies least is the global fixed income category (labeled global bond). We see that both bond asset classes display opposing movements relative to the equity and hybrid asset classes. The annual variation in net exchanges due to onset/recovery for Canadian hybrid and equity classes peaks around plus-or-minus .5 billion Canadian dollars (CAD) in total. The domestic fixed income asset class in Canada varies by roughly plus-or-minus .14 billion dollars, and the global fixed income asset class varies minimally. The Canadian net exchanges are relatively large compared to the United States when considering the economy of the United States is roughly 11 times larger than Canada’s. For comparison, the U.S. equity net exchanges oscillate approximately plus-or-minus 3.5 billion dollars over

39To estimate the total monthly impact in the setting of a model with autoregressive terms, we divide the immediate impact by one minus the sum of the autoregressive coefficients. This is identical to the process used for the United States.

40Exchange rates circa 2006 placed a 10% to 15% premium on the U.S. dollar.

41Untabulated robustness checks exploiting the moment condition that the net exchanges sum to zero do not result in qualitative changes to the results.
the seasons, circa 2006, roughly 15% less proportionally than Canada after accounting for the
exchange rate, and the U.S. money market and government bond fund classes vary seasonally
by roughly plus-or-minus a half billion dollars, less than one tenth the variation we see in the
safe asset classes in Canada. The relatively larger economic impact on Canadian versus U.S.
net exchanges aligns with the relatively larger Canadian versus U.S. coefficient estimates
discussed above.

Insert Figure 6 approximately here

B. Australian Flows

Next we test whether the relation of mutual fund flows to the seasonal onset/recovery
pattern is similar in a developed market in the southern hemisphere, where the relation
between the calendar and the seasons is offset by six months relative to North America.
This helps us to identify the seasonally varying risk aversion effect on flows independent of
the actual calendar month. Specifically, we examine net flows to/from Australian-domiciled
equity funds that invest in Australian equities, with the assumption that the majority of
flows for these funds come from individuals in Australia.

We obtained end-of-month total net assets (TNA) from Morningstar for all
Australian-domiciled mutual funds with an Australian equity focus for the period January
1991 to December 2007.\textsuperscript{42,43} We estimate monthly net flows for each fund as the fractional change in total net assets, minus the investment return of the fund; flows are then aggregated across all equity funds. The need for lagged values restricts the range of data we use in the regression model to start in January 1992 and we again end the sample in December 2006. Unfortunately, Australian net exchange data are not available, and we are not able to obtain data on Australian government money market funds, so we proceed with an analysis that focuses solely on equity fund net flows. To minimize the influence of any potential data errors or outliers, we eliminate all fund-month observations having an inflow or outflow greater (in absolute value) than 10\% of the prior month-end TNA.\textsuperscript{44} Our sample consists of 91 funds with a total market value of 1.6 billion Australian dollars (AUD) on January 1, 1991 (equivalent to roughly 1.2 billion USD at that date), growing to 599 funds with a total market value of 70.2 billion AUD by December 31, 2006 (about 55.3 billion

\textsuperscript{42}Although earlier data are available, the number of funds in the database is well below 100 prior to 1991.

\textsuperscript{43}The Morningstar equity categories include Large Blend, Large Geared (leveraged), Large Growth, Large Value, Mid/Small Blend, Mid/Small Growth, Mid/Small Value, and Other (natural resources, ethical, quant, etc.).

\textsuperscript{44}There are occasional missing TNA observations for individual funds in the Australian data. Since TNA is used to form the inferred asset-class flows, a missing value for a large fund can artificially reduce estimates of asset-class TNA for a given month, which in turn can lead to a large estimated outflow for that month followed by a large estimated inflow. Filtering the data by eliminating flows greater than 10\% (in absolute value) minimizes the impact of these errors. Such data points are rare, constituting only 0.15\% of the sample of fund-months.
USD at that date). This market is roughly 1% the size (in value) of the U.S. equity mutual fund market as of December 31, 2006. In Internet Appendix A-8, we report summary statistics and plots based on the Australian net flows.

Next we turn to conditional analysis of the Australian data, estimating this regression model:

\[
\text{NET\_FLOW}_{i,t} = \mu_i + \mu_{\text{OR\_SOUTH}} \hat{\text{OR\_SOUTH}}_t + \mu_i,\text{R\_YEAR} R_{i,t}^{\text{YEAR}} + \mu_i,\text{CAP\_GAINS} \hat{\text{CAP\_GAINS}}_t + \mu_i,\text{MAY\_YEAR} \hat{\text{MAY}}_t + \mu_i,\text{JUN\_YEAR} JUN_t + \mu_i,\text{JUL\_YEAR} Jul_t + \mu_i,\text{AUG\_YEAR} AUG_t + \rho_{i,1} \text{NET\_FLOW}_{i,t-1} + \rho_{i,2} \text{NET\_FLOW}_{i,t-2} + \rho_{i,3} \text{NET\_FLOW}_{i,t-3} + \epsilon_{i,t},
\]

where \(i\) references the equity mutual fund asset class. The dependent variable, \(\text{NetFlow}_{i,t}\), is the month \(t\) aggregate fund flow expressed as a percentage of month \(t-1\) total net assets. \(\hat{\text{OR\_SOUTH}}_t\) is the onset/recovery variable offset by six months from its U.S. counterpart to align with the southern hemisphere seasons,\(^{45}\) and \(R_{i,t}^{\text{YEAR}}\) is the return to the equity fund

\(^{45}\)We are not aware of any studies that provide estimates of weekly or monthly onset/recovery figures for seasonal depression in Australia’s population. Since daylight in the southern hemispheres follows a sine wave shifted by six months relative to the northern hemisphere, we use the northern hemisphere’s OR variable shifted by six months as a best-available approximation for the timing of onset and recovery in the southern hemisphere.
asset class over the prior 12 months \((i.e., \text{from } t - 13 \text{ through } t - 1)\), included to control for return-chasing flows. \(R_{i,t}^{\text{CAP, GAINS}}\), which is included to control for the influence of capital gains overhang on flows, equals the cumulated return to holding the fund from the previous July 1 (the start of the tax year in Australia) until month \(t - 1\) (hence \(R_{i,t}^{\text{CAP, GAINS}}\) equals zero for July by construction). MAY\(_t\), JUN\(_t\), JUL\(_t\), and AUG\(_t\) are dummy variables for monthly flows, taking on values of 1 in the indicated month, and zero otherwise. We include dummy variables for the months around the tax year, because net flows are likely perturbed by turn-of-year tax effects, much as they are in the United States and Canada.

In robustness checks provided in Internet Appendix A-8, we demonstrate that the findings are not driven by inclusion/exclusion of these dummy variables. In untabulated analysis, we additionally find the Australian results are qualitatively invariant to how we control for autocorrelation. We are not able to obtain Australian savings-rate or mutual fund family advertising data.

Table 6 contains estimation results for equation (5). The model, while more parsimonious than that estimated for U.S. flows, still explains much of the variation in Australian flows, with an \(R^2\) above 60%. The residuals show no statistically significant evidence of autocorrelation or ARCH effects, and like the U.S. case, unadjusted Australian equity monthly net flows show strong positive autocorrelation. As with U.S. equities, the
sign of the onset/recovery variable is significantly negative (recall that we use a southern hemisphere version of the onset/recovery variable, so that we expect to find the same sign for equity funds in Australia as we see for equity funds in the northern hemisphere countries). Further, the magnitude is economically meaningful and similar to the findings for U.S. funds: the coefficient value of -0.359 corresponds to a 35.9 basis point impact per unit of the onset/recovery variable, and onset/recovery varies between roughly plus and minus .4. This translates into about 14 basis points of seasonal variation in flows in either direction associated with seasonal depression. We find little evidence of return chasing or from capital gains.

Insert Table 6 approximately here

In Figure 7 we summarize the average economic impact associated with seasonally varying risk aversion for Australian equity funds, for 2006, with the thin line representing flows due to onset/recovery. Naturally the flows are much smaller in magnitude than the corresponding flows for the United States, varying between maximum outflows and inflows of approximately 0.4 billion AUD (roughly 0.3 billion USD in 2006). Since the U.S. economy is roughly 15 times larger than Australia’s, the size-adjusted equity flows for Australia are

46To estimate the monthly impact based on a model with autoregressive terms, we divide the immediate impact by one minus the sum of the autoregressive coefficients. This is identical to the process used for the United States and Canada.
less than half those of U.S.flows, which are close to 15 billion USD for the equity class alone.

Insert Figure 7 approximately here

VII. Robustness of Results

First, in a previous version of this paper, we used returns and total net assets from the CRSP Mutual Fund Database to produce flows for risky and safe categories of mutual funds. Results are qualitatively identical to those we report here based on the ICI data. Second, we find virtually identical results for the United States when we exclude the first few years or the first half of the sample. Third, the ICI implemented changes in their data collection practices in January 1990, an artifact of which is outliers in the flow and returns data in that year. As a result, we explored omitting 1990 from the sample, which produces no qualitative changes in the results. Fourth, in the main analysis, we end the U.S., Canadian, and Australian samples uniformly in December 2006 to avoid possible contamination from the financial crisis. In robustness checks, we extended the sample end points to include the most recent set of data available. Our findings with respect to the influence of onset/recovery on flows are qualitatively unchanged. Fifth, we re-estimated the models while imposing a moment condition on flows due to onset/recovery (and exchanges due to onset/recovery) so the total impact from onset/recovery would net out to zero. This
tightens standard errors, but does not produce other notable changes to the estimation.

Sixth, we included a dummy variable in the model to allow a reversal of flows from December to January for the United States and Canada (from June to July for Australia) related to tax-year rebalancing, and a dummy variable to allow a reversal of flows from October to November for the United States. These produce no qualitative change in the seasonally varying risk aversion results. Seventh, we used seemingly unrelated regression methods to estimate the system of equations, with MacKinnon and White (1985) bootstrap heteroskedasticity-robust standard errors and sufficient lags to control for autocorrelation. This approach yields similar results to GMM for both magnitude of the seasonally varying risk aversion effect and significance of the joint effect, although individual onset/recovery coefficients are less statistically significant.

Eighth, we explored alternate proxies for capturing return-chasing behavior, using the prior one month, one quarter, two quarters, or three quarters of returns instead of the past year. As shown in Internet Appendix A-1, these model permutations produce no qualitative differences to the core result. Ninth, when we use the change in the length of night rather than onset/recovery we find qualitatively identical results. These results also appear in Internet Appendix A-1. Tenth, we find that excluding turn-of-tax-year dummies (November, December, January, and February for the United States and Canada, and May,
June, July, and August for Australia) leads to no marked changes to results; see Internet Appendix A-1. Eleventh, in Internet Appendix A-4 we show that the U.S. results are robust to a less coarse classification of the ICI categories into nine asset classes rather than five (and in untabulated results we find the results are robust to use of the full set of thirty-three categories provided by ICI). Results based on Canadian data are similarly robust to more granular classification into 10 asset classes, as shown in Internet Appendix A-7. Twelfth, in Internet Appendix A-6 we show that the U.S. results are robust to inclusion/exclusion of lags of the dependent variable (as are the Canadian and Australian results, based on untabulated analysis). Thirteenth, in Internet Appendix A-3 we perform our analysis using net flows and net exchanges associated with retail share classes only, omitting data associated with “institutional” share classes (some of which are populated with individual investors collected together as a group, e.g., a 401(k) plan). Our findings are qualitatively unchanged relative to analysis on the full set of data.

Fourteenth, in Internet Appendix A-9 we explore whether the observed seasonality in flows is driven by differences across periods with high versus low equity market returns, capital gains, mutual fund sales, or redemptions. For instance if investors exhibit flight-to-liquidity behavior during market crashes, then the fact that market crashes occur with more frequency in the fall may mechanically lead to the observed seasonal flows into and out
of safe versus risky mutual funds. We consistently find above-average money market flows in the summer/fall and below-average money market flows in the winter/spring, and the reverse for equity fund flows, regardless of how we condition the data. That is, the seasonal flows pattern is consistent with seasonally varying investor risk aversion during high and low periods of contemporaneous equity returns, capital gains, sales, and redemptions.

Finally, we explored extensive variations on the way we capture capital gains overhang, detailed in Internet Appendix A-1, for net flows and net exchanges each using ten alternative measures of overhang. These robustness checks demonstrate that the findings do not hinge on the way we measure capital gains. Please see the Internet Appendix for the extended discussion of these constructions and results.

VIII. Conclusion

We document a seasonal pattern in mutual fund flows that is consistent with individual investors becoming more risk averse in the fall, as days shorten, and less risk averse in the winter/spring, as days lengthen; that is, consistent with individuals experiencing changes in sentiment due to seasonal depression. SAD is a seasonal form of depression that affects between 1% and 10% of the population severely (depending on location and the diagnostic criteria used to test for seasonal depression) and much of the
rest of the population subclinically, with those affected experiencing depression and risk
aversion that increases with the length of night. While prior studies have found
economically and statistically significant evidence of a systematic influence of seasonal
depression on stock and Treasury bond returns, this study is the first to directly link
seasonal cycles in household sentiment toward risk taking with seasonal patterns in directly
measured investment quantities.

Specifically, we find that net flows and net exchanges (a measure of investor
sentiment studied by Ben-Rephael, Kandel, and Wohl (2011), (2012)) for the riskiest group
of mutual funds, equities, are lower in the fall and higher in the spring, while flows for the
safest category, money market funds, exhibit the opposite pattern. We find that these
seasonal patterns are significantly related to onset/recovery, after controlling for other
other known influences on flows/exchanges including past returns, advertising, and
capital-gains distributions. Further, the significant explanatory power of the onset/recovery
variable is robust to inclusion/exclusion of sufficient lags of the dependent variable to
control for autocorrelation, indicating that the onset/recovery variable is not picking up
simple lead-lag effects in unexpected flows. The evidence for mood-related seasonality
survives subsample analysis, finer granularity of analysis of fund class, alternate measures
of capital gains overhang and return-chasing, various other model refinements, and the
study of international fund data, including Canada (a more northerly country where flows exhibit stronger seasonal variation, consistent with the greater prevalence of seasonal depression documented in Canada) and Australia (a southern hemisphere country where the seasons and seasonal flow pattern are six months offset).

The seasonal flows associated with seasonally varying investor risk aversion are economically large, representing tens of billions of dollars. These large flows are consistent with the seasonal effects in stock and bond returns documented by Kamstra et al. (2003), (2015) and Garrett et al. (2005). They are also consistent with the general equilibrium asset pricing model explored by Kamstra, Kramer, Levi, and Wang (2014), in which the representative agent exhibits seasonally varying risk aversion and intertemporal elasticity of substitution. Further research is needed to investigate whether trades by fund managers due to these investor flows impact stock and bond returns. In addition, future research might investigate the trading behavior of individuals, using brokerage data sets, to study seasonality in household behavior on a micro level.

Finally, it is noteworthy that the mutual fund industry spends more than half a billion dollars per year on advertising. Our findings suggest that the industry might be well-advised to time their promotion efforts to the seasons. The most fruitful ad campaign may be one that aggressively pushes safe classes of funds in the fall when many individual investors are
more risk averse than usual and then promotes riskier funds through the winter and into spring when risk aversion is reverting to “normal” levels. Of course, as the seasons continue their cycle independently of financial markets, no level of risk aversion should occupy a favored “normal” status. This is an important implication for any research where outcomes are sensitive to the specific assumptions made about risk aversion.
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Table 1: Classification of U.S. Mutual Funds

We map funds from thirty investment objective categories into a set of 5 asset classes, based on characteristics of the individual funds provided in the Investment Company Institute (2003) Mutual Fund Factbook.

<table>
<thead>
<tr>
<th>Fund Number</th>
<th>ICI Fund</th>
<th>Asset Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Aggressive Growth</td>
<td>Equity</td>
</tr>
<tr>
<td>2</td>
<td>Growth</td>
<td>Equity</td>
</tr>
<tr>
<td>3</td>
<td>Sector</td>
<td>Equity</td>
</tr>
<tr>
<td>4</td>
<td>Emerging Markets</td>
<td>Equity</td>
</tr>
<tr>
<td>5</td>
<td>Global Equity</td>
<td>Equity</td>
</tr>
<tr>
<td>6</td>
<td>International Equity</td>
<td>Equity</td>
</tr>
<tr>
<td>7</td>
<td>Regional Equity</td>
<td>Equity</td>
</tr>
<tr>
<td>8</td>
<td>Growth and Income</td>
<td>Equity</td>
</tr>
<tr>
<td>9</td>
<td>Income Equity</td>
<td>Equity</td>
</tr>
<tr>
<td>10</td>
<td>Asset Allocation</td>
<td>Hybrid</td>
</tr>
<tr>
<td>11</td>
<td>Balanced</td>
<td>Hybrid</td>
</tr>
<tr>
<td>12</td>
<td>Flexible Portfolio</td>
<td>Hybrid</td>
</tr>
<tr>
<td>13</td>
<td>Income Mixed</td>
<td>Hybrid</td>
</tr>
<tr>
<td>14</td>
<td>Corporate - General</td>
<td>Corporate Fixed Income</td>
</tr>
<tr>
<td>15</td>
<td>Corporate - Intermediate</td>
<td>Corporate Fixed Income</td>
</tr>
<tr>
<td>16</td>
<td>Corporate - Short Term</td>
<td>Corporate Fixed Income</td>
</tr>
<tr>
<td>17</td>
<td>High Yield</td>
<td>Corporate Fixed Income</td>
</tr>
<tr>
<td>18</td>
<td>Global Bond - General</td>
<td>Corporate Fixed Income</td>
</tr>
<tr>
<td>19</td>
<td>Global Bond - Short Term</td>
<td>Corporate Fixed Income</td>
</tr>
<tr>
<td>20</td>
<td>Other World Bond</td>
<td>Corporate Fixed Income</td>
</tr>
<tr>
<td>21</td>
<td>Government Bond - General</td>
<td>Government Fixed Income</td>
</tr>
<tr>
<td>22</td>
<td>Government Bond - Intermediate</td>
<td>Government Fixed Income</td>
</tr>
<tr>
<td>23</td>
<td>Government Bond - Short Term</td>
<td>Government Fixed Income</td>
</tr>
<tr>
<td>24</td>
<td>Mortgage Backed</td>
<td>Government Fixed Income</td>
</tr>
<tr>
<td>25</td>
<td>Strategic Income</td>
<td>Corporate Fixed Income</td>
</tr>
<tr>
<td>26</td>
<td>State Municipal Bond - General</td>
<td>Government Fixed Income</td>
</tr>
<tr>
<td>27</td>
<td>State Municipal Bond - Short Term</td>
<td>Government Fixed Income</td>
</tr>
<tr>
<td>28</td>
<td>National Municipal Bond - General</td>
<td>Government Fixed Income</td>
</tr>
<tr>
<td>29</td>
<td>National Municipal Bond - Short Term</td>
<td>Government Fixed Income</td>
</tr>
<tr>
<td>30</td>
<td>Taxable Money Market - Government</td>
<td>Money Market</td>
</tr>
</tbody>
</table>
Table 2: Summary Statistics on U.S. Monthly Percentage Asset Class Net Exchanges, Explanatory Variables, and Associated Returns to Holding These Funds

Table 2 contains summary statistics on U.S. monthly fund percentage net flows, percentage net exchanges, explanatory variables, and returns over February 1984 through January 2010, for a total of 312 months (with the exception of $R^{\text{YEAR}}$, the return-chasing measure, for which the data starts in February of 1985, and $R^{\text{CAP,GAINS}}$, the capital gains measure, for which we have data from November 1984 to January 2007). Flows data are from the Investment Company Institute, and returns were calculated using fund flow and total net asset changes available from the Investment Company Institute. The returns in Panel D are in excess of the 30-day T-bill rate, with the 30-day T-bill rate available from CRSP. $R^{\text{CAP,GAINS}}$, the capital gains measure, equals the realized capital gains return to holding the fund from the previous year’s November 1 (the start of the tax year for U.S. mutual funds) to the current year’s October 31. $R^{\text{YEAR}}$ is the mean monthly fund percentage return over the prior 12 months, to capture return chasing. The advertising variable is monthly print advertisement expenditures by mutual fund families, detrended by dividing by the previous year’s total advertisement expenditure, resulting in a proportion. The advertising data originate from Gallaher, Kaniel, and Starks (2006), Figure 3. Savings are
based on real disposable income and expenditures as a percent of real disposable income, annualized, obtained from the Bureau of Economic Analysis. For each set of fund flows and returns we present the mean monthly values (Mean), standard deviation (Std), minimum (Min), maximum (Max), skewness (Skew) and kurtosis (Kurt). For excess returns we also present the CAPM beta and the coefficient estimate on the onset/recovery variable, each estimated in a separate regression. These coefficients are produced in a system-equation estimation using the seemingly unrelated regression technique and MacKinnon and White (1985) bootstrap heteroskedasticity consistent standard errors. We use the CRSP value-weighted total market return, including dividends for the market return. The instruments used for the onset/recovery regression are the onset/recovery variable (OR) and a constant. One, two, and three asterisks denote significance at the 10%, 5%, and 1% level respectively, based on two-sided tests.

<table>
<thead>
<tr>
<th>Panel A: Asset Class Percentage Net Flows</th>
</tr>
</thead>
<tbody>
<tr>
<td>Index</td>
</tr>
<tr>
<td>Equity</td>
</tr>
<tr>
<td>Hybrid</td>
</tr>
<tr>
<td>Corporate Fixed Income</td>
</tr>
<tr>
<td>Government Fixed Income</td>
</tr>
<tr>
<td>Money Market</td>
</tr>
</tbody>
</table>
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Panel B: Asset Class Percentage Net Exchanges

<table>
<thead>
<tr>
<th>Index</th>
<th>Mean</th>
<th>Std</th>
<th>Min</th>
<th>Max</th>
<th>Skew</th>
<th>Kurt</th>
</tr>
</thead>
<tbody>
<tr>
<td>Equity</td>
<td>-0.045</td>
<td>0.36</td>
<td>-2.65</td>
<td>2.52</td>
<td>-0.567</td>
<td>18.30</td>
</tr>
<tr>
<td>Hybrid</td>
<td>-0.043</td>
<td>0.21</td>
<td>-0.82</td>
<td>1.10</td>
<td>0.381</td>
<td>4.66</td>
</tr>
<tr>
<td>Corporate Fixed Income</td>
<td>-0.020</td>
<td>0.41</td>
<td>-2.67</td>
<td>1.23</td>
<td>-1.763</td>
<td>9.46</td>
</tr>
<tr>
<td>Government Fixed Income</td>
<td>-0.062</td>
<td>0.34</td>
<td>-2.22</td>
<td>1.35</td>
<td>-1.810</td>
<td>11.03</td>
</tr>
<tr>
<td>Money Market</td>
<td>0.067</td>
<td>0.36</td>
<td>-1.07</td>
<td>3.59</td>
<td>4.039</td>
<td>32.01</td>
</tr>
</tbody>
</table>

Panel C: Explanatory Variables

<table>
<thead>
<tr>
<th>Index</th>
<th>Mean</th>
<th>Std</th>
<th>Min</th>
<th>Max</th>
<th>Skew</th>
<th>Kurt</th>
</tr>
</thead>
<tbody>
<tr>
<td>Advertising</td>
<td>1.010</td>
<td>0.19</td>
<td>0.53</td>
<td>1.72</td>
<td>0.596</td>
<td>0.31</td>
</tr>
<tr>
<td>Savings</td>
<td>1.513</td>
<td>0.19</td>
<td>0.56</td>
<td>1.92</td>
<td>-2.053</td>
<td>9.65</td>
</tr>
<tr>
<td>Equity Fund Specific:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R\text{CAP}GAINS</td>
<td>3.416</td>
<td>2.99</td>
<td>0.00</td>
<td>13.12</td>
<td>1.117</td>
<td>1.52</td>
</tr>
<tr>
<td>R\text{YEAR}</td>
<td>0.982</td>
<td>1.47</td>
<td>-4.64</td>
<td>3.82</td>
<td>-1.336</td>
<td>2.08</td>
</tr>
<tr>
<td>Hybrid Fund Specific:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R\text{CAP}GAINS</td>
<td>1.817</td>
<td>1.62</td>
<td>0.00</td>
<td>6.29</td>
<td>0.860</td>
<td>-0.27</td>
</tr>
<tr>
<td>R\text{YEAR}</td>
<td>0.707</td>
<td>0.90</td>
<td>-3.04</td>
<td>2.22</td>
<td>-1.322</td>
<td>3.05</td>
</tr>
<tr>
<td>Corporate Fixed Income</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R\text{CAP}GAINS</td>
<td>0.413</td>
<td>0.39</td>
<td>0.00</td>
<td>1.78</td>
<td>1.211</td>
<td>1.05</td>
</tr>
<tr>
<td>R\text{YEAR}</td>
<td>0.766</td>
<td>0.57</td>
<td>-1.00</td>
<td>2.52</td>
<td>-0.297</td>
<td>0.36</td>
</tr>
<tr>
<td>Government Fixed Income</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R\text{CAP}GAINS</td>
<td>0.232</td>
<td>0.20</td>
<td>0.00</td>
<td>1.03</td>
<td>1.197</td>
<td>1.47</td>
</tr>
<tr>
<td>R\text{YEAR}</td>
<td>0.445</td>
<td>0.44</td>
<td>-0.47</td>
<td>1.88</td>
<td>0.526</td>
<td>0.78</td>
</tr>
<tr>
<td>Money Market Fund Specific:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R\text{CAP}GAINS</td>
<td>0.001</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>4.460</td>
<td>19.10</td>
</tr>
<tr>
<td>R\text{YEAR}</td>
<td>0.600</td>
<td>0.55</td>
<td>-0.83</td>
<td>2.59</td>
<td>0.921</td>
<td>2.79</td>
</tr>
</tbody>
</table>

Panel D: Asset Class Excess Returns

<table>
<thead>
<tr>
<th>Index</th>
<th>Mean</th>
<th>Std</th>
<th>Min</th>
<th>Max</th>
<th>Skew</th>
<th>Kurt</th>
<th>Beta</th>
<th>OR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Equity</td>
<td>0.621</td>
<td>4.50</td>
<td>-20.85</td>
<td>19.09</td>
<td>-0.768</td>
<td>3.49</td>
<td>0.970***</td>
<td>-2.526**</td>
</tr>
<tr>
<td>Hybrid</td>
<td>0.358</td>
<td>2.76</td>
<td>-12.72</td>
<td>8.44</td>
<td>-0.917</td>
<td>2.71</td>
<td>0.583***</td>
<td>-1.372*</td>
</tr>
<tr>
<td>Corporate Fixed Income</td>
<td>0.411</td>
<td>1.49</td>
<td>-8.02</td>
<td>6.65</td>
<td>-0.504</td>
<td>4.15</td>
<td>0.167***</td>
<td>-0.235</td>
</tr>
<tr>
<td>Government Fixed Income</td>
<td>0.085</td>
<td>1.22</td>
<td>-6.58</td>
<td>3.99</td>
<td>-0.740</td>
<td>3.23</td>
<td>0.069***</td>
<td>0.545</td>
</tr>
<tr>
<td>Money Market</td>
<td>0.201</td>
<td>1.29</td>
<td>-2.75</td>
<td>12.07</td>
<td>4.066</td>
<td>30.48</td>
<td>-0.044*</td>
<td>0.629</td>
</tr>
</tbody>
</table>
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**Panel E: Asset Class Net Flow Correlations**

<table>
<thead>
<tr>
<th>Asset Class</th>
<th>Equity</th>
<th>Hybrid</th>
<th>Corporate Fixed Income</th>
<th>Government Fixed Income</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hybrid</td>
<td>0.625***</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Corporate Fixed Income</td>
<td>0.343***</td>
<td>0.484***</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Government Fixed Income</td>
<td>0.203***</td>
<td>0.496***</td>
<td>0.718***</td>
<td>–</td>
</tr>
<tr>
<td>Money Market</td>
<td>-0.200***</td>
<td>-0.150***</td>
<td>-0.070</td>
<td>-0.040</td>
</tr>
</tbody>
</table>

**Panel F: Asset Class Net Exchange Correlations**

<table>
<thead>
<tr>
<th>Asset Class</th>
<th>Equity</th>
<th>Hybrid</th>
<th>Corporate Fixed Income</th>
<th>Government Fixed Income</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hybrid</td>
<td>0.292***</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Corporate Fixed Income</td>
<td>0.252***</td>
<td>0.187***</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Government Fixed Income</td>
<td>0.196***</td>
<td>0.116**</td>
<td>0.607***</td>
<td>–</td>
</tr>
<tr>
<td>Money Market</td>
<td>-0.730***</td>
<td>-0.380***</td>
<td>-0.490***</td>
<td>-0.470***</td>
</tr>
</tbody>
</table>
Table 3: Regression Results for U.S. Asset Class Net Flows

We report coefficient estimates from jointly estimating the following regression for each U.S. asset class in a GMM framework:

\[
\text{NET\_FLOW}_{i,t} = \mu_i + \mu_i,\text{OR}\text{OR}_t + \mu_i,\text{ADS}\text{ADS}_t + \mu_i,\text{R\_YEAR}\text{R\_YEAR}_t \\
+ \mu_i,\text{CAP\_GAINS}\text{CAP\_GAINS}_t + \mu_i,\text{NOV}\text{NOV}_t + \mu_i,\text{DEC}\text{DEC}_t \\
+ \mu_i,\text{JAN}\text{JAN}_t + \mu_i,\text{FEB}\text{FEB}_t + \mu_i,\text{SAVINGS}\text{SAVINGS}_{t-1} \\
+ \rho_{i,1}\text{NET\_FLOW}_{i,t-1} + \rho_{i,3}\text{NET\_FLOW}_{i,t-3} + \epsilon_{i,t},
\]

The data used to estimate the model span February 1985 through December 2006. The monthly net flows are computed as sales, minus redemptions, plus exchanges in, minus exchanges out, all divided by the previous month’s total net assets. The explanatory variables are defined in the text. In Panel A we present coefficient estimates with HAC robust t-tests in parentheses. At the bottom of Panel A we present the value of adjusted $R^2$ for each estimation, a Wald $\chi^2$ test statistic for the presence of up to 12 lags of autocorrelation (AR), and a Wald $\chi^2$ test statistic for the presence of up to 12 lags of ARCH (both with 12 degrees of freedom). The test for ARCH is a standard LM test of order 12. See Engle (1982). To perform the test for autocorrelation, we augment the regression with 12 lags of
the residuals, estimate MacKinnon and White (1985) bootstrap heteroskedasticity-consistent
standard errors with OLS and test for the joint significance of these terms. Panel B contains
joint test statistics. The first is a $\chi^2$ statistic (with 5 degrees of freedom) testing the null
that the onset/recovery coefficient estimates are jointly zero across the asset classes, the
second is a $\chi^2$ statistic (with 4 degrees of freedom) testing the null that the onset/recovery
coefficient estimates are jointly equal to each other across the asset classes, and the third
is the Hansen (1982) $\chi^2$ goodness-of-fit test of the model based on the optimized value
of the objective function produced by GMM. To calculate the standard errors we follow
Newey and West (1987), (1994) and use the Bartlett kernel and an automatic bandwidth
parameter (autocovariance lags) equal to the integer value of $4(T/100)^{2/9}$. We use the full
set of explanatory variables as instruments for the regression. One, two, and three asterisks
denote significance at the 10%, 5%, and 1% level respectively, based on two-sided tests.
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### Panel A: Parameter Estimates and Diagnostic Statistics

<table>
<thead>
<tr>
<th>Parameter or Statistic</th>
<th>Equity</th>
<th>Hybrid</th>
<th>Corporate Fixed Income</th>
<th>Government Fixed Income</th>
<th>Money Market</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mu )</td>
<td>-0.767***</td>
<td>-1.321***</td>
<td>-1.409***</td>
<td>-1.263***</td>
<td>1.225*</td>
</tr>
<tr>
<td></td>
<td>(-3.66)</td>
<td>(-4.22)</td>
<td>(-4.08)</td>
<td>(-4.20)</td>
<td>(1.82)</td>
</tr>
<tr>
<td>( \mu_{\text{OR}} )</td>
<td>-0.185**</td>
<td>-0.154*</td>
<td>-0.270**</td>
<td>0.039</td>
<td>1.442***</td>
</tr>
<tr>
<td></td>
<td>(-2.15)</td>
<td>(-1.93)</td>
<td>(-2.36)</td>
<td>(0.45)</td>
<td>(5.32)</td>
</tr>
<tr>
<td>( \mu_{\text{ADS}} )</td>
<td>0.240***</td>
<td>0.231**</td>
<td>-0.465***</td>
<td>-0.167*</td>
<td>-0.935***</td>
</tr>
<tr>
<td></td>
<td>(2.59)</td>
<td>(2.35)</td>
<td>(-4.01)</td>
<td>(-1.77)</td>
<td>(-3.78)</td>
</tr>
<tr>
<td>( \mu_{R \text{YEAR}} )</td>
<td>0.007</td>
<td>0.026</td>
<td>0.065</td>
<td>-0.079</td>
<td>0.327**</td>
</tr>
<tr>
<td></td>
<td>(0.54)</td>
<td>(1.14)</td>
<td>(1.50)</td>
<td>(-1.35)</td>
<td>(2.42)</td>
</tr>
<tr>
<td>( \mu_{\text{SAVINGS}} )</td>
<td>0.443***</td>
<td>0.857***</td>
<td>1.322***</td>
<td>1.214***</td>
<td>-0.227</td>
</tr>
<tr>
<td></td>
<td>(3.69)</td>
<td>(4.43)</td>
<td>(6.03)</td>
<td>(6.32)</td>
<td>(-0.54)</td>
</tr>
<tr>
<td>( \mu_{\text{CAP,GAINS}} )</td>
<td>-0.019***</td>
<td>-0.059***</td>
<td>-0.137**</td>
<td>-1.339***</td>
<td>72.487</td>
</tr>
<tr>
<td></td>
<td>(-3.32)</td>
<td>(-5.50)</td>
<td>(-2.04)</td>
<td>(-14.1)</td>
<td>(0.38)</td>
</tr>
<tr>
<td>( \mu_{\text{NOV}} )</td>
<td>0.102*</td>
<td>0.141**</td>
<td>0.085</td>
<td>-0.471***</td>
<td>1.017***</td>
</tr>
<tr>
<td></td>
<td>(1.74)</td>
<td>(2.10)</td>
<td>(0.88)</td>
<td>(-7.73)</td>
<td>(5.66)</td>
</tr>
<tr>
<td>( \mu_{\text{DEC}} )</td>
<td>0.062</td>
<td>-0.521***</td>
<td>-0.239***</td>
<td>-0.531***</td>
<td>0.854***</td>
</tr>
<tr>
<td></td>
<td>(1.00)</td>
<td>(-6.24)</td>
<td>(-3.49)</td>
<td>(-10.9)</td>
<td>(3.40)</td>
</tr>
<tr>
<td>( \mu_{\text{JAN}} )</td>
<td>0.408***</td>
<td>0.377***</td>
<td>0.529***</td>
<td>0.393***</td>
<td>-0.634**</td>
</tr>
<tr>
<td></td>
<td>(5.98)</td>
<td>(5.14)</td>
<td>(8.44)</td>
<td>(6.55)</td>
<td>(-2.27)</td>
</tr>
<tr>
<td>( \mu_{\text{FEB}} )</td>
<td>0.036</td>
<td>-0.134**</td>
<td>-0.009</td>
<td>-0.108*</td>
<td>-0.097</td>
</tr>
<tr>
<td></td>
<td>(0.62)</td>
<td>(-2.29)</td>
<td>(-0.11)</td>
<td>(-1.84)</td>
<td>(-0.54)</td>
</tr>
<tr>
<td>( \rho_1 )</td>
<td>0.430***</td>
<td>0.481***</td>
<td>0.521***</td>
<td>0.626***</td>
<td>0.007</td>
</tr>
<tr>
<td></td>
<td>(21.06)</td>
<td>(16.76)</td>
<td>(27.31)</td>
<td>(40.11)</td>
<td>(0.24)</td>
</tr>
<tr>
<td>( \rho_3 )</td>
<td>0.310***</td>
<td>0.352***</td>
<td>0.263***</td>
<td>0.280***</td>
<td>0.401***</td>
</tr>
<tr>
<td></td>
<td>(16.37)</td>
<td>(11.68)</td>
<td>(12.70)</td>
<td>(13.47)</td>
<td>(10.86)</td>
</tr>
<tr>
<td>( R^2 )</td>
<td>0.509</td>
<td>0.730</td>
<td>0.679</td>
<td>0.909</td>
<td>0.248</td>
</tr>
<tr>
<td>AR(12)</td>
<td>18.81*</td>
<td>3.89</td>
<td>16.85</td>
<td>15.47</td>
<td>19.63*</td>
</tr>
<tr>
<td>ARCH(12)</td>
<td>38.36***</td>
<td>63.74***</td>
<td>39.40***</td>
<td>46.19***</td>
<td>33.95***</td>
</tr>
</tbody>
</table>

### Panel B: Systems Equations Joint Tests

<table>
<thead>
<tr>
<th>Joint Tests Across Indices</th>
<th>( \chi^2 ) [degrees of freedom]</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mu_{\text{OR}} ) jointly equal to 0 across series</td>
<td>39.7*** [5]</td>
</tr>
<tr>
<td>( \mu_{\text{OR}} ) equivalent across series</td>
<td>39.6*** [4]</td>
</tr>
<tr>
<td>Test of Over-Identifying Restrictions</td>
<td>51.3 [80]</td>
</tr>
</tbody>
</table>
Table 4: Regression Results for U.S. Asset Class Net Exchanges

In this table we report coefficient estimates from jointly estimating the following regression

for each of the U.S. asset classes in a GMM framework:

\[
\text{NET}_{i,t} = \mu_i + \mu_{i,OR} OR_t + \mu_{i,ADS} ADS_t + \mu_{i,R^{\text{YEAR}}} R^{\text{YEAR}}_{i,t} \\
+ \mu_{i,\text{CAP_GAINS}} R^{\text{CAP_GAINS}}_{i,t} + \rho_{i,1} \text{NET}_{i,t} + \rho_{i,3} \text{NET}_{i,t-3} + \epsilon_{i,t},
\]

The data used to estimate the model span February 1985 through December 2006. The monthly net exchanges are computed as exchanges in minus exchanges out. The dependent variable is monthly fund net exchanges as a percentage of the previous month’s TNA. The explanatory variables are defined in the text. In Panel A we present coefficient estimates with HAC robust t-tests in parentheses. At the bottom of Panel A we present the value of adjusted $R^2$ for each estimation, a Wald $\chi^2$ test statistic for the presence of up to 12 lags of autocorrelation (AR), and a Wald $\chi^2$ test statistic for the presence of up to 12 lags of ARCH (both with 12 degrees of freedom). The test for ARCH is a standard LM test of order 12. See Engle (1982). To perform the test for autocorrelation, we augment the regression with 12 lags of the residuals, estimate MacKinnon and White (1985) bootstrap
heteroskedasticity-consistent standard errors with OLS and test for the joint significance of these terms. Panel B contains joint test statistics. The first is a $\chi^2$ statistic (with 5 degrees of freedom) testing the null that the onset/recovery coefficient estimates are jointly zero across the fund asset classes, the second is a $\chi^2$ statistic (with 4 degrees of freedom) testing the null that the onset/recovery coefficient estimates are jointly equal to each other across the asset classes, and the third is the Hansen (1982) $\chi^2$ goodness-of-fit test of the model based on the optimized value of the objective function produced by GMM. To calculate the standard errors we follow Newey and West (1987), (1994) and use the Bartlett kernel and an automatic bandwidth parameter (autocovariance lags) equal to the integer value of $4(T/100)^{2/9}$. We use the full set of explanatory variables as instruments for the regression. One, two, and three asterisks denote significance at the 10%, 5%, and 1% level respectively, based on two-sided tests.
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**Panel A: Parameter Estimates and Diagnostic Statistics**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Equity (t-test)</th>
<th>Hybrid (t-test)</th>
<th>Corp. Bond (t-test)</th>
<th>Gov. Bond (t-test)</th>
<th>MMkt (t-test)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mu )</td>
<td>0.109***</td>
<td>0.024</td>
<td>0.306***</td>
<td>0.131***</td>
<td>-0.137***</td>
</tr>
<tr>
<td></td>
<td>(2.73)</td>
<td>(1.08)</td>
<td>(5.91)</td>
<td>(2.76)</td>
<td>(-3.84)</td>
</tr>
<tr>
<td>( \mu_{\text{OR}} )</td>
<td>-0.152***</td>
<td>0.010</td>
<td>-0.106**</td>
<td>0.105***</td>
<td>0.212***</td>
</tr>
<tr>
<td></td>
<td>(-4.29)</td>
<td>(0.62)</td>
<td>(-1.97)</td>
<td>(3.08)</td>
<td>(4.72)</td>
</tr>
<tr>
<td>( \mu_{\text{ADS}} )</td>
<td>-0.086**</td>
<td>-0.009</td>
<td>-0.308***</td>
<td>-0.131***</td>
<td>0.168***</td>
</tr>
<tr>
<td></td>
<td>(-2.12)</td>
<td>(-0.44)</td>
<td>(-6.37)</td>
<td>(-2.99)</td>
<td>(4.58)</td>
</tr>
<tr>
<td>( \mu_{\text{RYEAR}} )</td>
<td>-0.001</td>
<td>-0.014***</td>
<td>0.045***</td>
<td>0.075***</td>
<td>0.029**</td>
</tr>
<tr>
<td></td>
<td>(-0.32)</td>
<td>(-3.86)</td>
<td>(2.58)</td>
<td>(4.27)</td>
<td>(2.42)</td>
</tr>
<tr>
<td>( \mu_{\text{CAP,GAINS}} )</td>
<td>-0.015***</td>
<td>-0.006***</td>
<td>-0.110***</td>
<td>-0.414***</td>
<td>-22.21***</td>
</tr>
<tr>
<td></td>
<td>(-8.32)</td>
<td>(-3.02)</td>
<td>(-5.55)</td>
<td>(-13.2)</td>
<td>(-4.33)</td>
</tr>
<tr>
<td>( \rho_1 )</td>
<td>0.050***</td>
<td>0.620***</td>
<td>0.200***</td>
<td>0.198***</td>
<td>0.190***</td>
</tr>
<tr>
<td></td>
<td>(2.89)</td>
<td>(24.44)</td>
<td>(8.72)</td>
<td>(9.37)</td>
<td>(10.12)</td>
</tr>
<tr>
<td>( \rho_3 )</td>
<td>0.156***</td>
<td>0.224***</td>
<td>0.057***</td>
<td>-0.020</td>
<td>0.070***</td>
</tr>
<tr>
<td></td>
<td>(10.48)</td>
<td>(8.56)</td>
<td>(2.76)</td>
<td>(-0.94)</td>
<td>(4.99)</td>
</tr>
<tr>
<td>( R^2 )</td>
<td>0.0731</td>
<td>0.6315</td>
<td>0.0876</td>
<td>0.1892</td>
<td>0.0667</td>
</tr>
<tr>
<td>AR(12)</td>
<td>10.40</td>
<td>9.08</td>
<td>18.86*</td>
<td>8.70</td>
<td>16.07</td>
</tr>
<tr>
<td>ARCH(12)</td>
<td>11.73</td>
<td>17.94</td>
<td>18.26</td>
<td>18.20</td>
<td>36.18***</td>
</tr>
</tbody>
</table>

**Panel B: Systems Equations Joint Tests**

<table>
<thead>
<tr>
<th>Joint Tests Across Indices</th>
<th>( \chi^2 ) [degrees of freedom]</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mu_{\text{OR}} ) jointly equal to 0 across series</td>
<td>61.3*** [5]</td>
</tr>
<tr>
<td>( \mu_{\text{OR}} ) equivalent across series</td>
<td>41.4*** [4]</td>
</tr>
<tr>
<td>Test of Over-Identifying Restrictions</td>
<td>50.5 [80]</td>
</tr>
</tbody>
</table>
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Table 5: Regression Results for Canadian Asset Class Net Exchanges

In this table we report coefficient estimates from jointly estimating the following regression for each of the asset classes in a GMM framework based on Canadian data:

\[
\text{NET\_EXCHANGE}_{i,t} = \mu_i + \mu_{i,OR} \text{OR}_t + \mu_{i,\text{YEAR}} \text{YEAR}_{i,t} \\
+ \mu_{i,\text{CAP\_GAINS}} \text{CAP\_GAINS}_{i,t} + \rho_{i,1} \text{NET\_EXCHANGE}_{i,t-1} \\
+ \rho_{i,3} \text{NET\_EXCHANGE}_{i,t-3} + \rho_{i,6} \text{NET\_EXCHANGE}_{i,t-6} \\
+ \epsilon_{i,t},
\]

The data used to estimate the model span January 1993 through December 2006. The monthly net exchanges are computed as exchanges in minus exchanges out. The dependent variable is monthly fund net exchanges as a percentage of the previous month’s TNA. The explanatory variables are defined in the text. In Panel A we present coefficient estimates with HAC robust t-tests in parentheses. At the bottom of Panel A we present the value of adjusted $R^2$ for each estimation, a Wald $\chi^2$ test statistic for the presence of up to 12 lags of autocorrelation (AR), and a Wald $\chi^2$ test statistic for the presence of up to 12 lags of ARCH (both with 12 degrees of freedom). The test for ARCH is a standard LM test of order 12. See Engle (1982). To perform the test for autocorrelation, we augment the
regression with 12 lags of the residuals, estimate MacKinnon and White (1985) bootstrap heteroskedasticity-consistent standard errors with OLS and test for the joint significance of these terms. Panel B contains joint test statistics. The first is a $\chi^2$ statistic (with 4 degrees of freedom) testing the null that the onset/recovery coefficient estimates are jointly zero across the fund asset classes, the second is a $\chi^2$ statistic (with three degrees of freedom) testing the null that the onset/recovery coefficient estimates are jointly equal to each other across the asset classes, and the third is the Hansen (1982) $\chi^2$ goodness-of-fit test of the model based on the optimized value of the objective function produced by GMM. To calculate the standard errors we follow Newey and West (1987), (1994) and use the Bartlett kernel and an automatic bandwidth parameter (autocovariance lags) equal to the integer value of $4(T/100)^{2/9}$. We use the full set of explanatory variables as instruments for the regression. One, two, and three asterisks denote significance at the 10%, 5%, and 1% level respectively, based on two-sided tests.

Table 5 continues on next page
Table 5, Continued

**Panel A: Parameter Estimates and Diagnostic Statistics**

<table>
<thead>
<tr>
<th>Parameter or Statistic</th>
<th>Equity</th>
<th>Hybrid</th>
<th>Global Fixed Income</th>
<th>Fixed Income</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu$</td>
<td>0.006</td>
<td>-0.016*</td>
<td>-0.219***</td>
<td>-0.110***</td>
</tr>
<tr>
<td></td>
<td>(0.68)</td>
<td>(-2.00)</td>
<td>(-5.65)</td>
<td>(-5.73)</td>
</tr>
<tr>
<td>$\mu_{OR}$</td>
<td>-0.093*</td>
<td>-0.180***</td>
<td>0.338**</td>
<td>0.270***</td>
</tr>
<tr>
<td></td>
<td>(-2.07)</td>
<td>(-4.24)</td>
<td>(2.23)</td>
<td>(2.80)</td>
</tr>
<tr>
<td>$\mu_{RYEAR}$</td>
<td>0.032***</td>
<td>0.049***</td>
<td>-0.053</td>
<td>0.098*</td>
</tr>
<tr>
<td></td>
<td>(4.16)</td>
<td>(3.20)</td>
<td>(-1.27)</td>
<td>(1.86)</td>
</tr>
<tr>
<td>$\mu_{CAP,GAINS}$</td>
<td>-0.001</td>
<td>-0.001</td>
<td>0.006</td>
<td>-0.011**</td>
</tr>
<tr>
<td></td>
<td>(-1.36)</td>
<td>(-0.59)</td>
<td>(1.51)</td>
<td>(-2.30)</td>
</tr>
<tr>
<td>$\rho_1$</td>
<td>0.228***</td>
<td>0.440***</td>
<td>0.229***</td>
<td>0.278***</td>
</tr>
<tr>
<td></td>
<td>(6.86)</td>
<td>(9.23)</td>
<td>(9.05)</td>
<td>(8.21)</td>
</tr>
<tr>
<td>$\rho_3$</td>
<td>0.053***</td>
<td>0.179***</td>
<td>0.061***</td>
<td>0.066***</td>
</tr>
<tr>
<td></td>
<td>(2.76)</td>
<td>(5.81)</td>
<td>(3.34)</td>
<td>(2.81)</td>
</tr>
<tr>
<td>$\rho_6$</td>
<td>0.033</td>
<td>0.070***</td>
<td>0.040</td>
<td>0.071***</td>
</tr>
<tr>
<td></td>
<td>(1.50)</td>
<td>(3.99)</td>
<td>(1.55)</td>
<td>(2.86)</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.0759</td>
<td>0.3832</td>
<td>0.0748</td>
<td>0.1076</td>
</tr>
<tr>
<td>AR(12)</td>
<td>13.98</td>
<td>25.64**</td>
<td>5.85</td>
<td>19.05*</td>
</tr>
<tr>
<td>ARCH(12)</td>
<td>14.90</td>
<td>38.77***</td>
<td>30.11 ***</td>
<td>9.01</td>
</tr>
</tbody>
</table>

**Panel B: Systems Equations Joint Tests**

<table>
<thead>
<tr>
<th>Joint Tests Across Indices</th>
<th>$\chi^2$ [degrees of freedom]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu_{OR}$ jointly equal to 0 across series</td>
<td>24.9*** [4]</td>
</tr>
<tr>
<td>$\mu_{OR}$ equivalent across series</td>
<td>22.9*** [3]</td>
</tr>
<tr>
<td>Test of Over-Identifying Restrictions</td>
<td>33.2 [60]</td>
</tr>
</tbody>
</table>
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Table 6: Regression Results for Australian Equity Fund Net Flows

We report coefficient estimates from estimating the following regression with GMM using Australian data:

\[(4) \quad \text{NET\_FLOW}_{i,t} = \mu_i + \mu \text{OR}_{\text{south}} \hat{OR}_{\text{south}} + \mu_{i,\text{YEAR}} \hat{R}_{t}^{\text{YEAR}} + \mu_{i,\text{CAP\_GAINS}} \hat{R}_{t}^{\text{CAP\_GAINS}} + \mu_{i,\text{MAY}} \hat{MAY}_{t} + \mu_{i,\text{JUN}} \hat{JUN}_{t} + \mu_{i,\text{JUL}} \hat{JUL}_{t} + \mu_{i,\text{AUG}} \hat{AUG}_{t} + \rho_{i,1} \text{NET\_FLOW}_{i,t-1} +\]
\[\quad + \rho_{i,2} \text{NET\_FLOW}_{i,t-2} + \rho_{i,3} \text{NET\_FLOW}_{i,t-3} + \epsilon_{i,t},\]

The data used to estimate the model span January 1992 through December 2006. The monthly net flows for each fund are estimated as the fraction change in total net assets, minus the investment return of the fund; flows are then aggregated across all equity funds. The explanatory variables are defined in the text. In Panel A we present coefficient estimates with HAC robust t-tests in parentheses. At the bottom of Panel A we present the value of adjusted $R^2$ for each estimation, a Wald $\chi^2$ test statistic for the presence of up to 12 lags of autocorrelation (AR), and a Wald $\chi^2$ test statistic for the presence of up to 12 lags of ARCH (both with 12 degrees of freedom). The test for ARCH is a standard LM test of order 12. See Engle (1982). To perform the test for autocorrelation, we augment the regression with 12
lags of the residuals, estimate MacKinnon and White (1985) bootstrap heteroskedasticity-
consistent standard errors with OLS and test for the joint significance of these terms. For
this case we have no panel with joint tests. We have only one series so that the joint tests on
onset/recovery are redundant. The Hansen (1982) $\chi^2$ goodness-of-fit joint test of the model is
not valid as we have an exactly identified system. To calculate the standard errors we follow
Newey and West (1987), (1994) and use the Bartlett kernel and an automatic bandwidth
parameter (autocovariance lags) equal to the integer value of $4(T/100)^{2/9}$. We use the full
set of explanatory variables as instruments for the regression. One, two, and three asterisks
denote significance at the 10%, 5%, and 1% level respectively, based on two-sided tests.

Table 6 continues on next page
### Table 6, Continued

<table>
<thead>
<tr>
<th>Parameter or Statistic</th>
<th>Australia</th>
<th>Equity</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu$</td>
<td>-0.029</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( -0.64)</td>
<td></td>
</tr>
<tr>
<td>$\mu_{OR_{SOUTH}}$</td>
<td>-0.359**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( -2.39)</td>
<td></td>
</tr>
<tr>
<td>$\mu_{R_YEAR}$</td>
<td>0.054</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( 1.07)</td>
<td></td>
</tr>
<tr>
<td>$\mu_{CAP_GAINS}$</td>
<td>0.003</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( 0.50)</td>
<td></td>
</tr>
<tr>
<td>$\mu_{MAY}$</td>
<td>0.217**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( 2.17)</td>
<td></td>
</tr>
<tr>
<td>$\mu_{JUN}$</td>
<td>-0.159</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( -1.09)</td>
<td></td>
</tr>
<tr>
<td>$\mu_{JUL}$</td>
<td>-0.220</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( -1.35)</td>
<td></td>
</tr>
<tr>
<td>$\mu_{AUG}$</td>
<td>0.287***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( 2.59)</td>
<td></td>
</tr>
<tr>
<td>$\rho_1$</td>
<td>0.219***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( 3.90)</td>
<td></td>
</tr>
<tr>
<td>$\rho_2$</td>
<td>0.383***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( 5.29)</td>
<td></td>
</tr>
<tr>
<td>$\rho_3$</td>
<td>0.251***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( 3.72)</td>
<td></td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.592</td>
<td></td>
</tr>
<tr>
<td>AR(12)</td>
<td>14.78</td>
<td></td>
</tr>
<tr>
<td>ARCH(12)</td>
<td>10.67</td>
<td></td>
</tr>
</tbody>
</table>
Figure 1: Onset/Recovery and Change in Length of Night.

The onset/recovery variable reflects the change in the proportion of seasonal-depression-affected individuals actively suffering from depression. The monthly series, calibrated to the 15th day of each month, is based on the clinical incidence of symptoms among patients who suffer from the condition. The thick plain line plots the onset/recovery variable ($\hat{OR}_t$), the thin plain line plots observed onset/recovery, and the line with circles is the change in the number of hours of night, divided by 12 (where 12 is the annual average daily number of hours of night).
Figure 2: Average Monthly U.S. Net Flows and Predicted Flows Due to Onset/Recovery: Equity and Money Market

Graph A contains monthly average equity asset-class fund net flows as a percentage of prior-month equity class TNA, indicated with a thick solid line, and average fitted values implied by the onset/recovery coefficient from estimating equation (2), indicated with a dashed line with diamonds. Graph B contains monthly average money market asset-class fund net flows as a percentage of prior-month money market TNA, indicated with a thick solid line, and average fitted values implied by the onset/recovery coefficient from estimating equation (2), indicated with a dashed line with diamonds. The plots also include a 90% confidence interval around the monthly means (shown with thin dashed lines) and the average flow throughout the year (represented by solid lines with circles – and an x mark in cases where the average return falls outside of the confidence interval). The data, provided by the Investment Company Institute, span January 1985 to December 2006.

Graph A. Equity

Graph B. Money Market
Figure 3: Average Monthly U.S. Net Flows and Predicted Flows Due to Onset/Recovery from Full Model: Equity and Money Market

Graph A contains monthly average equity asset-class fund net flows as a percentage of prior-month equity class TNA, indicated with a thick solid line, and average fitted values from estimating equation (2), indicated with a dashed line with diamonds. Graph B contains monthly average money market asset-class fund net flows as a percentage of prior-month money market TNA, indicated with a thick solid line, and average fitted values from estimating equation (2), indicated with a dashed line with diamonds. The plots also include a 90% confidence interval around the monthly means (shown with thin dashed lines) and the average flow throughout the year (represented by solid lines with circles – and an x mark in cases where the average return falls outside of the confidence interval). The data, provided by the Investment Company Institute, span February 1985 through December 2006.
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Figure 4: Time Series of U.S. Net Flows

Graph A contains the time series of monthly equity fund net flows as a percentage of prior-month equity class TNA, indicated with a solid line, and the monthly fitted values from estimating equation (2), indicated with a dashed line. Graph B contains the time series of monthly money market fund net flows as a percentage of prior-month money market class TNA, indicated with a solid line, the monthly fitted values from estimating equation (2), indicated with a dashed line. The data, provided by the Investment Company Institute, span January 1984 through December 2009. The model is estimated over the period 1985-2006, hence the fitted series starts later and ends earlier than the realized series in the plot.
Figure 5: U.S. Flows Attributed to Seasonally Varying Risk Aversion, in Billions of Dollars

This figure contains the monthly net flows and net exchanges due to onset/recovery, in billions of dollars, by fund asset class, for 2006. The legend indicates which lines represent which classes, provided by the Investment Company Institute. Panel A presents total net flows predicted from equation (2) as arising from onset/recovery, Panel B presents total net exchanges predicted from equation (3) as arising from onset/recovery.

Graph A. Net Flows
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Figure 6: Canadian Net Exchanges Attributed to Seasonally Varying Risk Aversion, in Billions of Canadian Dollars

This figure reports the monthly net exchanges due to seasonally varying risk aversion, in billions of Canadian dollars, for equity, hybrid, fixed income and global fixed income funds, for 2006, predicted from equation (4) as arising from onset/recovery. Data provided by the Investment Funds Institute of Canada.
Figure 7: Australian Net Flows Attributed to Seasonally Varying Risk Aversion, in Billions of Australian Dollars

This plot reports the monthly net flows due to onset/recovery, in billions of AUD, for equity funds, for 2006. The data on equity fund flows, provided by Morningstar, span January 1 1991 through December 31 2007. The model is estimated over the period January 1992 through December 2006, hence the fitted series starts later and ends earlier than the realized series in the plot.