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RNA binding proteins (RBPs) are crucial bio-molecules that fine tune gene expression in cells. Each RBP prefers to bind to a specific RNA sub-sequence, like a key fitting a lock. Understanding the specific binding preferences of RBPs is an important step to understanding the various steps of gene expression in cells and in solving several genetic disorders. There are thousands of RBPs in humans and only a small fraction of them are well understood. In this work, we develop deep neural network models that allow us to learn binding preferences for a large number of RBPs from high throughput data, without requiring any specific domain knowledge or feature engineering. Deep learning has improved state of the art in several fields such as image classification, speech recognition and even genomics. Deep learning approaches obviate the need for careful feature engineering by learning useful representations directly from the data. We propose two deep architectures and use them to predict RNA-protein binding. Based on recent findings that show the importance of RNA secondary structure in RBP binding, we incorporate computationally predicted secondary structure features as input to our models and show its effectiveness in boosting prediction performance. We demonstrate that our models achieve significantly higher correlations on held out in-vitro testing data compared to previous approaches. We show that our model can generalize well to in-vivo CLIP-SEQ data and achieve higher median AUCs than other approaches. We demonstrate that our models discover known preferences for proteins such as CPO and VTS1 as well as report other proteins for which we find secondary structure playing an important role in binding. We demonstrate the strengths of our model compared to other approaches such as the ability to combine information from long distances along the sequence input.
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Chapter 1

Background

1.1 Molecular Biology

1.1.1 Central dogma of molecular biology

In almost all cells the expression of genetic information occurs by DNA specifying the synthesis of RNA, followed by RNA specifying the synthesis of polypeptides that subsequently form proteins. Due to its universality, the flow of genetic information as DNA $\rightarrow$ RNA $\rightarrow$ polypeptide(protein) is known as the central dogma of molecular biology. The two successive steps involved are described as follows:

- transcription: A stretch of DNA containing at least one gene is copied into RNA. If the gene encodes a protein then the copied RNA is known as messenger RNA(mRNA). This occurs in the nucleus for eukaryotes

- translation: mRNA is decoded into a chain of amino acids or a polypeptide that later folds into a protein and performs functions in the cell. This occurs in the ribosomes found in the cytoplasm.

1.1.2 Role of RNA binding proteins

In eukaryotes, transcription and translation processes occur in separate compartments of the cell, the nucleus and cytoplasm respectively. This allows them to have extensive post transcriptional regulation mediated by RNA binding proteins(RBPs). RBPs fine tune gene expression by regulating various stages of processing pre-mRNA and generating a large diversity of processed mRNA from the genome. This is done by regulating maturation, stability, transport and degradation of cellular RNAs. Several pre-mRNA processing reactions are regulated by RBPs, including splicing, editing and polyadenylation. For instance, HuR binds to target mRNA to enhance its stability and translation[10] whereas, TIA-1 and TIAR suppress mRNA translation[23]. There are a large number of RBPs in eukaryotes, with vertebrates having thousands, each having unique RNA-binding preferences[13]. One explanation for the large number of RBPs in eukaryotes is that they have evolved highly specific post-transcriptional processes to fine-tune gene expression and hence require a large number of RBPs to control the process of gene expression[3]. Due to their critical role in regulating post-transcriptional expression, mutations in RBPs or their binding sites can lead to several diseases such as muscular atrophies and neurological disorders.
Since RBPs are involved in several stages of post-transcriptional regulation, understanding their binding preferences is crucial in understanding RNA processing, localization and regulation.

Figure 1.1: An illustration of the role of RBPs in the various stages of pre-mRNA processing.

1.1.3 RBP binding preferences and role of structure

RNA is a single stranded molecule and folds onto itself, forming structures stabilized by hydrogen bonding between its bases. Thus an RNA molecule has both a specific order of bases and a secondary structure that can dictate what proteins bind to it. RBPs are known to have a preference for both a specific sequence order and secondary structure of a portion of RNA. The shape of RNA which results from its folding is represented as base pairing between its nucleotides as shown in figure 1.2. There are several computational methods that predict the secondary structure of an RNA sequence from the order of its bases based on thermodynamic stability constraints. The structures can be represented as graphs or average probability vectors over the ensemble of all probable structures. In addition, there are experimental methods that can probe the RNA structure but such data is scarce. It is commonly assumed that most proteins bind to accessible sites and few prefer a specific structural context. For instance, it is known that Vts1p is a yeast RBP that preferentially binds the sequence motif CNGG within RNA hairpins. Even though specific sequence preferences can be learnt from in-vitro experiments, a very small fraction (15%-40%) of specific RBP sequence motifs are occupied in-vivo. It has been shown that local secondary structure restricts access to a large subset
of sequence motifs that would otherwise be bound \[49\].

![Figure 1.2: An example of base pairing in RNA resulting in a hairpin loop secondary structure\[52\]](image)

1.1.4 Experimental methods for investigating RBP binding

Experimental methods for investigating RNA-protein binding can be categorized into \textit{in-vivo} and \textit{in-vitro} based on the whether they are performed in a living cell or in a controlled environment outside the cell, respectively. Before the development of high throughput methods, methods such as \textit{in-vitro} Electrophoretic mobility shift assay (EMSA) \[9\] and \textit{in-vivo} fluorescence \[8\] methods were used to investigate RNA-protein interaction in small-scale experiments. High-throughput sequencing based experimental techniques such as CLIP-seq \[33, 26, 18\], SELEX \[11, 48\], RNAcompete \[42, 43\], RNA Bind-n-Seq \[28\] allow for the measurement of RBP binding affinities in a transcriptome-wide manner. However, high-throughput methods do not yield quantitative biophysical measurements to quantify the binding energy such as the dissociation constant (\(K_d\)). Among the high-throughput techniques, the \textit{in-vivo} methods HITS-CLIP, CLIP-seq and RIP-seq provide high quality test data for bench-marking binding models but owing to the high amount of noise and low resolution \[13, 25\], training models on them directly is challenging. In-vivo experiments are complicated by the presence of other RBPs and binding measurements could be the result of competition or complex formation between them. In-vitro experiments offer higher resolution, less noise and more accurate computational secondary structure prediction \[45\]. RNAcompete \[42, 43\] is a high-throughput in-vitro method that measures the binding intensities of over 200 RBPs to more than 240 000 probe sequences designed to cover each 9-mer at least 16 times. The large amount of data available for the experiments, allows for training data-driven models such as deep neural networks and is the basis of the data used for this work. A new approach RNAcompete-S \[7\] allows for querying a large diversity of RNA primary sequences and secondary structures. The RNAcompete-S method improves upon the RNAcompete \[43\] method which only allowed limited secondary structure representation and had probe sequences which were designed to be unstructured. The RNAcompete-S dataset is better suited to infer sequence-structure models since the probe sequences have stronger secondary structures. However, the data is available only for seven RBPs and performance results using other computational models are not available for this dataset at the time of this writing.
1.1.5 Models for RBP binding

Several methods have been developed to model RBP binding preferences including methods that rely on both sequence and secondary structure. MEMERIS [20] was the first approach to incorporate unpaired nucleotide probabilities and explored binding in unpaired regions. The RNAcompete assay provided a comprehensive analysis of binding preferences of RBPs covering 205 genes and 24 different eukaryotes [43]. Several methods have been trained on data from RNAcompete including Deepbind [2], RNAcontext [22], and RCK [40]. Deepbind was the first approach to use deep neural networks to learn RBP binding preferences from RNAcompete data. It uses a convolutional neural network to model the mapping from sequence to binding intensity. However, Deepbind did not incorporate secondary structure as a feature. RNAcontext is a model that incorporates structure in the form of structural context probability vectors that represent the ensemble of all possible structures. It learns a position weight matrix (PWM) to represent the sequence motif and global structure preferences to represent the preference of an RBP to bind to a given structural context. Since it uses a PWM, RNAcompete is position independent and cannot model relationships between different individual positions and how they affect binding. RCK extends RNAcontext to a k-mer model that uses local structure preferences. For each possible k-mer the RCK model learns a sequence score and a score for each structural context. Due to its design that learns a weight for each possible k-mer, the RCK method is limited to small values of $k$ ($k \leq 6$) and hence cannot model longer positional dependencies. Also, it loses resolution by averaging the structural context across a k-mer and cannot model single position specific preferences. The RNAcompete-S approach [7] also uses a k-mer model that combines sequence and structure components and learns predictive k-mer features using logistic regression.

1.2 Machine Learning

Machine learning is the study of algorithms to understand and make predictions based on data. Machine learning algorithms are especially useful in solving problems where hard-coded rules or heuristics are difficult to define. Even for simple problems such as identifying handwritten digits, an approach based on predefined rules requires an enormous amount of rules and exceptions to those rules. Machine learning algorithms approach such problems by defining an adaptive mapping from input $x$ to the output $y$, as $f(x)$, and learning the rules of the mapping based on the data. Parametric models used a fixed size of parameters to define the model and use the data to learn the values for those parameters. In addition to learnable parameters, these models require additional calibration parameters that are set before the training, such as the number of learnable parameters, the architecture of the model etc. These additional parameters are known as hyperparameters. Machine learning approaches often split the data into a training set, validation set and a test set. The training set is used to learn the parameters of the model, the validation set is used to compare between models trained from the data and choose the right setting for hyperparameters and finally, the test set is used to evaluate the model ability to generalize to data it has never seen. Machine learning has been applied in recent years to several areas such as identifying objects in images [27], transcribing speech to text [16], and understanding the genetic code [32] [2].
1.2.1 Deep learning and distributed representations

Conventional machine learning methods rely heavily on the choice of data representation, also known as features. The choice of such features determines the success of conventional machine learning approaches and requires considerable domain expertise and fine tuning. Representation learning is a set of methods for learning representations from raw data that can be useful for any classification or prediction task [6]. Deep learning techniques are representation learning techniques that learn multiple levels of representation by the composition of several non-linear transformations. The rationale behind stacking several layers of transformations is the assumption that the data is generated by several underlying factors correlated in a hierarchical fashion. The features in the lower layers encode low-level statistics of the data such as edges in an image, and higher layers build up on lower layers to represent more abstract concepts such as contours and faces. Deep learning approaches use distributed representations to represent features. To distinguish between \( O(2^N) \) input spaces, a dense distributed representation requires only \( O(N) \) parameters [6]. The combination of different hidden features allows the model to generalize to new combinations of learned features beyond those seen during training [29]. Composing layers of distributed representations affords another exponential increase in the expressive power of the representations [37].

![Figure 1.3: An illustration of a feed-forward neural network made up of an interconnection of neurons](image)

1.2.2 Feed Forward Neural Networks

An artificial neural network is a computational graph that relates an input vector \( x \) to an output \( y \) through a series of sub-units known as neurons. As shown in figure (1.3), each neuron receives as input a weighted linear combination of inputs or outputs from other neurons and applies a non-linearity to produce an output that gets forwarded to other computational units. These weights are like adjustable 'knobs' that define the input-output mapping. The neurons can model hidden variables within the data and are hence also known as hidden units. A feed forward network is an artificial neural network where
connections between neurons do not form cycles and the values of a layer of hidden units are completely determined given the previous layer. This sequential computation of values based on the topological order of units from input to output is known as forward propagation.

In order to learn the weights of the connections in the neural network the standard approach is to use the backpropagation algorithm. The backpropagation algorithm computes the gradient of the cost function with respect to the weights, which for each weight indicates how the cost function would change if the weight was perturbed by a small amount. Figure 1.4 explains the procedure for learning the weights.

![Diagram](image)

Figure 1.4: (a) Computing the forward pass in a neural network involves computing the weighted combination of inputs to a neuron, denoted here as $z$ and passing it through a non-linearity to produce the activation of the unit $y$ as $f(z)$. (b) Computing the gradient with respect to each unit involves computing a weighted sum of the gradients from the layer above it and multiplying with respect to the gradient of its activation $f(z)$. This gradient is then passed on to lower layers. Figure taken from [29]

### 1.2.3 Convolutional Neural Networks

Convolutional neural networks (CNNs) or ConvNets are neural networks that compute the correlation of filters with local patches and pass it through a non-linearity such as a rectified linear unit (ReLU) to produce the activation for the patch. A ReLU activation is defined as $ReLU(x) = \max(0, x)$ and allows smooth propagation of gradients through layers in deep architectures. The convolution filter is moved along the input to compute the local correlations and a feature map is produced. ConvNets are useful for data where local groups of data are highly correlated and form distinct patterns or motifs. The same set of filters is used for each position in the input, which gives makes ConvNets invariant to shifting the local motifs along the input. The convolutions are usually coupled with pooling layers that take the average or maximum of a feature map in a local patch or along an entire axis. Pooling allows the network to merge similar features into one and allows each unit to look at a larger portion of the input, known as the receptive field of the unit. Though CNNs have been used extensively for image classification tasks [27, 19] they have also recently been shown to be very effective in handling
genomic sequences [2, 30]. Since DNA is a discrete sequence it can be encoded as one-hot-encoding, which encodes a sequence of length $k$ into a matrix of dimension $k \times 4$ with each column representing one of the four bases (A,G,C,T). An entry in the encoding vector is set to 1 if that position contains the base corresponding to the column and 0 otherwise. As shown in figure (1.5(b)) feature maps produced from the encoded input show the location of motifs relevant to the task.

(a) A Convolutional Neural Network for classifying images. The outputs of intermediate layers illustrate the features that the network extracts from the input. The red arrows denote a convolution operation in a local patch and green arrows denote pooling a local area to combine features. Figure taken from [29]

(b) A Convolutional Neural Network for scoring DNA sequences. The feature maps act as local motif detectors. Pooling along the sequence allows the model to combine feature scans along the sequence length and be invariant to the location of the motif. Figure taken from [2]

Figure 1.5: Examples of Convolutional Neural Nets used in literature

1.2.4 Recurrent Neural Networks and Long Short Term Memory

Recurrent neural networks (RNNs) are networks for processing sequential data. They do this by sharing parameters across time steps and thus are able to share useful representations between them. RNNs process the input sequence one element at a time, maintaining a state vector that contains a summary of all observations seen so far. The input at each time step is used to update the hidden state. The
output of the time step is produced by a non-linear combination of the input at the given time step and the state from the previous time step. To train an RNN, it is unfolded in time and the weights across the time steps are restricted to be the same(Figure 1.6(a)). Once unfolded RNNs are similar to very deep feed-forward networks with shared weights across layers. A practical problem in training RNNs on long sequences is that the gradient diminishes or explodes in value due to the accumulation of gradients from non-linear activations in each time step[41]. To remedy the vanishing gradient problem recurrent architectures with gating mechanisms such as Long Short term Memory(LSTM)[14] were introduced. As shown in Figure 1.6(b)), LSTM recurrent units have an explicit memory cell, the natural behavior of which, is to remember inputs for a long time. The LSTM cell accumulates the external signal while copying its own internal memory and has a multiplicatively gated forget gate that controls when to clear the memory. This allows the gradient to pass smoothly and for the model to learn long term dependencies.

(a) (Left) Recurrent networks allow information in a sequence to persist by using the past input to update its state. (Right) A recurrent network unrolled in time to illustrate the flow of data. Figure taken from [39]

(b) An LSTM cell with input, output and forget gates. The forget gate determines what parts of the previous cell state need to be forgotten. The input gate determines what values of the input affect the cell state and finally the output gate determines what values of the cell state affect the output of the cell. Figure taken from [5]

Figure 1.6: Recurrent networks and LSTM cells
Chapter 2

Methods

2.1 The cDeepbind model

2.1.1 Overview and model comparison

We have developed two deep learning models for jointly modelling RBP sequence and secondary structure preferences. We have named the models developed in this work as Context-Deepbind or cDeepbind. The cDeepbind-CNN model has a fully convolutional architecture with two convolution layers followed by global max and average pooling in the final layer. The cDeepbind-RNN also has two convolution layers but an extra LSTM layer that processes the feature map produced by the convolution to produce the score from its final time-step. The CNN model is faster since computation for the entire sequence can be done in parallel, whereas the RNN model requires processing the feature map sequentially. Also since the CNN model does not have any sub sampling or fully connected layers, the value of a position in the final feature map is only influenced by inputs in positions that are in the receptive field of that value. Thus, from the model it is possible to produce a binding track that shows the binding scores for each position in the sequence. However, the LSTM model is more powerful and can model more complex input-output relationships. The convolution layer can take advantage of local correlations in the input such as sequence motifs and structural contexts and produce a feature map that highlights relevant parts of the input. The LSTM layer can then model complex interactions between different parts of the input and produce a summary vector that can then be used to predict the binding score for the entire sequence.

2.1.2 Model architecture

The model architectures for cDeepbind models are described in figure[2.1]. We use a filter width of 16 for the convolution filters since most RBP motifs are known to be short. The number of filters for the convolution is selected randomly from \{8, 16, 24\}. The convolution layers use a ReLU activation. The cDeepbind-RNN model uses a recurrent layer of LSTM cells. The number of hidden units in the cells is a hyperparameter and selected randomly from \{10, 20, 30\}. We use random normal initialization for the weights and initialize the biases to a small positive value. The model is trained with mini-batches of 100 inputs using the ADAM optimizer[24] owing to its effectiveness in training recurrent architectures that have sparse gradients.
2.1.3 Input and pre-processing

The models take as input a sequence \( s = (s_1, \ldots, s_n) \) from the alphabet \( A = \{A, G, C, T\} \) and a structural annotation vector \( r = (r_1, \ldots, r_n) \) where \( r_i \in \mathbb{R}^5 \) and denotes the probability of the position being in the contexts (paired(P), hairpin loop(H), inner loop(I), multi-loop(M) or external region(E)). The structural context is computed using a variant of RNAplfold \[34\] provided by the RNAcontext authors\[22\], that annotates the sequences into the aforementioned five structural profiles as opposed to the usual paired and unpaired profiles from RNAplFold. The sum of each structural context probability for a given \( q_i \) sums to 1. The sequence input is encoded as a four-dimensional one-hot-encoding and is appended to the structural context vector to give a 9-dimensional input vector. The input is passed through two ReLU activated convolution layers that have multiple filters to produce a one-dimensional track of the same length as the input. The recurrent layer uses each sequence position as the time-step for recurrence. The final output vector is then reduced to a scalar score \( f \) using a linear layer and is the predicted score for the input. The true scores are taken to be the RNAcompete probe intensities pre-processed to have the scores greater than the 99.95\(^{th}\) percentile to be clamped at the value of the 99.95\(^{th}\) percentile as done in Deepbind and RCK. Furthermore, the scores are normalized to have a mean of zero and a variance of one to ensure that consistent scales for learning rates and initial values of weights can be used without regard to individual intensity ranges for each protein. The loss function used is the mean squared error (MSE)

\[
loss(f, t) = \frac{1}{2}(f - t)^2 + \lambda \|W\|_2
\]  

(2.1)
Where $f$ is the predicted binding intensity and $t$ is the true binding intensity from RNAcompete. We also add an $l_2$ penalty on the weights $\mathbf{W}$ as a regularizer.

### 2.1.4 Training pipeline and hyperparameter tuning

We use random hyperparameter search using 3-fold cross validation to find good hyperparameter settings for our models. The training pipeline for training on the RNAcompete 2013 dataset is described in figure 2.2. We sample hyperparameter settings for each protein and choose the setting with least average validation cost on 3-fold cross validation. We then use this choice of parameters to train 3 models in parallel to ensure we do not get a poor model due to poor random initialization. We find that the most important hyperparameters for the model were the learning rate, rate of weight decay, number of LSTM units and variance of the random normal initializer for the weights. The code for the model was written in Tensorflow [1] and the models were run on NVIDIA Tesla K80 GPUs. The training and evaluation time for a single protein on a single GPU while training 3 candidate models in parallel is about 20 minutes for the cDeepbind-CNN model and 60 minutes for the cDeepbind-RNN model. We split the list of proteins on 15 GPUs and were able to train models in parallel for the complete list of 244 proteins in 6 hours for the CNN model and 18 hours for the RNN model.

**Algorithm 1:** Training procedure for RNAcompete 2013 dataset

```plaintext
for protein ∈ protein list do
    $\theta_1, \ldots, \theta_5 ←$ Select random hyperparameters ;
    $model_1(\theta_1), \ldots, model_5(\theta_5) ←$ Initialize;
    for $\theta_i ∈ \{\theta_1, \ldots, \theta_5\}$ in parallel do
        set $cost_i = 0$;
        for $k ∈ \{1, 2, 3\}$ do
            $cost_{ik} = \text{cost of model}(\theta_i, fold_k)$ on validation fold $k$
        end
        $cost_i = \sum_{k=1}^{3} cost_{ik}$;
    end
    $\theta_{best} = \theta_{\text{argmin}(cost_1, \ldots, cost_5)}$; $model_1(\theta_{best}), \ldots, model_5(\theta_{best}) ←$ Initialize;
    set $cost_{test} = 0$;
    for $i ∈ \{1, 2, 3\}$ in parallel do
        $cost_{test}_i = \text{cost of model}_i(\theta_{best})$ on test set
    end
    $model_{best} = model_{\text{argmin}(cost_{test}^1, \ldots, cost_{test}^3)}$
end
```

Figure 2.2: Pseudo-code for the training pipeline
2.1.5 Comparison of cDeepbind-CNN architecture with Deepbind

Figure 2.3: (a) The original Deepbind model used a convolution layer followed by a fully connected layer. (b) Comparing binding track obtained from cDeepbind with the binding score from a sliding window. The sequence is a high affinity sequence for CPO which is known to bind to a GCAC motif. The sequence is shown below the plot with the motif highlighted. (c) Sequence logo for CPO.
For cDeepbind-CNN we use an architecture that does not have any transformation that destroys the order of inputs in the sequence. The feature map from the second convolution $q$ retains the positional order of the input. In the Deepbind architecture, a fully connected neural network was used on the pooled outputs of the convolution filters (Figure 2.3(a)) to produce the final score. Since the network learns weights to combine the features to get the final score, it would be invariant to shuffling of the features, and it loses information about the order of elements in the input sequence. Hence, Deepbind can only produce a single binding score for its entire input window. To illustrate this limitation we applied cDeepbind-CNN to a sequence with high affinity for CPO taken from the RNAcompete test set (Figure 2.3). The CPO protein is known to have a high affinity for GCAC motifs (Figure 2.3(c)). We observe that the binding track $q$ obtained from the cDeepbind model highlights the location of the motif in the sequence with high resolution. To compare with a Deepbind like architecture we applied the cDeepbind model to overlapping sliding windows of size 10 over the sequence. The score for each position was assigned as the average score from all windows that overlapped with that position. We observe that the binding track provides much more fine grained information than the sliding window approach and saves greatly on computation time. Thus, cDeepbind-CNN can be feasibly applied to transcriptome wide tracks without computing averages for sliding windows, which is not possible with a Deepbind like architecture.
Chapter 3

Results

We compared the cDeepbind model with other methods such as RCK, Deepbind and RNAcontext. We observed that our model outperforms all other approaches and can learn relevant sequence and structural preferences for the proteins under study.

3.1 cDeepbind is more accurate at in vitro binding prediction than state of the art

3.1.1 Comparison on RNAcompete 2013 dataset

We compared the performance of our model on predicting probe intensities on the RNAcompete dataset across 244 experiments. Similar to the RCK method, we observe that even though the probes in this experiment were designed to be unstructured we can still learn some structural preferences from it. The data consists of a training set of sequences (set A) and a held out test set (set B). The models are trained on set A and the performance measure is taken as the Pearson correlation of predicted intensities with the probe intensities on the test set. We used the results published in the RCK study for comparison against other methods. As illustrated in figure, our model significantly outperforms all other methods on in-vitro binding prediction. We improved upon the previous deep learning approach Deepbind that did not incorporate structure features and did not use a recurrent layer in its architecture. cDeepbind-RNN achieved an average Pearson correlation of 0.556 versus 0.435 for the original Deepbind model (P-value = $4.46 \times 10^{-37}$) as shown in figure. Our models also outperformed the state of the art method RCK, that used both sequence and structure features as input which achieved an average Pearson correlation of 0.461 (P-value = $3.33 \times 10^{-33}$) illustrated by the dot plot in figure. We found that the average relative improvement in Pearson correlation over RCK was 22.35% over the 244 experiments. We believe the improvement in performance results from the model being able to recognize longer patterns in the input and to use structural information to better discriminate between sequences in the input.

3.1.2 Comparison on the original RNAcompete 2009 dataset

To test our models ability to pick up binding preferences from data containing highly structured sequences we trained it on data from the original RNAcompete study. The study contained experiments for 9
Figure 3.1: Box plot comparing the performance of extant methods on *in-vitro* binding prediction on the RNAcompete dataset. All models were trained on Set A sequences and tested on Set B. Dots represent Pearson correlation on the test set for 244 experiments.
Figure 3.2: The scatter plots illustrate the effectiveness of cDeepbind in predicting in-vitro binding. The models were trained on Set A sequences in the RNAcompete experiment and tested on Set B sequences. The points in the plot represent Pearson correlation of predicted and measured intensities on the 244 experiments. P-values were calculated using Wilcoxon signed-rank test.
proteins each having two sets of sequences. Each set was designed to cover all possible 10 base sequences in an unstructured context and all possible 7 and 8 base sequences within a hairpin loop context. We trained our model on set A for each protein and evaluated it on set B. The performance comparison for the different proteins is given in table 3.1. Our model outperformed RCK by achieving an average Pearson correlation of 0.628 compared to 0.602 for RCK (P-value = $7.5 \times 10^{-3}$). We obtained big improvements (> 0.05 in Pearson correlation) for the proteins U1A and SLM2.

### 3.2 cDeepbind model is sensitive to secondary structure

To evaluate the impact of secondary structure in the improvement of predictions we trained the cDeepbind-RNN model without secondary structure as input. Both sets of models were trained with an LSTM output layer and the same hyperparameter search space for the sizes of the hidden units. We found that the model that has access to secondary structure features performs better with an average Pearson correlation of 0.561 versus 0.528 for the model that does not use secondary structure features (P-value=$2.20 \times 10^{-27}$). We find that the relative improvement is greatest in some proteins that have a known secondary structure preference such as CPO, RBFOX1. We also discovered that several other proteins had a big improvement in predictions upon including secondary structure, such as SF1, PUM, MSI, CG14718 and others. We observe that our CNN model performs better than other methods RCK and RNAcontext that also use secondary structure features, but does not perform as well as our RNN model(Figure 3.1).
Figure 3.3: Comparing cDeepbind models with and without structure as input
3.2.1 cDeepbind discovers known structural preferences for VTS1p

To visualize the binding preferences learned by the cDeepbind-RNN model we looked at some sequences that had the highest experimentally observed binding intensities for the protein and visualized the gradient of the loss function with respect to the input. It should be noted here that the input to the model are discrete sequences encoded as one-hot encoded vectors. The gradient with respect to the one-hot-vector highlights the parts of the sequence that the model is sensitive to. Even though the model treats the input space as continuous, it is useful to think of the direction of the gradient at a given position being an indicator of different inputs at that position resulting in either an increase or decrease in the overall score. We illustrate the sensitivity of the model to different parts of the input using a mutation map. The mutation map is a color map with four rows corresponding to the bases A,G,C,T in the input from top to bottom. The cells are colored on a spectrum from blue to red with white meaning zero gradient. The red cells correspond to a predicted increase in score while the blue cells correspond to a predicted decrease in score. Our model confirms the known binding preference of VTS1p to bind to CNGG motifs within hairpin loops. The gradient shows that the model is sensitive to the hairpin region flanked by paired nucleotides. The mutation map shows that when the model encounters the CNGG motif, it is sensitive to the C and two Gs, with all other nucleotides in their positions predicting a decrease in score and the model does not care about the nucleotide sandwiched between the C and G since it shows almost a zero gradient in that cell.

(a) Mutation map(left) and Minimum Free Energy(MFE) structure(right) for a sequence that binds VTS1 with high affinity using the cDeepbind-RNN model

Figure 3.4: An illustration of the gradients for a sequence having high binding target score for VTS1p in the RNAcompete 2009 dataset. The mutation is a color map along the length of the sequence with blue cells denoting a decrease in the score and red cells denoting an increase in score predicted by the gradient at the position. The structure diagram is the minimum free energy(MFE) structure predicted by RNAfold. The gradient is overlaid onto the structure to illustrate how each position affects the score.
3.2.2 Comparing CNN and RNN models for CPO

We investigated the trained models for the protein CPO to compare and contrast between the RNN and CNN models and to verify binding patterns known in literature. CPO is a protein that is known to bind to the GCAC motif\[43\]. In a recent work \[50\] the binding specificity of the protein RBPMS was investigated. The RRM domain of RBPMS was reported to bind to a pair of tandem CAC motifs spaced by a variable nucleotide window. It was also reported that the majority of the residues of the RNA recognition motif(RRM) domain of RBPMS were strictly conserved in the corresponding RRM of CPO. Thus it is reasonable to assume similar binding patterns for RBPMS and CPO.

![Mutation map and MFE structure for a sequence that binds CPO with high affinity using the cDeepbind-RNN model](image1)

![Mutation map and MFE structure for a sequence that binds CPO with high affinity using the cDeepbind-CNN model](image2)

(a) Mutation map and MFE structure for a sequence that binds CPO with high affinity using the cDeepbind-RNN model

(b) Mutation map and MFE structure for a sequence that binds CPO with high affinity using the cDeepbind-CNN model

Figure 3.5: An illustration of gradients for the CNN and RNN models on a sequence that has a high target score for binding with CPO. The mutation map illustrates the difference between modelling methods for the two models. The RNN model accumulates the contribution from multiple motifs, whereas the CNN model pools the binding track to be strongly biased by what it considers the strongest site.

We take the same sequence that was analyzed in section 2.1.5, which is a sequence from the test set of the CPO model that has normalized target score of 26.90. The cDeepbind-RNN model assigns a prediction of 23.91, whereas the cDeepbind-CNN model assigns a score of 4.1. As illustrated in figure 3.5, both the models are sensitive to the CAC motifs within the sequence, with the gradient suggesting that any alterations in those positions in the sequence would lead to a lower score. The gradient also suggests that the models would have preferred a $G$ instead of a $U$ preceding the CAC at the far right of the sequence which agrees with the literature motif for CPO. We also see here that the CNN model focuses on just one motif and does not take into account the combined effect of the multiple motifs in the sequence. The RNN however can handle non-additive effects of multiple motifs in a better
way due to its architecture and is able to make a prediction closer to the target score. It is also worth noting that the action of multiple CAC motifs predicted by the RNN model agrees with the observations regarding the RRM domain of RBMPS$^{[50]}$. In summary, this example illustrates the ability of the RNN model to combine information along the sequence in a non-linear way and its advantage over the CNN in handling such dependencies.

3.3 Comparison on in vivo binding data

We evaluated our model on 23 pairs of RNAcompete and CLIP experiments that covered 10 proteins. The CLIP experiments were taken from the GraphProt study$^{[36]}$. The CLIP datasets contained in vivo binding sites collected from CLIP experiments. Control sequences were extracted from unbound regions of the same bound transcripts. The dataset contained flanking sequences of length 150 nucleotides on both sides of both bound and control sequences. We used the sequences including flanks for secondary structure prediction with RNAplfold while only the sequence and predicted probabilities were used for testing. Since the RCK paper bench marked models trained on the entire set of sequences including the test set, we retrained models for this comparison on the larger set of sequences. The performance values for RCK, RNAcontext and Deepbind were taken from the RCK study.

We compared both our CNN and RNN models that use structure features against other methods(Figure(3.6)). The AUC for a protein was taken as the average AUC for all pairs for RNAcompete-CLIP experiments that covered the proteins. To compare against other methods we consider the median of the AUCs for the 10 proteins. We find that our both our CNN and RNN models beat other methods achieving median AUCs of 0.8304 and 0.8191 respectively against 0.803 for RCK and 0.790 for Deepbind. The p-values between cDeepbind-CNN and the next best performing method, RCK, was 0.023, whereas the p-value between cDeepbind-RNN and RCK was 0.166(Wilcoxon signed-rank test). We believe we do not see as big of a boost in performance in-vivo as compared to in-vitro because of the noisy nature of the data and inaccuracy of secondary structure prediction in-vivo. In addition there are very few proteins in the in-vivo evaluation set to quantify improvements accurately.
Figure 3.6: Comparison of cDeepbind models with previous methods. We obtain a significant improvement in performance in-vivo with our CNN model.
Chapter 4

Conclusions

We have presented a deep learning approach to model RBP binding preferences that incorporates both sequence and secondary structure information. Our approach provides an improvement over k-mer models by using distributed representations in the form of convolutional filters to model the binding preferences. Our models can learn preferences for long motifs in the input. We show that our CNN model can produce binding tracks from the input and our RNN model can store past context in its internal state to make better predictions. Our models significantly outperform previous methods on in-vitro evaluation based on Pearson correlation on held out test data. On in-vivo evaluation we achieve improvement in median AUC on both of our models, with the improvement being significant for the CNN model. We believe in-vivo data for more proteins that overlap with the set of proteins for which we had training data would demonstrate the improvement in performance more significantly.

Our models show a large gap in performance with and without secondary structure information for some proteins that are known to be sensitive to secondary structure such as VTS1p and RBFOX1. In addition we discover such difference for other proteins such as SF1, PUM and MSI which do not have known secondary structure preferences.

Even though we applied our model to the RNAcompete in-vitro data, our approach is general and the model can learn relevant features from any data source. It would be useful in the future to train and validate on RNA-bind-n-seq\cite{28} and RNAcompete-S\cite{7}. Future directions for this work could include training on in-vivo data, training a multitask prediction model for similar proteins, and generative modelling of binding sequences. It would also be useful to explore additional architectures and pooling schemes such as noisy-OR pooling in the final layer which would yield a binding probability and make the scores more interpretable.
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