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ABSTRACT

The objective of this Ph.D. is to investigate the atmospheric radiative budget and composition in the high Arctic using a new (prototype) interferometer. The Canadian Network for the Detection of Atmospheric Change has equipped the Polar Atmospheric Environment Research Laboratory (PEARL) at Eureka, Nunavut (80ºN, 86ºW) with an Extended-range Atmospheric Emitted Radiance Interferometer (E-AERI), which was installed in October 2008 at the PEARL Ridge Lab (610 m a.s.l.).

The E-AERI measures the infrared (IR) thermal emission of the atmosphere in the 400-3000 cm\(^{-1}\) (3.3-25 µm) spectral region. An older AERI, the Polar AERI (P-AERI), was stationed in Eureka from 2006-2009 and was located at sea level. The impact of clouds and ice crystals on the radiative budget were investigated from two altitudes using these two AERIs. The increased radiance due to the presence of clouds was found to be larger at Eureka than at the Southern Great Plains (SGP), indicating that cloud cover plays an important role in the Arctic’s radiative budget.

This thesis presents the first measurements of the two surface cooling-to-space windows (at 10 and 20 µm) in the high (> 75º N) Arctic. Distributions of brightness temperatures were filtered based on cloud cover and do not vary in the summer, indicating that the 20 µm window is closed when water vapour is a maximum. Trends in downwelling radiance were found in
several spectral microregions corresponding to these cooling-to-space windows and meteorological conditions (temperature, water vapour, cloud cover). Trends at 10 µm during the winter were positive, in the opposite direction, and significantly larger (factor > 3) than any of the seasonal trends detected at the SGP, indicating that changes in the downwelling radiance are accelerated in the high Arctic compared to lower latitudes.

Spectra recorded by the E-AERI were also used to retrieve total column concentrations of O₃, CO, CH₄, and N₂O year-round to fill a gap in the PEARL data series, providing the first continuous ground-based trace gas measurements throughout polar night at Eureka. This work involved the implementation of the SFIT2 retrieval algorithm modified for emission spectra. E-AERI trace gas retrievals were characterized and comparisons to other spectrometers at Eureka are within uncertainties (1-9% differences). An investigation of the diurnal and seasonal cycle of CO was performed to highlight the usefulness of continuous, year-round measurements at Eureka.
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Figure 7.4 Sample summer (June 29, 2009; left column) and winter (December 31, 2008; right column) of spectral fits for retrievals of (a) O$_3$, (b) CO, (c) CH$_4$, and (d) N$_2$O. Top panels show the measured (blue) and fitted spectra (red circles), with their residuals shown in the bottom panels. Note the vertical scales are kept constant left-to-right while the residuals are on a finer scale. Retrievals were performed using SFIT2 and hourly-averaged E-AERI spectra.
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1. INTRODUCTION

Why study the Arctic atmosphere? This remote expanse, segregated from almost all major population centres, is one of the most poorly understood regions of the world. The Arctic has often been referred to as ‘Earth’s early-warning system’ since observed changes in the Earth’s climate are more pronounced here than anywhere else on the globe; a phenomenon caused by Arctic amplification. Most of these changes in the Earth’s climate are occurring in the Arctic first, and at significant levels, providing insight into the state of the planet’s climate. Not surprisingly, the Arctic is often viewed as the canary in the coal mine. Because of its remoteness, very few research stations exist in the Arctic, which has created large geographic gaps in measurements of the atmospheric state. The new infrared (IR) emission measurements taken at the Polar Environment Atmospheric Research Laboratory (PEARL) presented in this thesis provide a unique dataset of the atmospheric radiative budget and composition year-round that can be used to improve our understanding of the Arctic atmosphere.

1.1 Climate Change in the Arctic

As has been noted by the Arctic Council and others [ACIA, 2004; IPCC, 2013], nowhere else on Earth is climate change more pronounced than in the Arctic. Continued increases in surface temperature and atmospheric water vapour in the Arctic are expected, with a corresponding increase in downwelling radiance [ACIA, 2004; Richter-Menge, 2006; Bekryaev et al., 2010]. Currently, rising sea levels, an increase in global mean temperatures, and changes in precipitation patterns are but a few of the many characteristics of climate change [WMO, 2006; IPCC, 2013]. Due to the vast amount of ice in the Arctic, and the strong relationship between the ocean, land, and atmosphere, the Arctic is a region of particular significance when considering the Earth’s climate.
The Arctic is typically defined to be north of 66°N, and encompasses parts of Canada, Alaska, Greenland, Russia, Iceland, and several European countries. At such high latitudes, the intensity of the Sun’s radiation is reduced compared to other regions of the planet, such as the tropics. This results in an extremely cold, dry climate so uninhabitable that trees, for instance, cannot grow throughout almost the entire Arctic region. It is home to diverse wildlife, most of which have been minimally affected by direct human activities. Indirectly, however, the wildlife of the Arctic has recently been negatively impacted due to the rapidly changing climate [Hinzman et al., 2005; Jenssen, 2006]. This is ultimately caused by changes to the atmosphere’s composition since the Industrial Revolution as a result of burning of fossil fuels [Andrews, 2000; IPCC, 2013].

There is a long list of evidence illustrating the different abrupt changes to the Arctic climate. The permafrost is warming, hydrological processes are changing, and biological and social systems are evolving in response to these changing conditions [Hinzman et al., 2005; WMO, 2006; IPCC, 2013]. There has been extensive decline of Arctic sea ice since the 1970s, with record loss in September 2012. Figure 1.1 illustrates the extent of sea-ice loss in the Arctic since 1900, with observed sea-ice loss exceeding that of model predictions from the Intergovernmental Panel on Climate Change (IPCC). The annually averaged total column ozone (O$_3$) decrease is about 7% since 1979 in response to enhanced chlorine resulting from anthropogenic emissions of chlorofluorocarbons (CFCs) [WMO, 2006].

Solar radiation and the exchange of radiation between the land, ocean, and atmosphere determine the Arctic’s climate. The land-ocean-atmosphere system’s radiative transfer is affected by a number of factors, such as albedo, cloud cover, and composition of the atmosphere and ocean (concentration of greenhouse gases, degree of salinity in the oceans, etc.). The climate’s equilibrium in the Arctic is sensitive to the stability of sea ice and snow cover, the continued melting of which has already been shown to produce sudden and far-reaching consequences [Maslanik et al., 1996; Rothrock et al., 1999; Brown et al., 2010]. This is because the sea ice and snow cover in the Arctic affect both the albedo of the planet, as well as the composition and temperature of the global ocean currents.
During the summer months in the Arctic, there are 24 hours of daylight due to the tilt of Earth’s axis of rotation. The high albedo of the Arctic surface (except during summer) results in a significant amount of solar radiation being reflected back into space. As the sea ice and snow cover decreases, the albedo also decreases, resulting in an increased amount of solar radiation absorbed by the land and ocean. This in turn causes an increase in temperature, resulting in the observed acceleration of the melting of sea ice and snow, causing further decrease in the albedo, achieving a runaway effect called the ‘ice-albedo feedback’ [Andrews, 2000; Francis and Vavrus, 2012; Screen and Simmonds, 2013] (note that ice is not only melting in the sea but also on land; in July 2012, 97% of the Greenland ice sheet experienced some form of surface melt, including the summits, which is causing a rise in the global sea level [Gregory, 2004; Vinas, 2012]). This process is also referred to as Arctic amplification (sometimes referred to as ‘polar amplification’) and there is debate as to whether this process is linked to extreme weather in mid-latitudes [Francis and Vavrus, 2012; Barnes, 2013; Screen and Simmonds, 2013].
1.2 illustrates the extent to which the Arctic is experiencing amplification via increasing temperatures (both on land and in the surrounding ocean) when compared to the rest of the globe. The radiation absorbed by the Earth’s surface is re-emitted in the form of outgoing longwave radiation (mostly in the IR) from the ground into the atmosphere, where much of it will be absorbed and re-emitted once again. It was Jean Baptiste Joseph Fourier who studied this process and named it the “greenhouse effect” [Le Treut et al., 2007]. This cyclic process intricately connects the Sun, ground, and atmosphere together; a small change in one affects the entire system, sometimes in a chaotic, runaway manner [Maslanik et al., 1996; Brown et al., 2010]. Determining the Earth’s radiation balance is complicated for this very reason.

Figure 1.2: Surface temperature anomalies relative to 1951-1980 for 2000-2009 as measured by surface meteorological stations and analysed by the Goddard GISS Surface Temperature Analysis. Image: NASA/Goddard /Earth Observatory (accessed February 2014).

Almost the entire Arctic is covered in sea ice or snow; as such, it acts as a major ‘reflector’ for the entire planet. For a planet in equilibrium, without an atmosphere, all incoming shortwave radiation from the Sun is equivalent to all outgoing radiation from the planet’s surface. However, with the presence of an atmosphere, not all of the Sun’s radiation reaches the
surface – some gets absorbed in the atmosphere and roughly one-third of the incoming solar radiation is reflected back to space [Forster et al., 2007]. For the Earth, about 10% of incoming solar radiation is absorbed by the atmosphere, and 80% of outgoing thermal radiation from the surface is absorbed [Andrews, 2000].

Greenhouse gases, such as CO$_2$, are responsible for absorbing this outgoing radiation. It is the composition and concentration of these gases in the atmosphere, along with the surface’s albedo, that determine the amount of radiation that is absorbed by the surface of the Arctic. Thus the energy balance of the planet is altered by changing the concentration of greenhouse gases in the atmosphere.

There exists a multitude of evidence (from theoretical, to experimental, to model) that confirms that increasing greenhouse gas emission from fossil fuels significantly perturb the planet’s climate. As will be shown in Sect. 2.3, there is a clear relationship between humankind’s burning of fossil fuels and atmospheric composition. This impacts global surface temperatures, particularly in the Arctic due to Arctic amplification. This increase is, in turn, melting the sea ice and snow, causing a decrease in the planet’s albedo, which is further increasing the surface and atmospheric temperatures, causing a positive feedback cycle.

### 1.2 Objectives

This work is part of the Canadian Network for the Detection of Atmospheric Change (CANDAC) goal to improve our understanding of the changes occurring to the Arctic atmosphere. CANDAC is a network of researchers formed in 2002 that established the Polar Environment Atmospheric Research Laboratory (PEARL) in the high Arctic to take measurements of various components of the Arctic atmosphere. Measurements taken at PEARL are combined with those from satellites and sondes (balloons) to give a comprehensive picture of the Arctic atmospheric and how it is changing. The main research themes of CANDAC are Arctic troposphere transport and air quality, waves and coupling processes, Arctic radiative environment: the impact of clouds, aerosols, and diamond dust, and Arctic middle atmospheric chemistry, the latter two being the focus of the work presented in this thesis.
One of the instruments at PEARL is the Extended-range Atmospheric Emitted Radiance Interferometer (the E-AERI). This instrument measures the absolute downwelling IR radiation spectrum for studies of the Arctic radiation budget and atmospheric composition, and is described in detail in Sect. 3. The main research objectives of this thesis are:

1) Validate the new E-AERI measurements, including performance evaluation, certification, analysis of first measurements, and comparisons with an existing, similar AERI instrument at Eureka.

2) Investigate the radiative impact of clouds and ice crystals at two different altitudes. Characterize the radiative forcing at two altitudes and how it changes due to different meteorological events that are unique to the Arctic, such as ice crystal events, and determine their impact on the IR spectrum. This addresses the question of what is the impact that clouds have on the radiative budget in the Arctic, and how is this different from other, more humid regions?

3) Investigate the Arctic’s IR cooling-to-space windows. Compile downwelling radiances to investigate the extent to which a transition of regimes from cooling-to-space at 20 µm to cooling-to-space at 10 µm is occurring, and compare it with other available climatologies (described more in Sect. 2.1.3). This addresses the question to what extent are the two cooling-to-space windows changing in the Arctic and what is causing this change? How are these two windows different? The new combined Eureka AERI dataset comprises long-term downwelling radiance measurements in the Arctic that cover a large spectral region.

4) Use spectra recorded by the E-AERI to retrieve total column concentrations of trace gases in the Arctic year-round to fill a gap in the PEARL data series, providing insight into the state of the lower atmosphere throughout polar night. Perform comparisons between E-AERI trace gas retrievals and other spectrometers at Eureka during the sunlit months and perform validation of this new retrieval product that can be used with all AERI systems deployed across the globe. Retrieving total columns of O$_3$, CO, CH$_4$, and N$_2$O will address the questions how will stratospheric and tropospheric O$_3$ change in the future, and what is the state of the Arctic atmosphere during polar night?

5) Implement the SFIT2 retrieval algorithm, which is widely used in the Fourier Transform Infrared (FTIR) remote sounding research community, to retrieve total columns of O$_3$,
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CO, CH₄, and N₂O using a new version that has been modified for emission spectra. Test and validate this algorithm, and examine and compare new retrieval parameters.

1.3 Contributions to This Work

The E-AERI was first managed by Mareile Wolff, a post-doctoral fellow at the University of Toronto. Responsibility for the instrument was transferred to me upon Mareile's departure from the University in September 2009. Sample E-AERI data sets were sent to Mathias Palm (University of Bremen) by Mareile to help test the SFIT2 emission retrieval code on the E-AERI data. A Matlab code to read raw E-AERI spectra files was written by Mareile. The core of this code is used in some of my Matlab scripts when analyzing E-AERI spectra (and has since been extensively modified). All modifications to the SFIT2 retrieval code were performed by Mathias Palm. Testing and troubleshooting of the algorithm were done by me.

Implementation of the new binput files for SFIT2 was performed by me, with help from Felicia Kolonjari (University of Toronto) and Mathias Palm. Installation of the SFIT2+emission code on the Alopex server was done by Felicia Kolonjari.

A Matlab code used to produce profiles of height, pressure, and temperature (zpT files) from Eureka radiosondes was written by Rebecca Batchelor (University of Toronto). These codes were modified and implemented by myself. A priori climatologies used in the trace gas retrieval code were developed by Rodica Lindenmaier (University of Toronto) and Keeyoon Sung (University of Toronto); all modifications of these a priori profiles to extend the profiles down to 10 m for the Zero Altitude PEARL Auxiliary Laboratory (0PAL) retrievals were performed by me. The automation batch script used to run SFIT2_emission on Alopex was written by me with help from Simone Chaudhary (University of Toronto). Error analysis codes were written in IDL by Rebecca Batchelor. I modified these codes so they could be adapted to E-AERI spectra; they were used for all error analyses performed in this report. A Matlab code to calculate the residuals of spectra was written by Jeffrey Taylor (University of Toronto). These codes were modified and implemented by myself.

Initial testing and validation of the E-AERI instrument was performed by engineers and researchers at the University of Wisconsin Space Science and Engineering Centre (UW-SSEC). The daily operation and maintenance of the E-AERI instrument was performed by the
CANDAC operators at Eureka until 2012; after this point I assumed responsibility for the instrument’s operation and condition via remote connection. Troubleshooting problems with the instrument was initially done by Mareile Wolff, Pierre Fogal (University of Toronto), the CANDAC operators, and Kimberly Strong (University of Toronto) in 2008. Pierre Fogal and the CANDAC operators assisted me with performing repairs and shipping parts of the instrument during the spring 2010 ACE Arctic Validation Campaign. Pierre Fogal also assisted me in June 2013 to perform repairs to the E-AERI’s metrology laser. ABB engineer Guillaume Gamache accompanied me during two visits to Eureka, for the spring 2011 ACE Arctic Validation Campaign and again in October 2011, to perform on-site maintenance of the E-AERI; I would like to emphasize Guillaume’s hard work and dedication during this stressful period. Remote retrieval of the E-AERI data has been made possible through the development of an automated FTP network created by Yan Tsehtik (Dalhousie University).

A number of collaborators have helped perform various calculations, the results of which have been included in some of the figures shown in this work. P-AERI spectra have been provided by Penny Rowe and Von Walden (University of Idaho, now University of Washington), and were used extensively in this work. Matlab codes to convert the P-AERI spectra into an SFIT2-readable format were created by myself. Penny Rowe used a retrieval algorithm (which she developed herself) to provide me with P-AERI total column amounts for CO that I used to compare with the SFIT2 results. Penny Rowe analyzed meteorological temperature and precipitable water vapour (PWV) measurements (with help from Dan Weaver, University of Toronto) at Eureka that I used to compare to E-AERI radiances in microwindows sensitive to temperature and PWV, performed a 41-year temperature analysis of Eureka’s temperature trend, and calculated percentages of radiance lost to space in different atmospheric windows. Christopher Cox (University of Idaho) performed the calculations to convert E-AERI radiances to all-sky irradiance for a thin ice crystal cloud analysis. Glen Lesins (Dalhousie University) and Shawn Turner (Environment Canada) ran the Fast Line By Line Radiative Transfer Model that I used to do comparisons with E-AERI spectra.
1.4 Thesis Outline

The introduction to climate change in the Arctic and presentation of the scientific motivation for performing research in this region is given here in Chapter 1. The principles of atmospheric physics and chemistry that are applicable to this work are provided in Chapter 2, and a description of the E-AERI and P-AERI is provided in Chapter 3, including a description of the combined eight-year Eureka AERI dataset.

Chapters 4 through 8 present results using measurements from the E-AERI, as well as the P-AERI, instruments. Chapter 4 describes the E-AERI’s initial measurements and comparisons with the P-AERI, including an investigation of the radiative budgets at two altitudes and comparisons to simulated radiances. Chapter 5 presents IR measurements of clear-sky vs. cloudy skies and a case study of the radiative impact of a thin, low-altitude ice-crystal cloud. Chapter 6 discusses the distributions of downwelling brightness temperatures sorted for clear-sky, thin-cloud, and thick-cloud conditions, and investigates trends in the measured downwelling radiance in the primary cooling-to-space windows as well as trends in the type of cloudiness, temperature, and precipitable water vapour. Chapter 7 discusses the retrieval theory used to perform trace gas retrievals, including the retrieval methodology implemented. Chapter 8 discusses the use of spectra collected by the E-AERI to derive concentrations of trace gases in the atmosphere above Eureka throughout polar night for the first time using a newly modified retrieval algorithm, including full error analysis, comparisons with other spectrometers at PEARL, and an investigation into the diurnal and seasonal trends of these trace gases. Chapter 9 summarizes the results of this thesis and outlines recommendations for future work.
2. **Atmospheric Physics and Chemistry**

In order to understand observations of the atmospheric state, one must develop a theoretical background that is capable of explaining from first principles the methods used to obtain the measurements. For instance, by utilizing our understanding of physics that has been established over decades of research, one can explain how radiation emitted from the Sun travels through space, reaches the top of the Earth’s atmosphere, interacts with the molecules and particles in the atmosphere, and reaches the surface. This understanding can be extended to understanding the radiative transfer on other planets. Since the Industrial Revolution, humans have altered the composition of the atmosphere, which dominates the radiative transfer processes. Thus we must combine two fundamental physical sciences, physics and chemistry, to obtain a more complete understanding of the atmospheric state.

### 2.1 The Earth’s Radiation Budget

#### 2.1.1 Atmospheric Radiative Transfer

The Earth’s atmosphere appears as a thin blue line from space, reaching up to only ~120 km above sea level. The general structure of the atmosphere is illustrated in Figure 2.1. This highly variable structure must be considered when constructing the theoretical understanding of how radiation passes through it. The concept of a ‘blackbody’ helps describe how radiation is absorbed and emitted throughout the atmosphere. A blackbody is any material that absorbs all radiation falling on it, where its absorption and emission of radiation is in equilibrium. The E-AERI makes use of our understanding of blackbody radiation as it measures the downwelling spectral radiance emitted from the atmosphere at particular wavelengths, with spectral calibration achieved by comparison with two blackbodies at known temperatures.
Blackbody radiation is well understood via Planck's Law [Planck, 1901]. Planck's Law describes the spectral radiance emitted from a blackbody in thermal equilibrium at all wavelengths of the electromagnetic spectrum. Planck postulated that atoms behave like small electromagnetic oscillators that each oscillate at a specific frequency. The average energy emitted per oscillator is described by Planck's function, expressing the spectral radiance (also referred to as the intensity, or the ‘source term’), $S(\tilde{v}, T)$, as:

$$S(\tilde{v}, T) = \frac{2\hbar\tilde{v}^3c^2}{e^{(\frac{\hbar\tilde{v}}{k_B T})} - 1}$$

(2.1)
where $T$ is the temperature, $h$ is Planck's constant ($6.626 	imes 10^{-34}$ Js), $\tilde{\nu}$ is the wavenumber [cm$^{-1}$; inverse wavelength], $c$ is the speed of light ($2.99 	imes 10^8$ m/s), and $K_B$ is Boltzmann’s constant ($1.38 	imes 10^{-23}$ m$^2$kg s$^{-2}$K$^{-1}$). Hence the spectral radiance $S$ is the energy per unit time per unit surface area per unit solid angle per unit wavenumber. Eqn. (2.1) can be re-arranged to solve for $T$, now called the brightness temperature (sometimes referred to as ‘radiance temperature’ or ‘apparent temperature’), via:

$$T = \frac{hc\tilde{\nu}}{K_B \ln\left(\frac{2h\tilde{\nu}^3c^2}{S(\tilde{\nu})} + 1\right)}$$

(2.2)

The brightness temperature is the temperature a blackbody would need to have to yield the observed radiance at that wavenumber. By integrating Eqn. (2.1) over all wavenumbers and the solid angle, the energy flux, or the power emitted per unit area, can be obtained by:

$$F = \sigma T^4$$

(2.3)

where $F$ is the irradiance and $\sigma$ is the Stefan-Boltzmann constant ($5.67 \times 10^{-8}$ Js$^{-1}$m$^{-2}$K$^{-4}$). Eqn. (2.3) is the Stefan-Boltzmann Law, which is essentially a measure of the total energy emitted per unit surface area per unit time of a blackbody. From Eqn. (2.1) it is evident that a blackbody will emit radiation at an amount that is dependent upon the frequency of the radiation and temperature as long as it remains in thermodynamic equilibrium. Both (2.1) and (2.3) can be applied to all molecules in the atmosphere below 70 km in altitude, as the temperature is considered uniform in an isotropic radiation field, permitting local thermodynamic equilibrium conditions [Liou, 2002].

Not all radiation reaches the surface of the Earth; when radiation interacts with matter, it can be scattered, absorbed, or emitted. The Beer-Bouguer-Lambert Law, or Beer’s Law [Bouguer, 1729; Perrin, 1948], provides the expression for the decrease in radiation due to an absorbing homogeneous medium as:
\[ I(z) = I(0)e^{-\int k\rho dz} \]  \hspace{1cm} (2.4)

where \( I \) is the radiation intensity at a given height \( z \), \( k \) is the absorption coefficient, and \( \rho \) is the density of the absorbing medium (gas). Beer’s Law does not account for emission however, which can be described by the Planck function in Eqn. (2.1). Schwarzschild’s equation [Schwarzschild, 1914] describes the change in intensity of the radiation at a particular frequency through an absorbing and emitting medium as:

\[ dl = -lk\rho dz + S\kappa dz. \]  \hspace{1cm} (2.5)

The first term is called the sink function and represents the bulk of the atmosphere that absorbs radiation and transfers it into molecular energy (rotational, vibrational, electronic). The second term represents emission of radiation due to vibrational/rotational (for the IR) excited molecular states along the optical path. Note that this equation does not account for other removal processes in the atmosphere, such as scattering (discussed in more detail in the next Sections).

The plane parallel approximation of the atmosphere represents it as having many infinitesimally thin layers from the ground up to the top of the atmosphere. As explained in Liou [2002], on the basis of the energy conservation principle, the absorbed radiant energy heats the layer. This relationship is represented by:

\[ \Delta F(z) = -\rho \Delta z \frac{\partial T}{\partial t} \]  \hspace{1cm} (2.6)

where \( \Delta F(z) \) is the difference between the upward and downward radiation flux density at height \( z \), \( C_p \) is the specific heat at constant pressure, \( T \) is the temperature and \( t \) is the time. By solving Eqn. (2.5) in its integral form and computing the difference between the upward and downward flux densities for a plane parallel atmosphere as shown in Liou [2002], the cooling-to-space term can be obtained:

\[ \left( \frac{\partial T}{\partial t} \right)_{space} = -\frac{1}{\rho C_p \pi S_v(z)} \frac{d}{dz} T_v(z_{\infty} - z) \]  \hspace{1cm} (2.7)
where \( \left( \frac{\partial T}{\partial t} \right)_{\text{space}} \) is the cooling-to-space approximation and \( S_T(z) \) is the Planck function (Eqn. (2.1)) evaluated for the temperature at height \( z \). \( T_v(z_\infty - z) \) is the layer transmission function from height \( z \) up to the top of the atmosphere \( (z_\infty) \) and is equivalent to:

\[
T_v = 2 \int_0^1 e^{-\kappa \mu} \mu d\mu
\]

where \( \mu \) is the cosine of the zenith angle of the radiation incident on a plane parallel atmosphere and \( \kappa \) is the optical depth. The cooling-to-space term given in Eqn. (2.7) is sometimes referred to as the Newtonian cooling approximation, since it assumes an isothermal temperature profile such that local cooling rates are only produced from the emission of a local layer [Liou, 2002].

### 2.1.2 Clouds and the Earth’s Energy Budget

Scattered solar radiation can have a large impact on the atmospheric radiative transfer. Radiation scattered by molecules in the atmosphere is described by Rayleigh scattering [Rayleigh, 1871] but has a negligible impact in the IR portion of the electromagnetic spectrum (< 1% of extinguished vertical radiation) [Houghton, 2002]. Radiation scattered by larger particles, such as clouds and aerosols, has a significantly larger impact in the IR portion of the spectrum however, and is described by Mie scattering [Mie, 1908].

Clouds play a significant role in atmospheric radiative transfer. This is illustrated in Figure 2.2 by both the magnitude and the number of mechanisms by which they affect the radiative budget of the Earth. Note that clouds play an even more significant role in the Arctic than what is illustrated in Figure 2.2 because they act as the primary source of downwelling radiation during polar night [Vavrus, 2004] (Figure 2.2 also omits other processes that are unique to the Arctic, such as large sensible and latent heat in the snow/ice pack and significantly higher albedo for the majority of the year). To complicate the matter, substantial uncertainties and sources of errors when measuring the Earth’s global energy budget are due to cloud distribution and properties [Trenberth et al., 2009]. Hence in order to reduce the uncertainties in our understanding of the Earth’s global energy balance, we must improve our understanding of cloud radiative processes, including cloud cover distributions and trends.
Certain changes in the Arctic climate have a corresponding increase in downwelling radiance [ACIA, 2004; Richter-Menge, 2006; Bekryaev et al., 2010]. As shown in Francis and Hunter [2007], the causes for the increase in the downwelling longwave flux density vary geographically and also depend on micro- and macrophysical cloud properties. The percentage increase in downwelling radiance due to a cloud has been shown to be more significant in the Arctic than in more humid regions [Tobin et al., 1999; Intrieri et al., 2002]. Given the frequency of cloud cover in the high Arctic (> 75° N), this increase in surface radiative forcing due to clouds can have important consequences for the surface energy balance, as shown in Curry et al. [1996]. To characterize changes in downwelling radiance due to water vapour, temperature, and clouds, there is a need for long-term measurements of downwelling radiance in the high Arctic.

Long-term cloudy-sky radiation measurements are also essential for evaluating General Circulation Model (GCM) simulations. As argued in Webb et al. [2001], “if we are to have confidence in predictions from climate models, a necessary (although not sufficient)
requirement is that they should be able to reproduce the observed present-day distribution of clouds and their associated radiative fluxes.” Since IR spectra can be generated from GCMs using radiative transfer models, ground-based measurements of downwelling radiance can be used to evaluate models as was done by the International Satellite Cloud Climatology Project [Klein and Jakob 1999; Webb et al. 2001].

While there are numerous satellite measurements of radiative fluxes, they do not directly measure surface radiative fluxes, making ground-based measurements critical for determining the effect of clouds on surface fluxes. In the Arctic, significant downwelling surface radiative forcing from different types of clouds was observed by a suite of ground-based instruments during the Surface Heat Budget of the Arctic (SHEBA) experiment, including an older extended-range AERI [Tobin et al., 1999; Uttal et al., 2002], but this campaign lasted less than one year. The longest relevant study was performed by Dong et al. [2010]; it used a decade of observations to determine the cloud fraction and radiative forcing over Barrow, Alaska (71°N, 156°W), where an earlier extended-range AERI was deployed in 1998 and continues to operate under the Atmospheric Radiation Measurement (ARM) program [Stokes and Schwartz, 1994; Stamnes et al., 1999; Marty et al., 2003; Knuteson et al., 2004a]. Studies by Cox et al. [2012] and Cox et al. [2014] have used downwelling AERI radiances measured at Eureka from 2006 to 2008 to investigate clear and cloudy-sky fluxes and retrieve cloud properties. Significant differences between the longwave radiation flux were found between Barrow and Eureka [Cox et al., 2012], indicating that surface measurements at more locations are needed to characterize surface radiative forcing across the Arctic – particularly since no long-term measurements of this type exist in the high (> 75° N) Arctic. Thus measurements from the AERI, which can directly measure the radiative properties of clouds (described more in Sect. 3), can be used to improve our understanding of the impact of clouds on the radiative budget in the Arctic.

2.1.3 Surface Cooling-to-Space Windows

Evident in Figure 2.2 are the mechanisms by which the Earth cools itself; namely by emission of radiation to space. If the incoming energy is equivalent to the outgoing energy, then the Earth’s radiation budget is in equilibrium. This isn’t the case however, as 0.9 W/m² is absorbed by the Earth’s surface as indicated in Figure 2.2; it is this imbalance that causes the observed increases in global temperatures [IPCC, 2007]. One of the important mechanisms by
which the Earth cools itself is by emitting thermal IR radiation from near the surface out to space through the atmospheric window. The atmospheric window occurs around 10 µm (~800 to 1250 cm$^{-1}$, or 8 to 12 µm) due to the absence of absorption features from any major greenhouse gas, as illustrated in Figure 2.3. For this reason, this window is considered the primary surface cooling-to-space window and as such is a crucial component in the Earth’s global energy budget, particularly in relation to global warming. Measurements of radiation, such as those made by the AERI, can provide information about changes in the 10 µm surface cooling-to-space window. Note that ‘cooling-to-space’ refers to radiation emitted near the surface that reaches the top of the atmosphere; it occurs at all wavelengths, but cooling to space from the Earth’s surface (as opposed to higher in the atmosphere) occurs primarily in this atmospheric window.

In the Arctic, significant IR surface cooling-to-space can also occur in the 20 µm ‘dirty-window’ (~400 to 600 cm$^{-1}$, or 17 to 25 µm), which is more transparent compared to lower latitudes, in the extremely cold and dry Arctic atmosphere [Tobin et al., 1999]. At lower latitudes, surface cooling-to-space in the 20 µm window is generally much less significant due to strong absorption by water vapour; in the Arctic, the 20 µm window is semi-transparent and hence important for climate and energy balance [Tobin et al., 1999]. The lower temperatures also shift the peak in the Planck function to longer wavelengths, increasing the impact of the 20 µm window in the Arctic [Tobin et al., 1999]. The transition of regimes from surface cooling-to-space at 20 µm to surface cooling-to-space at 10 µm in the Arctic is of interest due to the possible impacts of continued warming, particular during the Arctic winter [Bintanja et al., 2011].
AERIs perform thermal IR measurements with spectral ranges that cover both of these surface cooling-to-space windows of interest. The first AERI installed at Eureka was the Polar-AERI (P-AERI), whose spectral range includes both the 10 µm window and a portion of the
20 µm window from ~500 to 600 cm\(^{-1}\) (17 to 20 µm). In October 2008, installation of the Extended-range AERI (E-AERI) extended the range of the measurements in the 20 µm window down to 400 cm\(^{-1}\) (25 µm).

### 2.2 Fourier Transform Spectroscopy

#### 2.2.1 Infrared Emission Spectroscopy

This work will focus on IR radiation, which is electromagnetic radiation with a wavelength longer than visible light, ranging from 700 nm to 1 mm. As previously discussed, the balance of absorbed and emitted IR radiation determines the Earth’s climate. Combined with the advantageous fact that IR radiation interacts with matter (atmospheric trace gases) at numerous wavelengths, the reason for studying this spectral region is self-evident.

The internal molecular energy is quantized in electronic, vibrational, and rotational energy states. The internal energy of a molecule is described by solutions of the time-independent Schrödinger equation; while exact solutions are not possible, approximations can be made to produce accurate estimates of a molecule’s energy levels. The energy associated with the internal motion of a molecule is manifested via vibrations or rotations of the molecule, corresponding to radiation in the microwave and IR portions of the electromagnetic spectrum. Molecules that have complex charge orientations, such as O\(_3\), have electric dipole moments that permit the molecule to couple with the electric field, allowing the molecule to interact with – that is, absorb, scatter, and/or emit – IR radiation.

Quantum theory dictates that only discrete energy levels of a molecule can exist (as opposed to the classical view of a continuum). Thus there exist unique, discrete vibrational and rotational states associated with a molecule’s rotational-vibrational structure, producing unique, discrete absorption or emission transitions in the IR. Photons are absorbed or released during a molecule's vibrational and rotational transitions, which can then be detected by FTIR spectrometers. In practice, discrete absorption/emission lines (of infinitesimal width) do not exist; instead there is some width (or spread in frequency) of the spectral line due to several effects described below.
Precise knowledge of the strength, width, and general shape of these spectral lines are required in order to extract specific molecular information from spectral lines, including the pressure of the molecule (which provides the altitude) and the molecular concentration (amount). The line strength, \( S \), is directly related to the absorption coefficient, \( k_\nu \), via:

\[
S = \int_{-\infty}^{\infty} k_\nu \, d\nu
\]  

(2.9)

where \( k_\nu \) is normalized. Precise measurements of the strength and shape of spectral lines can be analyzed in the inverse sense to infer the concentration of the molecule.

The spectral lineshape is broadened by the Doppler shift, collisions, and natural broadening. Natural broadening refers to the effect of the Heisenberg Uncertainty Principle [Heisenberg, 1927], whereby the relationship of the energy of a state, \( E \), and its natural lifetime, \( \Delta t \), is:

\[
\Delta E \Delta t \geq \frac{\hbar}{2\pi}
\]  

(2.10)

where \( \hbar \) is Planck’s constant. Planck’s relation shows that changes between two adjacent energy levels, \( E_2 \) and \( E_1 \), gives rise to distinct frequencies of radiation, \( \nu \), via:

\[
E_2 - E_1 = \hbar \nu.
\]  

(2.11)

By combining Eqn. (2.10) with (2.11), we achieve proof that the emitted radiation from a single transition can never be monochromatic and must have some width:

\[
\Delta \nu \geq \frac{1}{2\pi \Delta t}.
\]  

(2.12)

Thus the half-width at half-maximum for natural broadening, \( \alpha_N \), is:
\[ \alpha_N \geq \frac{1}{4\pi \Delta t}. \] (2.13)

However, the typical half-width of an isolated molecule is \(< 3 \times 10^{-4} \text{ cm}^{-1} \) [Banwell, 1983], which is negligible in comparison to other sources of line broadening. Doppler broadening occurs below \(~50 \text{ km}\) and results from the frequency shift along a molecule’s direction of motion (the Doppler effect). The Doppler-shifted frequency, \( \nu \), for a molecule travelling with velocity \( v \), is given by:

\[ \nu = \nu_0 \left(1 + \frac{v}{c}\right) \] (2.14)

for a molecule emitting radiation at the line centre frequency \( \nu_0 \), where \( c \) is the speed of light.

For a gas in local thermodynamic equilibrium, the Maxwell-Boltzmann distribution can be used to describe the Doppler lineshape [Liou, 2002], \( f_D(\nu - \nu_0) \), as:

\[ f_D(\nu - \nu_0) = \frac{1}{\alpha_D \sqrt{\pi}} e^{\left[-\frac{(\nu - \nu_0)^2}{\alpha_D^2}\right]} \] (2.15)

where \( \alpha_D \) is the e-folding line width given by:

\[ \alpha_D = \nu_0 \left(\frac{2K_B T}{mc^2}\right)^{\frac{1}{2}} \] (2.16)

and \( m \) is the mass of the molecule, \( T \) is the temperature, and \( K_B \) is the Boltzmann constant. Note the e-folding width is commonly used for mathematical convenience; the half-width at half-maximum is \( \alpha_D \sqrt{\ln 2} \).

Spectral line broadening due to collisions, called Lorentz broadening, occurs below \(~20 \text{ km}\) and results due to the frequent collisions between molecules in the atmosphere, producing temporary deformations of the molecule. The distribution of the time between collisions behaves according to Poisson’s Law [Lorentz, 1906] and can describe the Lorentz lineshape, \( f_L(\nu - \nu_0) \), as:
where $\alpha_L$ is the half-width at half-maximum:

$$\alpha_L = \alpha_0 \left( \frac{p}{p_0} \right) \left( \frac{T_0}{T} \right)^{\frac{1}{2}}$$

(2.18)

where $p_0$ and $T_0$ are the standard pressure and temperature, and the half-width at half-maximum at standard pressure and temperature, $\alpha_0$, is equivalent to $\sim 0.1 \text{ cm}^{-1}$. Lorentz line broadening dominates in the wings of spectral lines, whereas the Doppler lineshape is stronger in the centre of the line and weaker in the wings. The Lorentz lineshape is not dominant for molecules radiating at lower pressures due to its inherent pressure-dependence, unlike the Doppler lineshape. For the region of the atmosphere where both Lorentz and Doppler lineshapes are applicable, approximately 20 to 50 km, these lineshapes can be convolved to produce the Voigt lineshape [Huang and Yung, 2004], $f_V(\nu - \nu_0)$:

$$f_V(\nu - \nu_0) = f_L(\nu - \nu_0) * f_D(\nu - \nu_0),$$

$$f_V(\nu - \nu_0) = \frac{\alpha_L}{\pi^2 \alpha_D} \int_{-\infty}^{\infty} \frac{1}{(\nu' - \nu_0)^2 + \alpha_L^2} e^{-\left(\frac{(\nu'-\nu_0)^2}{\alpha_D^2}\right)} d\nu'.$$

(2.19)

This Voigt lineshape is commonly used in spectroscopy as a representation of a radiating molecule’s spectral absorption/emission lines.

### 2.2.2 Interferometry

Fourier transform spectroscopy (FTS: also used for Fourier transform spectrometer) is the spectroscopic method used by many research areas that require a combination of high spectral resolution, precision, fast acquisition, and high signal-to-noise ratio (SNR). Invented by Albert Michelson in the 1880s, Fourier transform interferometry remains the core component of many IR spectrometers today [Michelson, 1887; Bell, 1972]. All wavelengths of radiation are
collected simultaneously in a FTIR. A FTIR spectrometer is based on a Michelson Interferometer (MI); a basic illustration of the typical MI design is shown in Figure 2.4. The typical MI consists of two mirrors (one translating back and forth, one stationary), a detector, and a beamsplitter. The MI creates an Optical Path Difference (OPD) between the stationary and moving mirrors due to the different distances the radiation travels. This in turn creates a phase difference between the two beams of radiation. When the two beams are recombined at the beamsplitter, they create an interference pattern, which is a pattern of bright and dark fringes due to the introduced phase difference.

![Illustration of a Michelson interferometer](image-url)

**Figure 2.4:** Illustration of a Michelson interferometer. Radiation from a source first passes through a beamsplitter, sending radiation to both mirrors. The moving mirror creates an optical path difference, which when recombined creates an interference pattern on the detector. Image: [www.cluin.org /programs/21m2/openpath/op-ftir/] accessed January 2014.

Note the actual design of the E-AERI’s interferometer is more complicated; the MI design illustrated in Figure 2.4 is modified to use two cube-corner mirrors joined together in a ‘wishbone’ design such that both mirrors move at the same time, as illustrated in Figure 2.5. This design decreases the physical space required to create the OPD. The E-AERI's beamsplitter is made of potassium bromide (KBr) and transmits half of the radiation and reflects the remaining half, ensuring an equal portion of radiation reaches both mirrors. The fixed and
moving mirrors reflect the radiation back to the beamsplitter, where again half the radiation is reflected and the remaining half is transmitted.

Figure 2.5: Illustration of the E-AERI interferometer. Two cube-corner reflectors (red) mounted on a pivoting ‘wishbone’ structure (purple) are used as moving elements to create the OPD. Image modified from Fu et al. [2007].

The FTIR spectrometer's detector records the interferogram, which can be translated into an absorption/emission spectrum using the Fast Fourier Transform (FFT) algorithm. When the incident wave of radiation is split by the beamsplitter, reflected, $\psi_r$, and transmitted, $\psi_t$, beams are produced. When these beams reflect off the stationary and scanning mirrors, they return to the beamsplitter via:

$$\psi_r = |r||t|A_0e^{i(\omega t-2kx_s+2\pi \varphi_r+2\pi \varphi_t)}$$

(2.20)
\[
\psi_t = |r||t|A_0 e^{i(\omega t - 2kx_2 + 2\pi \varphi_r + 2\pi \varphi_t)}
\]  
(2.21)

where \(A_0\) is the amplitude of the wave, \(x_i\) is the optical path, \(k\) is the wavenumber \((k = 2\pi \tilde{\nu} \hat{k})\) in the \(\hat{k}\) direction, \(\tilde{\nu}\) is the wavenumber (reciprocal of the wavelength), \(|r|\) is the reflection coefficient, \(|t|\) is the transmission coefficient, \(t\) is time, \(\omega\) is the angular frequency, \(\varphi_r\) is the phase shift due to reflection, and \(\varphi_t\) is the phase shift due to transmission. Thus the detector receives the re-combination of these two beams:

\[
\psi_{tot} = \psi_t + \psi_r ,
\]

\[
\psi_{tot} = |r||t|A_0 e^{i(\omega t + 2\pi \varphi_r + 2\pi \varphi_t)}\left[e^{2ikx_1} + e^{2ikx_2}\right].
\]  
(2.22)

It is assumed that the beamsplitter is ideal and splits the beam evenly and compensates for any phase-induced changes upon reflection or transmission, such that:

\[
|r|^2 = |t|^2 = \frac{1}{2}
\]  
(2.23)

\[
\varphi_r = \varphi_t = 0.
\]  
(2.24)

If we define the OPD, \(\Delta x\), as \(\Delta x = x_2 - x_1\) and substitute Eqn.(2.23) and (2.24) into (2.22), we achieve:

\[
\psi_{tot} = \frac{A_0}{2} e^{i\omega t} e^{2ikx_1} \left[e^{2ik\Delta x} + 1\right].
\]  
(2.25)

The corresponding intensity, \(I(x)\), can be found by taking the square modulus:

\[
I(x) = \psi_{tot} \psi_{tot}^*,
\]

\[
I(x) = \frac{A_0^2}{4} (1 + \cos[2k\Delta x]),
\]

\[
I(x) = I_0(1 + \cos[2\pi \tilde{\nu} x])
\]  
(2.26)
where $I_o$ is the constant background signal (equivalent to $\frac{A_0^2}{4}$) and, for simplicity, the OPD is now expressed as $x$ rather than $2\Delta x$. Upon initiation of a scan, the two corner cube mirrors are an equal distance from the beamsplitter such that the OPD = 0. This is known as the point of Zero Path Difference (ZPD). As the scan continues (one corner cube moves towards the beamsplitter, the other moves away from the beamsplitter), the OPD increases and the interferogram can be recorded as a function of the moving mirror's position. For a polychromatic source of radiation, the intensity, $I$, at each position $x$ consists of all wave frequencies superimposed. This results in a significantly more complex looking function than a single sinusoid, which would be expected if only a single wavelength of radiation was present. Hence the amplitude, $I_o$, is composed of spectral intensities that depend on all wavenumbers and the expression must be integrated:

$$I(x) = \int_0^\infty B(\bar{\nu}) \cos(2\pi\bar{\nu}x) \, d\bar{\nu}$$

(2.27)

where $B(\bar{\nu})$ is the wavenumber-dependent spectral intensity and $I_o$ has been left out for simplicity [Pinkus, 1999]. Since the signal at the detector is a superposition of multiple sine waves, the signal is additive and continuous, allowing the use of Fourier decomposition to extract the spectral intensity as a function of wavenumber. Hence the spectrum resulting from the Fourier transform of the interferogram is given by:

$$B(\bar{\nu}) = \int_0^\infty I(x) \cos(2\pi\bar{\nu}x) \, dx .$$

(2.28)

Through the use of the MI, FTIR spectroscopy utilizes the coupled vibrational and rotational transitions that occur in the mid-IR region to produce high-resolution spectra [Jacob, 1999]. Defining the spectral resolution of FTIR spectrometers involves several different criteria and can be calculated using multiple methods; a detailed discussion of this is provided in Lindenmaier [2012]. Because the resolution depends on the resolution criterion applied as well as the apodization function, for the purposes of this work $1/(\text{max OPD})$ is chosen as the ‘nominal resolution’ of the FTIR.
2.2.3 Advantages and Limitations of Fourier Transform Spectroscopy

In general, the interferometers used in FTS have several advantages over other designs, such as diffraction grating or prism spectrometers. About 200 times more power can be sent through the interferometer compared to a grating spectrometer, where the power is limited by the entrance slit [Jacquinot and Dufour, 1948]. Interferometers have large resolving power; the longer the scanning arm is, the greater the OPD, the higher the resolution [Michelson, 1887; Connes, 1987]. Combined with the calibration advantage of the interferometer, which arises from the highly accurate wavenumber sampling that requires no interpolation or wavenumber calibration (unlike in grating or prism spectrometers) [Erickson, 1979; Connes, 1970], this permits interferometers to attain the very high-resolution measurements necessary for high-precision trace gas measurements. Additionally, interferometers receive information from a broad range of spectral wavelengths during each element of a scan, whereas older grating or prism spectrometers receive information only from a very narrow band of wavelengths that reach the exit slit of the instrument at a particular time during each element of the scan [Fellgett, 1951; 1958]. Multiple FTS scans can be co-added together in a relatively short period of time, increasing the measurement’s SNR. Thus FTS spectra can be measured relatively quickly.

The derivation provided in Sect. 2.2.2 is for an ideal system; in reality this isn’t the case. For instance, it was assumed that any phase changes induced by the beamsplitter are compensated for; this does not occur in practice and phase errors usually occur, resulting in a slightly asymmetric interferogram relative to the ZPD. The OPD is also not infinite, creating the need for an apodization factor that imposes the limits of the scan mirror on the Fourier transform [Davis et al., 2001]. The field-of-view (FOV) of the FTS in an ideal case is zero (entrance aperture is infinitely small and located at the focus of the collimator) when in reality the entrance aperture is finite, allowing divergent rays of radiation to enter the spectrometer. The FOV must be known in order to correct for this effect and mitigate the errors it causes (broadening of spectral lines, reducing the resolution). Despite these disadvantages, it is clear that the advantages of a MI FTS are so powerful that today the MI design has been widely adopted and used in applications requiring spectroscopic measurements, from astronomy to atmospheric physics to industry.
2.3 Atmospheric Composition

2.3.1 Overview of the Earth’s Atmospheric Composition

The atmosphere consists of 78% nitrogen and 21% oxygen; a portion of the remaining 1% consists of several different trace gases. Greenhouse gases, such as ozone (O₃), nitrous oxide (N₂O), methane (CH₄), carbon dioxide (CO₂), and water (H₂O) absorb and re-emit a significant amount of this thermal radiation in the atmosphere when compared to other gases, and cause the greenhouse effect.

Several different greenhouse gases are produced as by-products of complete/incomplete combustion of fossil fuels (e.g., by running your car engine) and can be transported to the Arctic atmosphere. Many of these greenhouse gases have long lifetimes (on the order of years, decades, or centuries); hence once released into the atmosphere they have a long impact on the atmospheric chemistry and radiative transfer. The concentrations of many greenhouse gases, particularly CO₂, have drastically changed since the Industrial Revolution, which started in the 1800s [Andrews, 2000; IPCC, 2013]. Figure 2.6 illustrates the sharp increase in CO₂ emissions in the late 1800s, causing an increase in the atmospheric CO₂ concentration. The connection between humankind’s fossil fuel burning and current changes in climate exhibits such statistical significance that the IPCC’s Fifth Assessment Report states that “it is extremely likely (95% confidence) more than half of the observed increase in global average surface temperature from 1951 to 2010 was caused by the anthropogenic increase in greenhouse gas concentrations and other anthropogenic forcings together” [IPCC, 2013].
Due to the limited population in the Arctic, local emissions of greenhouse gases (including ozone-destroying CFCs) are very low. However, in general the Brewer-Dobson circulation transports stratospheric air in the north-south and vertical directions across the globe. The Brewer-Dobson circulation describes how tropospheric (between 0-15 km in alt.) air parcels
at low latitudes move upward into the stratosphere (between about 15-50 km), where they then move poleward. Once these parcels reach the poles, they descend back into the troposphere [Andrews, 2000]. Aside from the Brewer-Dobson circulation, lower-altitude transport of trace gases from northern Eurasia provides the dominant source of pollution measured at the Arctic surface during the winter [Stohl, 2006].

2.3.2 The Importance of Measuring Trace Gases in the High Arctic

There are many gases present in the Earth's atmosphere at extremely low concentrations – these are referred to as trace gases. Despite their smaller concentrations, their ability to significantly affect the radiative balance of the planet warrants their extensive monitoring. Two of the four “grand challenges in atmospheric chemistry” identified in the IGOS Atmospheric Chemistry Theme Report are “stratospheric chemistry and ozone depletion” and “chemistry-climate interactions” [IGOS, 2004]. O₃ is well known as a strong absorber of solar UV-B radiation, which is the main source of heating in the stratosphere. Stratospheric O₃ has declined significantly since about 1980 in response to enhanced chlorine resulting from anthropogenic emissions of CFCs [Solomon, 1999; WMO, 2006]. This is particularly true in the Arctic, where the annually averaged O₃ loss is about 7% since 1979 and, recently, the most severe chemical O₃ loss over the Arctic was recorded in February and March 2011 [Manney et al., 2011; Adams et al., 2012b; Lindenmaier et al., 2012].

A gradual recovery of global stratospheric O₃ is expected due to the signing of the Montreal Protocol and its subsequent amendments to regulate the production of CFCs [Austin et al., 2003; WMO, 2006; IPCC, 2013]. However, a vital remaining question pertains to increasing greenhouse gas concentrations and their impact on climate change, particularly with respect to long-term changes in the formation of polar stratospheric clouds (PSCs) and the polar vortex, requiring ongoing monitoring of stratospheric O₃ recovery [e.g., Shindell et al., 1998; 2001; Schnadt et al., 2002; Schnadt and Dameris, 2003; Rex et al., 2004, Kim and Flatau, 2010]. Thus the impact of climate change on Arctic O₃ recovery remains uncertain; understanding this evolution is the overall goal of CANDAC’s Arctic Middle Atmosphere Chemistry theme mentioned in Chapter 1.2.

Long-term observations are thus essential to address the question of what is the composition of the Arctic atmosphere and how is it changing with time? Eureka is an excellent
location for various scientific studies, ranging from polar ozone depletion, to satellite validation, to characterizing long-range transport. Measurements of other trace gas species measured at Eureka are imperative in order to characterize polar ozone depletion, including N\textsubscript{2}O, which is an important greenhouse gas and has been shown to be one of the most important ozone-depleting substance emitted today [Ravishankara et al., 2009]. Measurements of O\textsubscript{3} and the products of N\textsubscript{2}O, particularly during the winter-time formation of the polar vortex, can provide insight into chemical and dynamical processes occurring in this rapidly changing region.

Such monitoring at Eureka started in 1993 with the installation of a Bomem DA8 FTIR by Environment Canada [Fast et al., 2011] with regular intensive monitoring using the 125HR (and other) spectrometers beginning in 2006 after the establishment of PEARL [Fraser et al., 2009; Batchelor et al., 2009; Fogal et al., 2013]. PEARL is uniquely situated in close proximity to frequent measurements by polar-orbiting satellites, such as the Atmospheric Chemistry Experiment (ACE), making ground-based measurements at this site particularly useful for satellite validation purposes [e.g., Batchelor et al., 2010; Adams et al., 2012a]. The products of biomass burning over northern Eurasia, which has increased significantly over the past 100 years due to human activities, can also be transported to the Arctic and result in CO (among other) total column enhancements [Stohl, 2006; Warneke et al., 2010; Viatte et al., 2014]. This provides a growing source of chemically and radiatively active gases such as CO\textsubscript{2}, CH\textsubscript{4} and other hydrocarbons that can be measured by ground-based spectrometers such as the E-AERI. Photochemistry has a noticeable effect on the budget of trace gases above Eureka: polar night (24-hr darkness) occurs from mid-October to mid-February and rapidly transitions to polar day (24-hr sunlight) from late-April to late-August.

The seasonal variability of these trace gases is measured by the E-AERI at PEARL; for instance, the polar vortex is frequently above Eureka in the spring, with vortex dynamics playing a key role in the ozone budget, whereas in the summer the variability in trace gases is largely dependent on transport from lower latitudes, solar radiation, and chemical reactions. The E-AERI trace gas measurements have been (and will continue to be) integrated with other chemical, dynamical, and cloud/aerosol measurements made at Eureka. The wide range of measurement capabilities that are implemented at Eureka enable the contributions of these interconnected processes to be unravelled.

The new E-AERI trace gas measurement products described in Chapters 7 and 8 complement the ground-based solar-absorption measurements at Eureka, such as the Bruker
125HR at the PEARL Ridge Lab. E-AERI measurements are taken every seven minutes year-round, including polar night when the solar-viewing spectrometers at PEARL are not operated. This allows E-AERI measurements to fill the gap in the PEARL dataset during the four months of polar night, as illustrated in Figure 2.7. Measurements throughout polar night also permit the quantification of the diurnal and seasonal cycle of trace gases for the first time at Eureka, as will be shown. During sunlit periods, the combination of the E-AERI and solar-absorption FTIR measurements enable improved temporal resolution, comparison studies, and measurements from different altitudes (during the E-AERI’s measurements at 0PAL) to improve our understanding of the lower-tropospheric composition (which is of interest for investigating biomass burning events and other pollution plumes that are transported to the high Arctic from southern latitudes) as well as stratospheric composition. The next two subsections describe the chemical processes pertaining to the four trace gases, O₃, CO, CH₄, and N₂O, that were measured by the E-AERI.
2.3.3 Stratospheric Ozone in the Arctic

$O_3$ is a pollutant in the troposphere with harmful effects on the respiratory system, yet beneficial in the stratosphere where it acts as a powerful absorber of harmful UV radiation. The conditions in the Arctic stratosphere can be favorable for the heterogeneous reactions that deplete $O_3$, particularly in the midst of the cold air found in the Arctic polar vortex. The vortex is a large-scale asymmetric cyclonic circulation pattern that occurs during the northern hemisphere winter as a result of the temperature difference between the equator and the pole. It stretches from the upper troposphere to the lower mesosphere, forming in the fall and disintegrating in the spring. It is important to conduct measurements of $O_3$ prior to, during, and
after the formation and breakup of the polar vortex to quantify the chemical and dynamical processes that occur in and around this continually-shifting region, particular with respect to the O₃ loss.

Ozone is naturally generated and destroyed in the stratosphere via the Chapman mechanism [Jacob, 1999]:

\[
\begin{align*}
O_2 + h\nu & \rightarrow O + O \\
O + O_2 + M & \rightarrow O_3 + M \\
O_3 + h\nu & \rightarrow O_2 + O(^1D) \\
O_3 + O & \rightarrow 2O_2
\end{align*}
\]

where \( h\nu \) = UV photon, \( M \) = third body molecule, and \( O(^1D) \) = excited state O atom. The observed ozone loss in the stratosphere over the Arctic is not explained by only these reactions (2.29 to 2.32) – it is mainly caused by the heterogeneous chemistry that occurs in PSCs as a result of CFCs and other ozone-depleting substances [Solomon, 1999].

The northern hemisphere winter results in an increase in both halogen reservoirs (due to the absence of solar radiation to break them apart) such as hydrogen chloride (HCl) and chlorine nitrate (ClONO₂), and chlorine activation (conversion of chlorine reservoir species into an ozone-depleting form) [Hanson and Ravishankara, 1995; Danilin and McConnell, 1995; Jacob, 1999; WMO, 2006]. If long periods of cold temperatures (< 195 K) are maintained during the winter, PSCs consisting of liquid and solid nitric acid (HNO₃), H₂O, and sulfuric acid (H₂SO₄) can form. PSCs provide surfaces for the heterogeneous chemistry of ozone depletion to occur at polar sunrise in the spring.

When the sinks for stratospheric O₃ dominate, the result is the creation of an O₃ hole, such as that found over the South Pole in 1985 (and every year since). O₃ depletion permits excess solar radiation to reach the surface of the Arctic, particularly in the ultra-violet (UV) [Andrews, 2000; WMO, 2006]. To date, springtime ozone loss has been less severe over the Arctic than over Antarctica because Arctic stratospheric temperatures are generally higher, resulting in less frequent formation of PSCs, which are necessary for the heterogeneous chemistry that leads to O₃ destruction.
2.3.4 Tropospheric Chemical Processes in the Arctic

In the upper troposphere, O₃ acts as a greenhouse gas, absorbing some of the IR radiation emitted by the Earth (though much less than CO₂, for instance) [Forster et al., 2007]. It is produced through oxidation of CO, CH₄, and other Non-Methane Volatile Organic Compounds (NMVOCs) in the presence of NOₓ (NO and NO₂) via:

\[
\begin{align*}
\text{CO} + \text{OH} & \rightarrow \text{CO}_2 + \text{H} \quad (2.33) \\
\text{H} + \text{O}_2 + \text{M} & \rightarrow \text{HO}_2 + \text{M} \quad (2.34) \\
\text{HO}_2 + \text{NO} & \rightarrow \text{OH} + \text{NO}_2 \quad (2.35) \\
\text{NO}_2 + h\nu & \rightarrow \text{NO} + \text{O}_3 \quad (2.36) \\
\text{Net}: \text{CO} + 2\text{O}_2 & \rightarrow \text{CO}_2 + \text{O}_3 \quad (2.37)
\end{align*}
\]

The major sink of tropospheric ozone arises from reactions with HO₂ and OH, and dry deposition. The effect of net reaction (2.37) is creation of the greenhouse gases CO₂ and O₃.

Fossil fuel combustion and biomass burning are major sources of CO; its major sink is tropospheric oxidation by OH [Jacob, 1999]. CH₄’s major sink is oxidation by OH and its major sources are wetlands, natural gas, livestock and rice paddies. CH₄ is of particular interest due to its long lifetime (~12 years) and large global-warming potential (23 times more effective than CO₂) [IPCC, 2013].

The primary source of stratospheric NOₓ, which can deplete stratospheric ozone, is N₂O. Because it is very stable (~112 year lifetime) and is generally unreactive in the troposphere, it eventually gets transported to the stratosphere where the majority is converted to N₂ + O via photolysis. N₂O is a strong greenhouse gas that is emitted from the Earth’s oceans, soils, incomplete combustion and agriculture. Thus N₂O acts as a carrier of reactive nitrogen to the stratosphere and, given its increasing anthropogenic emissions [IPCC, 2013], is of particular interest.
3. **The Extended-range Atmospheric Emitted Radiance Interferometer**

Precise, accurate, and well-calibrated instruments are the cornerstone of science. For hundreds of years, instrumentation has served as one of the greatest tools to discern the falsifiability of a scientific theory. Yet with exponential increases in technology come increasingly intricate and complicated scientific instruments that require increasingly stringent and detailed operation and validation. In order to determine the extent of the changing climate, one must utilize a suite of reliable scientific instruments capable of measuring different properties of the atmosphere to a high degree of accuracy over a continuous, long period of time. As the demand for these types of measurements has risen, so has the implementation of new, state-of-the-art, prototype instruments (and their successors) that measure specific aspects of the changing climate to an unprecedented level of accuracy and reliability.

*Portions of this Chapter have been published in Mariani et al. (2012a, 2012b, and 2013).*

### 3.1 Measurement site: Eureka, Nunavut

CANDAC has equipped PEARL at Eureka, Nunavut (80°N, 86°W) for measurements during International Polar Year (IPY, project 196) and beyond. Eureka is isolated and remote (there is no town within hundreds of km) and is only populated by eight staff members from Environment Canada’s Eureka Weather Station.
There are two additional laboratories at Eureka besides the PEARL Ridge Lab (at 610 m a.s.l.): OPAL located at 10 m above sea level near Environment Canada’s Eureka Weather Station (15 km away from the PEARL Ridge Lab), and the Surface and Atmospheric Flux, Irradiance and Radiation Extension (SAFIRE), located two km from the Weather Station. There are over two dozen instruments installed at these three laboratories that measure a variety of atmospheric properties, and additional meteorological measurements are taken at Environment Canada’s Eureka Weather Station [Fogal et al., 2013].

The E-AERI was installed in October 2008 and acquired one full year of measurements at the PEARL Ridge Lab. In September 2009, the E-AERI was moved to OPAL, where it has remained. The geography surrounding the two measurement sites is seen in Figure 3.1. Measurements of downwelling radiance from an altitude of 10 m continue to be taken at OPAL to determine concentrations of trace gases and investigate IR cooling in the 20 µm region.

Figure 3.1: Satellite composite image of Eureka on Ellesmere Island (insert: highlighted in red, black diamond is Eureka), Nunavut, Canada in the early summer. Right photos are of the PEARL Ridge Lab (top, photo: Paul Loewen) and OPAL (bottom, photo: Zen Mariani) in winter. The PEARL Ridge Lab and OPAL are separated by 15 km and their locations are indicated on the left image. Left image: © 2013 Google, © 2013 TerraMetrics. Left insert: © 2013 Wikipedia.
3.2 Description of the E-AERI

3.2.1 Generations of AERI Instruments

AERI instruments were developed at the University of Wisconsin Space Science and Engineering Centre (UW-SSEC) from 1989 to 1998 using an MR100 spectroradiometer developed from an MB-120 interferometer designed for industrial applications by ABB Bomem Inc. of Quebec, Canada [Collard et al., 1995]. A suite of AERI instruments was then developed for the ARM program [DOE, 1990] Climate Research Facility sites in the Southern Great Plains (Oklahoma), the North Slope of Alaska, and the Tropical Western Pacific [Stokes and Schwartz, 1994, Knuteson et al., 2004a]. In addition to the downwelling radiance measurements, measurements of the atmospheric state (e.g., radiosonde profiles) are made at these sites, allowing for radiance simulations [Ellingson and Wiscombe, 1996]. These AERI systems have collected over a decade of data at the ARM sites and have been used to generate climatologies in downwelling IR radiance [Turner and Gero, 2011] and to investigate long-term trends [Gero and Turner, 2011]. In addition to the ARM AERIs, other AERI instruments include the Marine AERI (M-AERI) [Minnett et al., 2001], the University of Denver’s high-resolution AERI-X deployed at the PEARL Ridge Lab from 1994-2002 [Olson et al., 1996], and the University of Idaho’s Polar AERI (P-AERI) [Walden et al., 2005, Rowe et al., 2008]. The current network of AERI systems deployed around the globe is illustrated in Figure 3.2.
The newest (4th) generation AERI (e.g., the E-AERI installed at PEARL) was developed by ABB under commercial license from UW-SSEC. These AERIs incorporate the newest generation of ABB Bomem’s FTIR spectroradiometer, a UW-SSEC blackbody cavity, the latest signal conditioning units, and a new detector/Stirling cooler with an extended lifetime (compared to its predecessor). The new AERI configuration allows in-field replacement of the Stirling cooler and metrology laser. The software has been updated with a combination of ABB software for data acquisition and instrument communication/control interface, and UW-SSEC software for post-processing and atmospheric science functions to ease future evolution of hardware and software by each party. The new AERIs also include front-end and back-end enclosures that protect against atmospheric precipitation and temperature variation, respectively. In addition to these modifications, the E-AERI extends the spectral coverage range of a standard AERI (520-3000 cm⁻¹) to 400-3000 cm⁻¹. The spectral range of the E-AERI covers the so-called “dirty window” (around 400 cm⁻¹, or 25 µm), where much of the IR cooling currently occurs in the dry air of the Arctic.
The emitted thermal radiance measured by the E-AERI is primarily dependent on the water vapour content and temperature of the atmosphere in cloud-free scenes. Therefore, temperature and humidity profiles of the planetary boundary layer can be retrieved from AERI and E-AERI spectra, as demonstrated in Feltz et al. [1998], Smith et al. [1999], and Turner et al. [2000]. This allows for high-temporal-resolution records and analyses of temperature and water vapour changes due to mesoscale meteorological features. The sampling interval of approximately seven minutes allows the study of short-term meteorological phenomena in the lower atmosphere, e.g., inversion developments, cloud effects, and front passages.

### 3.2.2 Instrument Design

The E-AERI measures radiance by the use of a FTS, calibrated with two blackbodies. It is composed of three distinct parts: the front-end (housing the input optics), the back-end (housing the electronic modules and interferometer), and the computer (standard off-the-shelf laptop). The front-end optics consists of two blackbodies and the scene mirror. The scene mirror has a gold reflecting surface and is mounted at 45° to the motor rotation axis, which is in turn positioned coincident with the interferometer input optical axis. This configuration allows different views: nadir, zenith (sky), Ambient Blackbody (AB) and Hot Blackbody (HB). Steady air flow is provided by a fan within the front-end enclosure to push dust and dirt particles away from the scene mirror. Seasonal cleaning of the scene mirror is performed by on-site operators to remove any accumulated dust and dirt, maintaining the mirror’s reflectivity. The scene mirror directs IR radiation through an IR-transmitting optical window into the interferometer at the back-end portion of the instrument. Temperature, pressure, relative humidity, and rain/Sun sensors are also monitored to obtain complete knowledge of the measurement conditions.

The interferometer is an MR-300 series FTS that measures a double-sided interferogram, installed in the back-end portion of the instrument. The maximum OPD is 1 cm, providing a spectral resolution of $1 \text{ cm}^{-1}$. Two IR-detecting channels are supported by an extended-range photoconductive mercury cadmium telluride (MCT) detector coupled with a photovoltaic indium antimonide (InSb) detector mounted in a sandwich configuration. The detectors are housed in a dewar and cooled below 70 K by a linear Stirling-cycle cryo-cooler. Electronic modules (signal conditioning electronics, blackbody temperature controller, and Stirling cooler
support electronics) are mounted in the back-end. The temperatures of the back-end components are kept stable through a temperature control unit.

The instrument is designed to be configured as stand-alone or mounted thru-wall. An enclosure protects the instrument against Sun, rain, snow, wind, sand, etc. Currently, the instrument is removed from its mobile base for thru-wall installation and is fixed on a mounting platform. The photographs in Figure 3.3 were taken after the E-AERI was installed using the thru-wall configuration in a penthouse on the roof of the PEARL Ridge Lab. The front-end is outside the building, detached from the back-end and sealed to the external wall (see arrow in left side of Figure 3.3), while the back-end is inside the building (right side of Figure 3.3). A schematic of the E-AERI illustrates the instrument’s thru-wall configuration and several key components in Figure 3.4.

Figure 3.3: Exterior [left, red arrow] and interior [right] views of the E-AERI installed on the roof of the PEARL Ridge Lab using the thru-wall configuration. [Left]: Front-end portion of the E-AERI instrument housing the optics; the hatch is closed during precipitation events (photo: Stephane Lantagne). [Right]: The back-end portion of the E-AERI instrument with its internal protective enclosure temporarily removed to show the MR-300 series interferometer housing and electronic modules (photo: Zen Mariani).
The electronics and the FTS contained within the back-end enclosure (shown opened in Figure 3.3) can operate between -30°C and +40°C. A temperature control unit maintains it at a constant temperature. The front-end enclosure protects against precipitation (both rain and snow) but is not stabilized in temperature; it is free running near the ambient temperature. Two Vaisala DRD11A precipitation sensors (one elevated and one flush with the enclosure) detect any precipitation occurring. A hatch, actuated by the precipitation sensors or directly by the user or instrument commanding script, can be closed to protect the input optics, or opened to look at the atmosphere (these components are labelled in Figure 3.4). In the presence of precipitation, the system will automatically close the hatch and turn itself off in a self-protection mode that does not allow sky measurement. After the precipitation ends, the system returns to normal acquisition mode. Temperature, pressure, relative humidity, and Sun sensors are also monitored in the enclosure to obtain knowledge of the measurement conditions.
3.2.3 Instrument Measurements

One measurement cycle includes a zenith-sky measurement as well as calibration measurements of the blackbodies to ensure accurately calibrated zenith-sky spectra. Measurements are independent of sunlight or moonlight and are only interrupted during precipitation events to prevent damage of the optics. The E-AERI is designed to operate on two different repeating scene-mirror schedules in which the downwelling IR radiation is bracketed by views of the reference blackbodies. Rapid sampling mode is used in order to follow very short-term changes due to variable cloud-cover. In this mode, the E-AERI scene mirror pivots such that the instrument looks at the HB, AB, and then Sky View (SV) in the following order: HB AB SV SV SV SV SV SV SV SV SV AB HB. This is useful for quick measurements of the sky to detect changes in frontal passages. However, in the time between blackbody measurements, the ambient and instrument temperatures can drift during the calibration period, resulting in mis-calibrated spectra [Knuteson et al., 2004b]. For this reason, the E-AERI is usually operated in slow sampling mode, following the pattern: HB AB SV AB HB. This method sandwiches each SV measurement between blackbody measurements, improving the calibration of the spectra.

The instrument performs two Michelson mirror sweeps (forward and backward) for each spectrum. Co-adding spectra for the blackbodies takes about two minutes each, and for the sky view it takes about three minutes, such that 127 co-adds are performed for each blackbody measurement and 248 co-adds are performed for each SV measurement. Co-adding spectra is a common technique employed to increase the SNR by adding successive spectra to create the mean spectra corresponding to an individual sky dwell period [Knuteson et al., 2004b]. Spectral information will add up faster than the noise, allowing an increase in the SNR by a factor of $\sqrt{n}$, where $n = \text{number of co-adds}$.

The standard E-AERI data product consists of calibrated downwelling radiance spectra from the two detectors: 400-1800 (MCT) and 1800-3000 cm$^{-1}$ (InSb). Combined, these form a continuous spectrum from 400-3000 cm$^{-1}$. Two data description files and one summary file contain measurement time, instrument parameter metrics, mean radiance, imaginary radiance, corrective offset, responsivity, brightness temperature (sometimes referred to as radiance temperature), blackbody temperature drift, and scene Noise Equivalent Spectral Radiance (NESR) from each detector for each seven-minute sampling interval. The radiance data are automatically processed using instrument-related corrections such as those described in
Knuteson *et al.* [2004b], resulting in calibrated radiances with a standardized spectral scale in real time.

### 3.2.4 Comparisons to Other Ground-based Emission Spectrometers

The E-AERI has been designed to record emission measurements over a broad region of the IR spectrum that includes atmospheric trace gas emission lines and the so-called ‘dirty window’ around 400 cm\(^{-1}\), where much of the near-surface IR cooling to space occurs in the Arctic (this spectral region becomes more transparent due to the extremely cold and dry Arctic atmosphere) [Clough *et al.*, 1992; Tobin *et al.*, 1999]. Other ground-based emission spectrometers are used to study near-IR the emission spectroscopy of distant stars [e.g., Waldmann *et al.*, 2012] or are designed to measure different atmospheric trace gases (for instance, millimeter-wave radiometers (MWRs) such as the Kiruna millimeter-wave radiometer (KIMRA) [Raffalski *et al.*, 2005]). Aside from the spectral region measured, MWRs differ from the E-AERI in that they require their detectors to be cooled to significantly lower temperatures (< 35 K) than the E-AERI (< 70 K) in order to detect the faint millimeter-wave emission lines. MWRs typically measure weaker emission signals but have higher spectral resolution than the E-AERI. The E-AERI is also zenith-viewing, permitting measurements directly above the site’s location, whereas many emission spectrometers (including some MWRs and older generations of the AERI system) use a slant path to increase the emission signal. The E-AERI software system performs all necessary data calibration and quality control in real-time and, like most MWRs, is fully automated and can be controlled remotely.

Emission spectrometers can be deployed off the ground and utilize different viewing geometries. For instance, the Michelson Interferometer for Passive Atmospheric Sounding (MIPAS) instrument on Envisat and its balloon-borne version (MIPAS-B) measure vertical profiles of trace gases using IR limb-emission sounding [Fischer and Oelhaf, 1996]. The Spectroscopy of the Atmosphere using Far InfraRed Emission - Airborne (SAFIRE-A) operates in the far-IR spectral region, making limb sounding observations of atmospheric emission from high-altitude aircraft [Bianchini *et al.*, 2003]. The Scanning Infrared Gas Imaging System (SIGIS) is a ground-based thermal emission IR spectrometer that measures volcanic SO\(_2\) and SiF\(_4\). To do this, SIGIS (and other instruments that measure volcanic emissions) uses the radiation of the volcanic gas itself, allowing for continuous monitoring day and night of the
volcanic plume [Stremme et al., 2012 and references therein]. Compared to the E-AERI, some other ground-based IR emission spectrometers used in the past, such as the Bruker IFS-120M and the Radiation Explorer in the Far InfraRed-Prototype for Applications in Development (REFIR-PAD) [Becker and Notholt, 1997; Bianchini et al., 2010], have had a narrower spectral range but greater spectral resolution. For all these instruments, the spectra are calibrated using one or more blackbodies. Where one blackbody is used (such as with MIPAS-B), the instrument views cold space as the cold source and the blackbody as the hot source. Since the E-AERI cannot view cold space from the ground, it uses two blackbodies (ambient and hot) for its calibration.

3.2.5 The Combined Eureka AERI Dataset

The installation of the E-AERI at PEARL was preceded by a similar AERI, which was deployed at 0PAL from March 2006 to June 2009 (and was subsequently deployed in Summit, Greenland). The University of Idaho’s Polar Atmospheric Emitted Radiance Interferometer (P-AERI) was deployed at 0PAL from March 2006 to June 2009. The two instruments are similar, but the P-AERI does not provide spectral coverage below 500 cm$^{-1}$. Thus from October 2008 to June 2009 there were two AERI instruments operating at Eureka at two altitudes. P-AERI measurements were recently used to identify significant differences in downwelling fluxes between Barrow and Eureka [Cox et al., 2012]. There were only two data gaps during this measurement period (occurring in June 2007 and April/May 2008), resulting in good temporal coverage from 2006-2009. The P-AERI is an older, 2nd generation AERI instrument with a spectral range of ~500 to 3000 cm$^{-1}$ (3.3 to 20 µm); however, careful analysis of calibration accuracy indicates that although noise begins to increase rapidly below 500 cm$^{-1}$, P-AERI spectra are well calibrated down to 494 cm$^{-1}$ [Rowe et al., 2011a, 2011b] and therefore the spectral region from 494 to 500 cm$^{-1}$ can be used as long as spectral and/or temporal averaging is performed to reduce the noise. The instrument has been deployed on numerous field campaigns at different remote sites and extensively characterized, and its data has undergone quality control [Walden et al., 2005; Town et al., 2005, 2007; Rowe et al., 2008, 2011a, 2011b].

The radiometric calibration absolute accuracy is < 1% of the ambient blackbody radiance for both AERIs [Knutson et al., 2004b]. Thus it is possible to determine whether the instrument’s noise level or sensitivity has changed significantly over time; both instruments’
noise-equivalent radiances were relatively constant over their respective measurement periods, indicating consistency throughout the dataset. The usefulness of this approach with respect to combining measurements from different AERIs for a single long-term dataset is discussed in more detail in Turner and Gero [2011]. Coincident E-AERI and P-AERI radiances are discussed in Sect. 4.1 of this thesis; measured radiances agreed within noise and indicated consistency between the two instruments.

The P-AERI operates in rapid sampling mode, which produces calibrated spectra every ~40 s. Since the E-AERI operates in a slower sampling mode (every ~7 minutes), the P-AERI spectra were averaged within each simultaneous E-AERI measurement to match the temporal resolution of the E-AERI, which matches the approach used to produce the Southern Great Plains (SGP) climatology in Turner and Gero [2011]. Thus we can combine the two AERI datasets into a single eight-year (and continuing) Eureka AERI dataset that consists of over 250,000 quality-controlled 7-minute-averaged spectra starting in March 2006 with the P-AERI and extending to August 2013 (in this work) with the E-AERI, as illustrated in Figure 3.5. A detailed description and time series of E-AERI issues are provided in the Appendix and are useful for future AERI users as a reference for troubleshooting AERI issues and a guide for other new 4th-generation AERI systems.

The gaps in the dataset are discussed in the Appendix; as a result of these measurement gaps, the E-AERI dataset is not as evenly distributed as the P-AERI: 51%, 31%, and 18% of P-AERI measurements occurred during winter, summer, and fall/spring, respectively, whereas 60%, 24%, and 16% of E-AERI measurements occurred during these same periods. Seasons are defined (see Sect. 5.3) so that winter, summer, and fall/spring take up 58%, 25%, and 17% of the year.
3.3 Blackbody Calibration

Measurements of the emission from the two blackbodies are used to calibrate the skyview measurement. The two calibration blackbodies are of identical construction, each consisting of a thermally isolated cavity that is painted with a high-emissivity diffuse black paint. The emissivity of both blackbodies is $> 0.999 \pm 0.1\%$. Each cavity contains a heater, a feedback thermistor and three thermistor sensors. Each blackbody’s temperature can be set using the instrument’s software. For operation at PEARL, the HB is set at 310 K and the AB operates at the outside temperature.

Figure 3.5: Number of AERI observations for each month in the combined Eureka AERI dataset ending August 2013. Bars are coloured black for winter (October – April), blue for fall/spring (May and September), and red for summer (June – August) months. The overlap period where two AERIs operated at two altitudes is indicated in the region with arrows. Gaps exist due to instrument repair or maintenance, as outlined in Table A.1.
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The E-AERI calibration methodology uses a pair of HB/AB views bracketing the SV measurements. The blackbody temperatures are fit to a linear function of time to account for changes in the instrument temperature during a calibration sequence. Similarly, a linear interpolation to the centre of the SV time is performed for each HB and AB measurement. The approach shown here for radiometric calibration of the E-AERI system is based on that of Revercomb et al. [1988]. Using the Planck Function (Eqn. (2.1)), the HB and AB radiance at temperature $T$ can be calculated:

$$B^H_\nu = \epsilon^H_\nu B_\nu(T^H) + (1 - \epsilon^H_\nu)B_\nu(T^R)$$  (3.1)

$$B^A_\nu = \epsilon^A_\nu B_\nu(T^A) + (1 - \epsilon^A_\nu)B_\nu(T^R)$$  (3.2)

where $H =$ Hot blackbody, $A =$ Ambient blackbody, $B^x_\nu =$ calculated Planck function radiance for the HB/AB, $\epsilon^x_\nu =$ emissivity spectra for HB/AB, $B_\nu(T^s) =$ Planck function radiance at observed temperature $T^s$, and $T^R =$ reflected temperature (radiative temperature of the environment that enters the blackbody cavity). $T^R$ is estimated using the blackbody support structure temperature.

Using Eqns. (3.1) and (3.2), the calibrated radiance, $N_\nu$, at wavenumber $\nu$ can be found:

$$N_\nu = (B^H_\nu - B^A_\nu)R_E\left[\frac{(S^S_\nu - S^A_\nu)}{(S^H_\nu - S^A_\nu)}\right] + B^A_\nu$$  (3.3)

where $R_E =$ real part of the complex argument, $S^S_\nu =$ scene view of the sky (zenith-viewing), $S^A_\nu =$ scene view of the AB (when radiation from the blackbody is directed into the spectrometer), and $S^H_\nu =$ scene view of the HB. Because of the complex exponential in the definition of the Fourier transform, the spectra will have both real and imaginary parts. The imaginary part of the complex argument (not shown in Eqn. (3.3)) is zero within the instrument noise [Knuteson et al., 2004b]. Calibrated radiances for each sweep direction (forward and backward Michelson mirror sweeps) are averaged, creating the mean calibrated radiance for each SV period. Details of the instrument’s operating software, which permits fully-automated measurements to take place, are described in the Appendix.
3.4 Certification Procedure

To validate its performance, the entire E-AERI underwent calibration and certification testing according to UW-SSEC standards and procedures. The E-AERI has undergone certification tests three times: one initial certification test after the instrument was constructed took place in September 2008 at UW-SSEC, and two calibration and acceptance tests performed on-site at Eureka by Guillaume Gamache (ABB) and me in February 2011 and again in November 2011 to ensure instrument performance stability and measurement reliability. All three times, the E-AERI has successfully passed UW-SSEC certification standards, with the exception of performing a side-by-side clear-sky comparison the latter two times with an additional AERI (since no additional AERI was available at Eureka). The certification procedure is labour-intensive, requiring several days’ worth of measurements, complete disassembly/reassembly of the instrument (in order to access certain ports, etc.), and additional equipment (a third BB, mapping equipment, etc.) from UW-SSEC. All test results are recorded and sent to UW-SSEC personnel for inspection and approval. The general certification procedure for a 4th generation AERI instrument is:

a) Disassemble E-AERI from thru-wall configuration and reassemble as stand-alone.
b) NESR measurement: described below.
c) Nonlinearity test: described below.
d) Radiometric calibration verification test: described below.
e) Resistance test: use 2 external resistance boxes (from UW-SSEC) to test the E-AERI’s multimeters and other electronic equipment to ensure reliable electronics using certification software from ABB.
f) Spectral stability test: described below.
g) Wavenumber calibration: use ABB certification software to find an effective laser wavenumber value for the HeNe laser that provides the best spectral match for regions of regular spectral lines.
h) Disassemble E-AERI as stand-alone configuration and re-assemble as thru-wall.
i) FOV mapping: Use a pinhole white light and map instrument’s signal using Excel software from ABB (described in more detail below).
j) Submit results to UW-SSEC for inspection.
The performance characteristics of the E-AERI are summarized in Table 3.1. Items with a ‘*’ indicate performance metrics verified during calibration at UW-SSEC. Initial measurements of the NESR were performed in Quebec City (before shipping to Eureka) and again at Eureka immediately after its arrival in October 2008. The root-mean-square (RMS) of the variation in the calibrated radiances from 284 spectra of the HB determines the NESR. NESR measurements taken at Eureka are shown in Figure 3.6. The observed increase in noise at 667 cm\(^{-1}\) and from 2300-2400 cm\(^{-1}\) is due to CO\(_2\) absorption inside the instrument, which reduces responsivity. For both the long wavelength (LW; MCT) and short wavelength (SW; InSb) bands, the NESR is well below the specified requirement; about one-half and one-third of the specification for the LW and SW, respectively. One exception is in the region around 400 cm\(^{-1}\); the new detector installed in November 2011 decreased the noise in this region to below the specified requirement, as shown in Figure 3.7. Additional information about the certification procedure and results is available at: https://groups.ssec.wisc.edu/groups/aeri/cal-vals/e-aeri-001/nov-2011-post-repair-acceptance-testing/aeri-101-nov.-2011-post-repair-acceptance-testing.
Table 3.1: E-AERI instrument performance. Items with a ‘*’ indicate performance metrics verified during calibration at UW-SSEC in September 2008.

<table>
<thead>
<tr>
<th>Item</th>
<th>Performance</th>
</tr>
</thead>
</table>
| **General System Elements** | - ABB Bomem MR-300 Michelson interferometer with PC computer interface  
- Full-aperture temperature-controlled calibration reference sources  
- Automated system for providing sequential views of the sky (zenith) and two blackbodies (one at ambient temperature, one at 37°C) for radiometric calibration  
- Environmental Monitoring System, for blackbody temperature data  
- Computer and Data Handling System, for sequencing all E-AERI operations and data handling, including acquisition, processing, display, and networking  |
| **Spectral range** | 400-3000 cm\(^{-1}\) (3.3-25 µm)  |
| **Spectral resolution** | 1.0 cm\(^{-1}\), unapodized maximum optical path difference [OPD] of 1 cm  |
| **Spectral line stability** | < 10 ppm change in the 1918 cm\(^{-1}\) water line concentration  |
| **Spatial and angular FOV** | 46 ± 1 mrad full angle  |
| **Radiometric calibration absolute accuracy** | < 1% of ambient blackbody radiance  |
| **Reproducibility** | < 0.2% of ambient blackbody radiance  |
| **Blackbody cavity characterization** | - Temperature Knowledge: ± 0.1°C of absolute temperature  
- Emissivity knowledge: better than ± 0.1%  
- Temperature stability: better than 0.05°C over viewing period (> 120 s)  |
| **Nonlinearity knowledge** | Better than 0.1%  |
| **Polarization** | Scene mirror imposes < 0.1% polarization on incident unpolarized radiation  |
| **Wavelength calibration** | Channel wavenumber knowledge: better than 0.01 cm\(^{-1}\)  |
| **Noise (RMS for 2-min blackbody view)** | <0.4 mW (m\(^2\) sr cm\(^{-1}\))\(^{-1}\) for 420-1400 cm\(^{-1}\) (except 667 cm\(^{-1}\), where CO\(_2\) in the instrument reduces responsivity)  
<0.015 mW (m\(^2\) sr cm\(^{-1}\))\(^{-1}\) for 2000-2600 cm\(^{-1}\) (except 2300-2400 cm\(^{-1}\), where CO\(_2\) in the instrument reduces responsivity)  |
| **Temporal sampling** | Repeat cycle: ≈ 7 min  
Interferometer scan period: <2 s  |
| **Detectors** | Two detectors are mounted in sandwich configuration covering two spectral regions:  
Channel one (400-1800 cm\(^{-1}\)): extended-range photoconductive mercury cadmium telluride (MCT)  
Channel two (1800-3000 cm\(^{-1}\)): photovoltaic indium antimonide (InSb)  |
| **Beamsplitter** | Potassium bromide (KBr)  |
| **Operational requirement** | Automatic control system hardware contains these features:  
- Scheduled sequencing of the following operations:  
  - Scene switching between sky and blackbody views  
  - Interferometer and housekeeping data acquisition and transfer  
- Capability of remotely changing the operation listed above  
- 24-hour continuous operations with data output at 7-min intervals  
- Linear stirling-cycle cryo-cooler keeps detectors cooled down below 70 K  
- Real-time display with flags for out-of-limit conditions  |
| **Operating environment** | Operating temperature:  
  - Spectroradiometer (back-end) enclosure: -30° to +40°C  
  - Input and calibration (front-end) enclosure: -70° to +40°C  |
| **Data products** | Primary (required for scientific use):  
  - Calibrated spectra  
  - Standard deviation for blackbody and sky views  
  - Calibration coefficient and blackbody temperature  
Secondary (auxiliary information for real-time monitoring and quality control):  
  - Ambient air temperature  
  - Ambient pressure  
  - Ambient humidity  
  - Instrument housekeeping data  |
Figure 3.6: NESR test for the MCT [left] and InSb [right] detectors performed in October 2008 in Eureka. The solid black line indicates the specified requirement for the NESR test. The elevated black line indicates the spectral region where the NESR is expected to increase due to CO$_2$ in the instrument.

Figure 3.7: NESR test for the MCT [left] and InSb [right] detectors performed in November 2011 in Eureka. The dashed black line indicates the specified requirement for the NESR test.

A four-body nonlinearity test was performed using the AB, HB (set to 330 K for these tests), an intermediate blackbody (temperature between AB and HB, around 318 K), and an IceBlackbody (IB) at 273 K. The intermediate blackbody and IB are used as external reference sources to verify blackbody temperature knowledge. These external reference sources are calibrated using the same National Institute of Standards and Technology traceable approach as used for the other blackbodies. During the test period, the scene mirror views each blackbody to measure the blackbody temperatures over several hours to ensure stability and reduce the noise level. A nonlinear correction factor is then applied to the E-AERI BB calibration.
Examples of the radiometric calibration verification test results are shown in Figure 3.8 for the intermediate body and IB. Water vapour has strong absorption between 1450 and 1800 cm$^{-1}$ and CO$_2$ has strong absorption around 667 and 2380 cm$^{-1}$, resulting in the observed discrepancies in these regions. The IB measurement has an offset of 0.2 K; this is comparable to the error of ±0.2 K for other AERI systems [Knuteson et al., 2004a]. This error can be due to incorrect placement of the ice-body (too far away or not exactly centred).

![Figure 3.8: Laboratory radiometric calibration verification ‘four-body’ test results conducted at UW-SSEC on September 27, 2008 before deployment to Eureka. [Left]: Intermediate black-body brightness temperature spectrum. [Right]: IB brightness temperature spectrum. The measured spectrum (red) is the temporal-averaged calibrated radiance converted to equivalent blackbody brightness temperature. Note the y-axis range in both panels is 1 K. The black line indicates the predicted blackbody temperature.](image)

A side-by-side comparison with two UW-SSEC AERI systems, the AERI-07 (with an extended-range detector) and the AERI-Bago (AERI-03), was performed as shown in Figure 3.9. These instruments have been employed in numerous measurement campaigns and are considered reliable benchmarks for measurement inter-comparison purposes [Knuteson et al., 2004a]. Results from these comparisons indicate that agreement between the E-AERI and the other two instruments is comparable to the agreement between the AERI-07 and AERI-Bago, as shown in Figure 3.10, verifying the accuracy of the E-AERI radiances [UW-SSEC, 2008].
Figure 3.9 Side-by-side comparisons of the E-AERI at UW-SSEC in September 2008 with two similar AERIs (Photo: UW-SSEC).

Figure 3.10: Radiance measurements during two outside side-by-side tests performed at UW-SSEC. Top panels display measured radiance \((RU = \text{mW/}(\text{m}^2 \text{ sr cm}^{-1}))\) with residuals in the bottom panels.
The instrument’s FOV is carefully mapped using a pinhole light to correct for the small effects of instrument self-apodization on the Instrument Line Shape (ILS). The result is an ‘ideal’ sinc function ILS, which is described in more detail in Knuteson *et al.* [2004b] along with the correction methodology used on the spectra. Three FOV tests were performed on the zenith-sky, HB, and AB views and confirmed proper optical alignment of the source and reference blackbody cavities. Figure 3.11 illustrates the FOV mapping for the HB. All values on the periphery are zero, indicating that the FOV has a clear path to the HB. Similar results were obtained for the zenith-sky and AB tests. The wavenumber knowledge was found to be 0.0018 cm$^{-1}$, which is better than the 0.01 cm$^{-1}$ requirement. A spectral line stability test was performed by tracking any shift in the peak of the 1918 cm$^{-1}$ water line during the ambient blackbody measurements for 600 minutes. The spectral line stability meets the requirement of < 10 ppm, as shown in Figure 3.12.

Figure 3.11: Typical radiometric FOV mapping of the aperture of the E-AERI HB. Values around the periphery are zero, verifying optical alignment. Similar results are obtained for the AB and zenith-sky FOV. This FOV test was conducted in September 2008 at UW-SSEC.
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Figure 3.12: Spectral line stability test conducted February 19, 2011 during the E-AERI’s second validation per UW-SSEC standards. The deviation of the 1918 cm\(^{-1}\) water line peak’s position was tracked over 600 minutes to confirm the instrument’s frequency stability.

3.5 Summary of the Extended-range Atmospheric Emitted Radiance Interferometer

This chapter outlined the details of the E-AERI instrument, as well as its predecessor at Eureka, the P-AERI. The University of Toronto was the first institution to receive the new 4\(^{th}\)-generation AERI system, which at the time was a prototype. The history of the AERI instruments was outlined in this chapter, along with a description of the changes pertaining to the E-AERI’s new design and performance characteristics. A description of the type of measurements the E-AERI makes, as well as a summary of the measured spectra’s quality control, was presented. Combining the existing P-AERI dataset with the E-AERI was made possible after extensive characterization of both instruments and side-by-side comparisons (shown in next Chapter) ensured consistency between both AERI’s measurements. Details of the BB calibration methodology, including the theoretical formulation for this calibration, and instrument certification procedure have been described in this chapter. The E-AERI’s automated
measurements are an absolute necessity for this project when considering the remoteness of the measurement site, particularly post-2012 when CANDAC operators were no longer on-site at PEARL year-round. The UW-SSEC certification procedure, considered a benchmark for AERI performance standards and necessary for all AERI instruments to ensure measurement reliability and stability, was described in detail along with results from the three times the E-AERI underwent calibration and acceptance testing.
4. **INITIAL MEASUREMENTS AND COMPARISONS**

In order to optimize the precision and accuracy of scientific results, one must possess reliable, well-characterized, and validated tools to obtain the result. The use of a newly designed prototype interferometer can be a high-risk high-reward scenario: operating a new instrument with unpredictable difficulties in order to gather new scientific data. Since the E-AERI was untested in the field, validation was necessary to ensure the nominal scientific accuracy and precision of the instrument was correct. This was also important for the commercial success of this new 4th-generation AERI system. Fortunately a similar, older-generation AERI was already installed at Eureka, permitting side-by-side comparisons. Having two AERIs operating at two altitudes also provided an opportunity to investigate differences in the radiative budgets at these two altitudes at Eureka – something never done before in the Arctic.

*Portions of this Chapter have been published in Mariani et al. (2012a).*

### 4.1 Side-by-side Comparisons at Sea Level

Prior to its installation at the PEARL Ridge Lab, the E-AERI was operated side-by-side with the P-AERI at 0PAL for several days (Sept. 28 to Oct. 1, 2008). The P-AERI has been extensively characterized [Walden et al., 2005, Rowe et al., 2008] and the data at Eureka have been quality controlled [Rowe et al., 2011a,b]. The E-AERI was installed in a stand-alone configuration on the back of a truck parked directly outside the 0PAL container, placing the two AERIs side-by-side. This was the first field deployment of a 4th-generation AERI system. The two AERIs acquired continuous coincident measurements during this intercomparison period, providing an opportunity to compare the two instruments and evaluate the new E-AERI spectra.
Coincident E-AERI and P-AERI radiances recorded on October 20, 2008 are shown in Figure 4.1 for the P-AERI spectral range of 500 to 3000 cm$^{-1}$. Strong trace gas absorption can also cause large errors in calibrated sky spectra; these spectra are corrected as part of the post-processing as discussed in detail by Rowe et al. [2011b]. The radiances agree within $\pm 1$ mW/(m$^2$ sr cm$^{-1}$) for the MCT detector and $\pm 0.2$ mW/(m$^2$ sr cm$^{-1}$) for the InSb detector with the exception of the 1450-1800 cm$^{-1}$ spectral region. These results are comparable to the AERI-07 and AERI-03 (Bago) comparisons with the E-AERI and are close to the magnitude of the NESR provided in Table 3.1.

Figure 4.1: Side-by-side comparisons between the E-AERI (red) and P-AERI (blue) instruments within the P-AERI spectral range on October 20, 2008. Top panels display measured radiance with residuals in the bottom panels.

Larger emission lines are visible in the E-AERI (but not P-AERI) spectra in the 1450-1800 cm$^{-1}$ spectral region as shown in Figure 4.2. These emission lines correspond to emission
by water vapour. Figure 4.2 [right] is a similar radiance measurement taken by the E-AERI several months later on April 4, 2009 at the PEARL Ridge Lab. Hence the October 20, 2008 spectrum was recorded before the instrument had time to dry out – it took approximately eight days for the E-AERI to dry out (diffusion of H$_2$O) to a point where the larger emission lines were not detectable. The consistency between AERIs permits the two datasets to be combined, constructing a single continuous eight-year (and growing) Eureka AERI dataset as discussed in Sect. 3.2.5.

Figure 4.2: Measured radiance in the 1450–1800 cm$^{-1}$ region on October 20, 2008 [Left] and April 4, 2009 [Right]. Larger emission lines in the E-AERI observations (red arrows) do not exist in the P-AERI spectra due to reduced humidity in the P-AERI. The complete absence of such large emission lines in the E-AERI spectra is observed several months later once the instrument had time to dry out [Right].

4.2 Investigation of the Lower Tropospheric Radiative Budget at Eureka

E-AERI measurements (at 610 m) were recorded at the PEARL Ridge Lab from October 2008 to September 2009, providing an overlap period with the P-AERI (at 10 m) ending when the P-AERI was removed from 0PAL in June 2009. Since the two measurement sites are located
only 15 km apart, this provides a unique opportunity to compare the IR radiative budgets at these two altitudes at Eureka. The extremely cold and dry Arctic atmosphere is also dense and heavy, resulting in an increased number density of trace gases in the lower troposphere compared to lower latitudes. From a climatology of radiosonde water vapour data, 10-20% (winter-summer) of the water vapour column at Eureka resides in the first 610 m (not shown).

Comparisons between temporally coincident E-AERI and P-AERI measurements of radiance from October 2008 to April 2009 are shown in Figure 4.3. Radiances were averaged on an hourly basis and used to calculate radiance differences. Each column of Figure 4.3 corresponds to a single coincident hourly-averaged P-AERI – E-AERI spectrum. The 600 m difference between the two sites has a large impact on the measured radiance, such as differences in the CO$_2$ band around 667 cm$^{-1}$ due to a temperature inversion and – most notably – H$_2$O saturation between 400-800 cm$^{-1}$.

Temperature profiles for the high Arctic frequently exhibit temperature inversions (due to the extremely cold surface) for the first two kilometers above the surface; thus temperatures at the Ridge Lab can be ~20 K warmer than at 0PAL depending on the time of year. This is reflected in the 600-800 cm$^{-1}$ CO$_2$ band (which is where large differences in Figure 4.3 occur),
corresponding to warmer temperatures at the Ridge Lab and a smaller CO₂ column (due to the 600 m elevation difference) resulting in greater E-AERI radiances. Other periods with large differences between the instruments correspond to the occurrence of ice crystals, high aerosol concentrations, fog or low cloud cover. For instance, the large radiance differences (red bands) in February occur on days for which low-level clouds were present above Eureka. For the low-level clouds that exist below 610 m, only the P-AERI can measure the increased emission from the cloud particles; hence the radiance difference increases for such days. Thus the difference between the downwelling radiance at two altitudes is shown to be highly variable during the measurement overlap period for different spectral regions due to meteorological changes, such as cloud cover and temperature. This will be illustrated more clearly later in Sect. 5.2.

4.3 Comparisons with Simulated Radiances

4.3.1 The Fast Line-by-Line Radiative Transfer Model

In order to further validate E-AERI (as well as P-AERI) radiances, comparisons were made between AERI spectra and simulated spectra at the same altitudes. Furthermore, investigating differences between the simulated spectra and the measured spectra at each altitude provides insight into the limitations of the radiative transfer model. Radiances measured on April 4, 2009 by both AERIs were simulated using a Fast Line-By-Line Radiative Transfer Model (FLBLRTM) for an altitude of 10 m (P-AERI) and 610 m (E-AERI). The FLBLRTM is a faster version of a standard Line-By-Line Radiative Transfer Model (LBLRTM), as developed in Clough et al. [2005]. This is achieved by replacing the computationally expensive section of the LBLRTM code that calculates absorption coefficients directly from a spectral database with absorption coefficient lookup tables set on a wavenumber, pressure, and temperature grid. Although the absorption coefficient has an absorber amount dependency, it is generally insignificant for atmospheric cases [Turner, 1995]. Water vapour is an exception and is treated differently in that two lookup tables are required to represent it instead of one as with other absorbers. In addition to speeding up the calculation, the use of tables also reduces the amount of code and hence enables the model to be relatively easy to tailor to a specific problem.

For this work, absorption coefficient tables for H₂O, CO₂, O₃, N₂O, CO, CH₄, O₂ and N₂ were created by D. S. Turner (Environment Canada) for the spectral region from 400 to 3000
cm$^{-1}$ on a grid interval of 0.005 cm$^{-1}$. The spectral line data are taken from the High Resolution Transmission Molecular Absorption Database (HITRAN) 2008 [Rothman et al., 2009]. The H$_2$O continuum is accounted for by the CKD2.4 continuum model [Clough et al., 1989] and in all cases the Voigt line shape is assumed. The CKD2.4 continuum is compatible with HITRAN86; the new H$_2$O spectral lines in updated versions of HITRAN are generally very weak and do not affect the end result, particularly for a lower-resolution instrument such as the E-AERI. The radiances are computed for clear skies (April 4, 2009 had clear skies during this analysis period) with no aerosols. Temperature, pressure, and relative humidity data from Vaisala radiosondes launched near 0PAL were interpolated to 00:08 Universal Time Coordinated (UTC) on April 4, 2009 and included in the model calculations.

4.3.2 Comparing AERI Radiances and Simulated Radiances

Clear-sky comparisons between the E-AERI and P-AERI measurements at 00:08 UTC on April 4, 2009 are shown in Figure 4.4a, with the differences (P-AERI – E-AERI) in Figure 4.4d. Large negative residuals in the 600-800 cm$^{-1}$ and 1600-1800 cm$^{-1}$ spectral regions correspond to differences $>$14% and $>$33%, respectively. Such differences are expected due to the large temperature and humidity difference at the two sites and the absorption by CO$_2$ and H$_2$O, emphasizing the dependence of the radiative budget on the atmospheric temperature and relative humidity profile. Positive residuals typically occur in more transparent spectral regions where CO$_2$ absorption does not occur; they are positive due to the additional 600 m of atmospheric emission measured by the P-AERI. The measured radiance differences provide insight into the spectral regions that experience increasing or decreasing downwelling radiance at different altitudes.
Results from the model simulations are shown in Figure 4.4b and agree with E- and P-AERI radiances within $\pm 20$ mW/(m$^2$ sr cm$^{-1}$). The simulated E-AERI spectrum in the 1600-
The 1800 cm\(^{-1}\) region is significantly smoother than the measured E-AERI spectrum. Model simulations at altitudes varying from the surface to 3 km indicate emission and absorption features in this spectral region become quickly saturated as altitude increases. Model simulations also indicate that the simulated radiances are very sensitive to changes in temperature and H\(_2\)O for the lowest 3 km of the atmosphere. Radiosonde H\(_2\)O profiles have lower accuracy (10-20\%) at the low humidities encountered in the Arctic, causing large biases in the radiosonde profile [Schneider et al., 2010]. When the H\(_2\)O profile is uniformly decreased by 20\% in the model simulation, the emission and absorption features are no longer saturated and the spectrum in this spectral region is less smooth (akin to the E-AERI’s spectrum). The radiosonde temperature profile used to produce the simulated radiances also has small errors of < 2 K. Changing the temperature profile by ± 1, ± 2, and ± 5 K in the model simulations results in a shift in the baseline radiance. Hence biases in the radiosonde temperature and H\(_2\)O profiles used in the simulation cause the simulated radiances to saturate and deviate from the true state, resulting in the observed discrepancy.

Differences between the measured radiances (Figure 4.4a) and simulated radiances (Figure 4.4b) are shown in Figure 4.4c and have good agreement with the exception of the wings of the 600-800 cm\(^{-1}\) CO\(_2\) band. Differences between the measured P-AERI – E-AERI radiance differences (Figure 4.4d) and the corresponding simulated radiance differences (Figure 4.4e) are shown in Figure 4.4f and indicate agreement for the majority of the spectrum with slightly larger differences around the 600-800 cm\(^{-1}\) CO\(_2\) band, further suggesting small errors in the radiosonde temperature profile. The differences between the simulated and measured spectra indicate the model’s reliance on accurate radiosonde temperature profiles in order to accurately describe Arctic radiances. Large errors in the 400-600 cm\(^{-1}\) (> 29\%) region also indicate the model’s reliance on accurate relative humidity profiles. Thus the FLBLRTM used to simulate clear-sky radiances at two altitudes agrees with E- and P-AERI radiances for the majority of the spectrum; the largest differences between measured and simulated radiances occur in spectral regions that are strongly influenced by atmospheric temperature and/or water vapour, illustrating the model’s dependence on accurate meteorological data from radiosondes as inputs.
4.4 Summary of AERI Validation and Comparisons

This chapter presented a first look at the new E-AERI measurements of downwelling radiance. It has been ensured that spectra measured by the E-AERI are consistent with the P-AERI by performing side-by-side comparisons and comparing measured spectra to simulated spectra. This measurement consistency and reliability validates the combination of two AERI’s datasets to create a single eight-year Eureka AERI dataset, as described in Chapter 3. Differences between the E- and P-AERI during side-by-side clear-sky comparisons were within measurement error, with the exception of one spectral region (1450 to 1800 cm\(^{-1}\)) sensitive to humidity. However, once the E-AERI had time to dry out, spectra from the E-AERI matched that of the P-AERI. This is an important caveat to consider for future users of AERI data when they move an AERI from a humid climate to a dry one, and provides an estimate (around eight days) for when the AERI’s MR interferometer will be completely dried-out.

The difference between the radiative budget at two altitudes (610 m and 10 m) was investigated, with large differences occurring in specific spectral regions that are representative of the temperature difference between the two altitudes. Other differences in the radiative budgets at these two sites were attributed to different meteorological conditions (clouds vs. no clouds) between them. These differences were relatively consistent throughout the nine-month measurement overlap period (i.e. there are no outliers) and indicate no seasonal bias. Finally, comparisons between E- and P-AERI measured radiances during clear-sky conditions and simulated radiances using a FLBLRTM indicate good agreement. Differences between the E- and P-AERI radiances occur in the same spectral regions identified during the investigation of the different radiative budgets at two altitudes. Differences between the simulated radiances and measured radiances occur at spectral regions strongly sensitive to changes in water vapour and temperature, indicating the importance of accurate radiosonde profiles for the simulations.
5. **Radiative Impact of Clouds**

The radiative properties of clouds are among the most poorly understood aspects in atmospheric radiative transfer. For experimentalists and climate modellers alike, the impact of clouds on the Earth’s radiative budget – and how this impact will change in the future – remains largely unknown. There is disagreement among climate scientists as to how clouds will react and influence a warming planet. This is because clouds are inherently complicated: they form at varying altitudes, they can be of varying thicknesses and types, they can have different compositions (from sub-zero liquid water to water to ice), it is difficult to predict their location, and they can appear/disappear suddenly through numerous complicated and interconnected processes. Given the Arctic’s frequent cloud cover and the AERI’s ability to directly measure cloud radiative forcing, a unique opportunity to measure and quantify the radiative properties of clouds is presented.

*Portions of this Chapter have been published in Mariani et al. (2012a).*

5.1 Impact of Clouds on the Radiative Budget

Clouds affect radiative transfer in numerous ways, as illustrated in Figure 2.2. The ability of AERI systems to detect the presence of clouds and provide information about cloud properties has been well demonstrated [e.g., Collard et al., 1995; DeSlover et al., 1999; Shaw et al., 2005; Turner 2005]. Other instrumentation at 0PAL that provides information for cloud studies includes the Millimeter Wave Cloud Radar (MMCR), which measures equivalent radar reflectivity, Doppler velocity, spectral width, and Doppler spectra over 2-second intervals, and the University of Wisconsin’s Arctic High Spectral Resolution Lidar (AHSRL), which was
deployed in August 2005 and measures aerosol backscatter cross section and particulate circular depolarization ratio [Eloranta, 2005]. These can be used to determine cloud heights, thicknesses, composition, internal structure and vertical motions with high vertical and temporal resolution.

Figure 5.1a shows E-AERI measurements made on April 16, 2009 at 00:08 UTC and 17:57 UTC. The MMCR indicates that on April 16, early-morning clear skies were followed by a thick cloud layer above Eureka for the remainder of the afternoon and evening (Figure 5.2). The top panel of Figure 5.2 shows the measured equivalent radar reflectivity [dBZ], the middle panel shows the measured Doppler velocity [m s$^{-1}$], and the bottom panel shows the measured spectral width [m s$^{-1}$]. This figure shows slowly descending cirrus clouds. The cloud is mostly ice until around 09:00 UTC; then the spectral width increases (as indicated by the appearance of green shading), which may be due to the presence of liquid water. The E-AERI radiance increases after 04:00 UTC in the 400-600 cm$^{-1}$ and 750-1400 cm$^{-1}$ regions due to emission by cloud particles, correlating with the MMCR’s detection of a low-altitude, relatively thick (~2 km) cirrus cloud that first appeared above Eureka at 04:00 UTC. Figure 5.1b displays the brightness temperature measured by the E-AERI throughout the day. Periods of increased brightness temperature correlate with increased cloud cover above Eureka. The averaged radiance over 750-1200 cm$^{-1}$ increases from 4.4 to 21.6 mW/(m$^2$ sr cm$^{-1}$), almost 500%, and the brightness temperature increases 44%.

Figure 5.1: [a] E-AERI measurements of radiance on April 16, 2009 at 00:08 UTC (red) and 17:57 UTC (blue). [b] Brightness temperatures measured throughout April 16, 2009. White spaces correspond to periods of no measurement (instrument reboot, precipitation). Only the longwave spectral region (up to 1800 cm$^{-1}$) is shown for clarity.
Measurements made by an AERI instrument at the SGP Cloud and Radiation Testbed show relatively smaller increases (typically an increase from \(\sim 10\) to \(\sim 30\) mW/(m\(^2\) sr cm\(^{-1}\)) averaged over 750-1200 cm\(^{-1}\)) in the presence of similarly thick clouds [Turner et al., 2000], while previous measurements in the high Arctic taken at SHEBA show increases similar to or larger than those seen by the E-AERI in Eureka (typically > 40% increase in brightness temperature averaged over 750-1200 cm\(^{-1}\)) [Turner, 2005]. Thus the impact of clouds on the radiation budget is greater in the Arctic than in other more humid regions due to the extremely cold and dry Arctic air and hence to the main atmospheric window being more transparent. This coincides with model results suggesting that the impact of clouds on the radiative budget is most pronounced for the Arctic [Vavrus, 2004]. Such large increases in radiance and brightness temperatures in these spectral regions provide a proxy for cloud detection and enable analysis of cloud optical depth, phase, and particle size [e.g., Turner, 2005]. Cloud detection is crucial in the post-processing of E-AERI data since temperature and trace gas retrievals using SFIT2 are significantly more difficult in cloudy scenes.
5.2 Radiative Impact of an Ice-crystal Cloud

A low-level ice crystal cloud was present on the last measurement overlap day shown in Figure 4.3 (April 5, 2009), as reported throughout the day by a meteorological technician at the Eureka Weather Station. It is possible that this thin ice cloud was the result of blowing snow, as frequently occurs at Eureka (e.g., Lesins et al. [2009]). A 10-minute interval (20:30-20:40 UTC) was selected from this day since the ice crystals were concentrated below 610 m at this time. This provides a unique opportunity to assess the impact of ice crystals on the radiative budget at two altitudes; one above the ice crystals (E-AERI) and one below (P-AERI). Figure 5.3 shows backscatter cross-section and depolarization ratios measured by the AHSRL, which was operated throughout the period of interest. The circular particulate depolarization ratio was >20% below ~700 m (indicating ice crystals), and the backscatter cross-section above the ice crystal cloud was $< 10^{-6}$ m$^{-1}$ sr$^{-1}$ (indicating that liquid water clouds or precipitation were not associated with the ice crystal event); both of these conditions pass the criteria used to screen for ice crystals in Lesins et al. [2009].
Figure 5.3: AHSRL measurements of backscatter cross section [top] and particulate circular depolarization ratio [bottom] between 20:10 and 21:00 UTC on April 5, 2009. From 20:30-20:40, the top of the ice crystal cloud was ~610 m, where the E-AERI is located.

Ice crystal radiances were compared to clear-sky radiances measured the day before (April 4, 2009) at 0:08-00:18 UTC, as shown in Figure 5.4. The temperature difference between the two measurement times (April 4 – April 5) was -4 K at 0PAL and +3 K at the PEARL Ridge Lab, accounting for differences in the 600-800 cm\(^{-1}\) CO\(_2\) band (radiation emitted by ice crystals on April 5 also contribute to differences in this region but this change is not visible from the AERIs’ altitudes). This temperature difference is shown in the radiosonde temperature profiles for April 4 and 5 in Figure 5.5 [left]. Radiosonde relative humidity profiles are also shown in Figure 5.5 [right]. The temperature at the top of the ice crystal cloud (~ 610 m) was -26.0 °C and
the temperature at the surface (10 m) was -33.9 °C. Brightness temperatures at the top of the ice crystal cloud are greater than at the bottom due to the strong temperature inversion illustrated in Figure 5.5 [left]. Radiance measurements made during these two ten-minute time intervals were averaged, and both instruments’ differences (ice – clear) are shown in the bottom two panels of Figure 5.4. The P-AERI measured the largest increases in radiance in the cloud sensitive ‘atmospheric window’ (750-1000 cm\(^{-1}\)) since it was located below the ice crystal cloud and received emission from the ice particles. For instance, the largest ice crystal – clear sky difference increase in this spectral region was > 175% for the P-AERI and < 50% for the E-AERI (when averaged over 10 cm\(^{-1}\) bins).

Figure 5.4: Radiance measurements for April 4, 2009 (00:08-00:18 UTC) and April 5, 2009 (20:30-20:40 UTC) for the E-AERI [top panel] and P-AERI [second panel]. Bottom two panels are differences between the ice crystal and clear-sky radiances, given as a percentage (ice crystal – clear sky / clear sky) and in radiance for both instruments, respectively.
Figure 5.5: Radiosonde air temperature [left] and relative humidity [right] profiles extending to 2000 m for 11:00 UTC April 4, 2009 (black; clear-sky case), and 23:00 UTC April 5, 2009 (blue; ice crystal cloud case).

Longwave downwelling radiances during the April 5 case were converted to longwave downwelling all-sky irradiance based on the method of Cox et al. [2011]. This method models the portion of the IR spectrum not measured by the AERI and accounts for the radiance anisotropy associated with the viewing zenith angle. The model requires vertical profiles of temperature and humidity, which were obtained by interpolation between the two radiosondes that bracket the times of the AERI measurements. This is important to avoid inclusion of irradiance contributions in spectral regions (such as 600-800 cm$^{-1}$) associated with the temperature structure and not the cloud. For the atmospheric profile associated with the E-AERI, only the radiosonde measurements above 610 m were used and the 610-m temperature was set to the brightness temperature near the centre of the 600-800 cm$^{-1}$ CO$_2$ band, which is a good approximation of the near-surface air temperature.

Calculated longwave downwelling all-sky irradiance was similar for both instruments (~140 to 141 W/m$^2$). As previously stated, the colder air temperature measured by the P-AERI below the ice crystal cloud results in less radiance in the 600-800 cm$^{-1}$ CO$_2$ emission band; this reduces the longwave downwelling all-sky irradiance. The increase in radiance measured by the P-AERI in the normally transparent atmospheric window (the emission from the ice crystal cloud) represents an increase in longwave downwelling all-sky irradiance. To determine the magnitude of this increase, the longwave downwelling irradiance from the ice crystal cloud was obtained by differencing the cloudy-sky and clear-sky irradiances; the clear-sky irradiance was obtained from an LBLRTM calculation [Clough et al., 1992] using the interpolated radiosonde
temperature and H\textsubscript{2}O profiles. The longwave downwelling irradiance from the ice crystal cloud was found to be 7.8 ± 2 W m\textsuperscript{-2} as measured by the P-AERI (5 W/m\textsuperscript{2} greater than measured by the E-AERI). This is equivalent to a 6 ± 1\% increase in longwave downwelling irradiance from the ice crystal cloud as measured by the P-AERI (below the cloud) compared to a negligible percent increase measured by the E-AERI (above the cloud). A 6 ± 1\% irradiance increase for this thin cloud (< 600 m thick) is in agreement with the measured surface forcing of up to 36\% of the downwelling longwave irradiance from thicker (> 2 km) ice clouds found in Lesins et al. [2009], whereas previous results at the SHEBA station suggested ice crystals had no significant impact on the surface radiative forcing [Intrieri and Shupe, 2004]. Given the relatively high frequency of ice crystal events at Eureka described in Lesins et al. [2009], this can have important consequences for the surface energy balance in the high Arctic region.

5.3 Creation of a Cloud Filter

The sensitivity of the AERI radiance to cloud radiative forcing provides information about the presence and various properties of clouds, as demonstrated in a number of studies [Rathke et al., 2002; Turner, 2005; Cox et al., 2012, 2013]. Measurements of radiance from the AERI can be grouped based on cloud cover to ascertain the corresponding forcing produced by different types of cloud cover. The cloud radiative forcing can be quantified either across the entire spectrum as a flux density (W/m\textsuperscript{2}) or over a specific spectral region of interest, such as the cooling-to-space regions for the Arctic. As demonstrated, a distinct and clear increase in radiance occurs during the presence of clouds. Hence it is possible for the AERI system to independently identify the presence of clouds, providing an additional ‘retrieved’ data product for the instrument for which there are many applications: for instance, automated long-term measurements of cloud cover type on a basic scale (clear sky/thin cloud/thick cloud) can eventually provide a climatology of cloud cover type above Eureka.

Currently no cloud climatology exists at Eureka (MMCR data provides cloud information in graphical format but not a simple sky classification scheme). Environment Canada archives cloud data, but the format is relatively ambiguous (e.g., “clear sky/moderately cloudy/cloudy”, approximate cloud cover fraction) and subject to the interpretation of the
individual Weather Station operator taking the measurement. Future investigation of the radiative budget at Eureka, separated based on different seasons or different spectral regions, for instance, can also be correlated with this automated sky view scene classification data product. Additionally, retrievals of trace gases when clouds are present are difficult due to the increased emission from cloud particles, as will be discussed in Sect. 7.4.2. Thus cloudy spectra must be filtered out in order to perform retrievals only on clear-sky spectra. Including a cloud filter increases the data products of the AERI instrument; a reliable metric for the meteorological conditions at Eureka every seven minutes is generated and can be used by other researchers.

Increases in AERI radiances have been correlated with the type of cloud cover above Eureka, allowing AERI measurements to independently identify the presence of clouds. Emission by cloud particles causes the observed cloud radiative forcing, increasing the radiance in the cloud-sensitive region (750-1200 cm\(^{-1}\)) as discussed in Sect. 5.1. Cloudy measurement periods are filtered using a maximum radiance threshold criterion, which is season-dependent, within the cloud-sensitive region. These cloudy scenes can be further separated to classify cloudy scenes as thin (optically thin or high-altitude) or thick (opaque or low-altitude) clouds consistent with the approach of Turner and Gero [2011]. Note this approach introduces ambiguity between cloud thickness (height) and cloud thickness (optical depth) – for the purpose of this study, as in Turner and Gero [2011], clouds are not separated solely based on cloud optical depth due to the large impact that the temperature (height) of the cloud has on the downwelling radiance and brightness temperature distribution.

Characterizing sky scenes using AERI spectra is simplified in the extremely dry and cold atmosphere of the Arctic. Figure 5.6 illustrates the sensitivity of the E-AERI to clouds at Eureka in the 850 to 950 cm\(^{-1}\) region; radiances measured on November 1, 2008 are shown for early morning thin-cloud cover, mid-day clear skies, and evening thick-cloud cover. Hence the average radiance over the 850-950 cm\(^{-1}\) spectral region was used to determine the sky scene since it is within the spectral window that is highly sensitive to clouds and it has limited interfering species (i.e., away from the O\(_3\) band around 1050 cm\(^{-1}\)). This method allows optically thick and/or low-altitude ‘warm’ clouds and optically thin and/or high-altitude ‘cold’ clouds to be distinguished by the AERI using a set of radiance thresholds provided in Table 5.1.
Figure 5.6: E-AERI radiances measured on November 1, 2008 during clear-sky (cyan), thin-cloud (blue), and thick-cloud (magenta) conditions. The 850-950 cm$^{-1}$ spectral range shown here is used to classify cloud thickness.

Table 5.1: Average radiance thresholds in the 850-950 cm$^{-1}$ region used to determine clear sky vs. thin cloud vs. thick cloud AERI spectra. Thresholds change depending on season, corresponding to changes in temperature and water vapour at Eureka.

<table>
<thead>
<tr>
<th>Season</th>
<th>Designation</th>
<th>Average Radiance (W/[m$^2$ sr cm$^{-1}$])</th>
</tr>
</thead>
<tbody>
<tr>
<td>Winter (October-April)</td>
<td>Clear sky</td>
<td>&lt; 0.0015</td>
</tr>
<tr>
<td></td>
<td>Thin cloud</td>
<td>0.0015 - 0.009</td>
</tr>
<tr>
<td></td>
<td>Thick cloud</td>
<td>&gt; 0.009</td>
</tr>
<tr>
<td>Fall/Spring (May/September)</td>
<td>Clear sky</td>
<td>&lt; 0.007</td>
</tr>
<tr>
<td></td>
<td>Thin cloud</td>
<td>0.007 - 0.02</td>
</tr>
<tr>
<td></td>
<td>Thick cloud</td>
<td>&gt; 0.02</td>
</tr>
<tr>
<td>Summer (June-August)</td>
<td>Clear sky</td>
<td>&lt; 0.015</td>
</tr>
<tr>
<td></td>
<td>Thin cloud</td>
<td>0.015 - 0.045</td>
</tr>
<tr>
<td></td>
<td>Thick cloud</td>
<td>&gt; 0.045</td>
</tr>
</tbody>
</table>

Radiance thresholds were determined using two instruments available at Eureka capable of detecting and determining cloud properties: the AHSRL and the MMCR [Eloranta, 2005]. Utilizing these datasets (from 2006-2013) permitted fine-tuning radiance thresholds on AERI spectra to determine the type of sky scenes. Radiance thresholds were adjusted.
(increased/decreased) until they produced the correct cloud thickness classification that matched measurements from the AHSRL and MMCR for each season. It is important to note that the clear-sky classification will include clouds that are too thin to be seen by the MMCR.

Results from the entire AERI cloudy scene designation dataset were compared to AHSRL, MMCR, and Eureka Weather Station operator observations throughout the entire eight-year measurement period to verify the accuracy and stability of the sky scene characterization. The accuracy of our cloud classification based on these thresholds is found to be > 95% when compared to the MMCR and AHSRL dataset. An example of the verification exercise is shown for one day (November 1, 2008) in Figure 5.7 where AERI sky classifications are compared to cloud measurements by the MMCR. Precisely discerning ‘clear’ from ‘thin clouds’, and ‘thin clouds’ from ‘thick clouds’ is difficult and somewhat arbitrary using MMCR data but still allows one to cross-check the sky scene classification output and confirm that no outliers exist. For the purposes of this study, ‘thin’ clouds correspond to clouds that are either semitransparent in the IR, high-altitude (and hence colder) opaque clouds, or low-altitude clouds that were only partially in the AERI’s FOV during the sky measurement period [Turner and Gero, 2011]; the latter introduces some, albeit very few, cases where the wrong designation was given. Since the AERI automatically closes the hatch and does not take measurements during precipitation, a small fraction of precipitating (presumably thick) clouds are excluded from this analysis.
Figure 5.7: Example of AERI cloud classification scheme validation using MMCR observations. Results from the AERI cloud classification scheme are shown as a bar in each panel (clear sky = grey / thin cloud = purple / thick cloud = black), with the corresponding cloud cover measured by the MMCR shown below. Measurements were taken November 1, 2008 using spectra from the E-AERI.

The average radiance thresholds within the 850 to 950 cm\(^{-1}\) window listed in Table 5.1 change with season; the timing of these changes is closely correlated with changes in precipitable water vapour (PWV) measured by a MWR at Eureka (sharp increase/decrease in May/September) to reflect the increase/decrease in background continuum emission due to changes in water vapour as well as temperature. As a result, the seasons are not of equal length; this reflects the unique environmental conditions experienced in the high Arctic (a long cold and dry winter followed by a rapid transition to a short summer). Radiance thresholds that change with the season (according to the PWV) also reduce the ambiguity in IR spectra between thin clouds and water vapour. Note that the conclusions drawn from using these thresholds are insensitive to small (< 5%) changes in the radiance thresholds.
The percentage of each type of cloud cover that occurred since 2006 provides insight into the variability of cloud cover in the Arctic and is shown in Table 5.2. Note that only measurements at 0PAL were included in this study and some of the year-to-year variability is due to the uneven measurement distribution and the AERI’s hatch being closed during (presumably thick) precipitating clouds. Despite this, the cloud coverage determined by AERI measurements is in very close agreement with other studies of cloud cover performed at Eureka, indicating the reliability of this method. For instance, a study performed by Lesins et al. [2009] using AHSRL measurements found that in January, February, March and December 2006, cloudy skies existed 65% of the time at Eureka, while our method indicates 66% cloud coverage during this same period. Note that actual cloudiness is likely to be higher, as the AERI instrument does not take measurements during precipitation events. Furthermore, most clear skies are found to occur in the summer and spring/fall periods, which is in agreement with the annual cycle of cloud cover for Eureka described in Shupe et al. [2011]. The large number of thin clouds observed during winter months is in agreement with a study of simulated and observed Arctic cloud cover in winter that found a large increase in high-altitude clouds (which would be classified as ‘thin’ in this study) as well as consistent nearly-overcast conditions [Vavrus et al., 2004].

Table 5.2 Clear-sky, thin-cloud, and thick-cloud coverage at Eureka for each year as determined by AERI measurements at 0PAL using the radiance thresholds in Table 5.1. Also shown are the percentages of each type of cloud cover during each season from 2006-2013. Percentage is calculated as the number of times the given cloud designation existed divided by the total number of AERI seven-minute spectra in that time period. Measurements from PEARL were not included in this analysis.

<table>
<thead>
<tr>
<th>Year</th>
<th>Clear sky (%)</th>
<th>Thin cloud (%)</th>
<th>Thick cloud (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2006</td>
<td>31</td>
<td>28</td>
<td>41</td>
</tr>
<tr>
<td>2007</td>
<td>42</td>
<td>34</td>
<td>24</td>
</tr>
<tr>
<td>2008</td>
<td>34</td>
<td>35</td>
<td>31</td>
</tr>
<tr>
<td>2009</td>
<td>26</td>
<td>23</td>
<td>51</td>
</tr>
<tr>
<td>2010</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>2011</td>
<td>42</td>
<td>30</td>
<td>28</td>
</tr>
<tr>
<td>2012</td>
<td>24</td>
<td>30</td>
<td>46</td>
</tr>
<tr>
<td>2013</td>
<td>38</td>
<td>25</td>
<td>37</td>
</tr>
<tr>
<td>All measurements</td>
<td>33</td>
<td>31</td>
<td>36</td>
</tr>
<tr>
<td>Summer Months</td>
<td>49</td>
<td>19</td>
<td>32</td>
</tr>
<tr>
<td>Spring/Fall Months</td>
<td>40</td>
<td>12</td>
<td>48</td>
</tr>
<tr>
<td>Winter Months</td>
<td>25</td>
<td>41</td>
<td>34</td>
</tr>
</tbody>
</table>
5.4 Summary of Radiative Impact of Clouds

This chapter presented measurements of the surface radiative forcing due to the presence of clouds, including a case study of a low-altitude thin-layer ice-crystal cloud. The impact of clouds on the radiative budget was measured from two altitudes using two AERIs, and the difference between the radiative forcing at these two sites was analyzed. The E-AERI's measured radiance has been shown to increase by almost 500% in the 750-1200 cm$^{-1}$ region in the presence of clouds, correlating with the MMCR and AHSRL's detection of clouds above Eureka. This increase is relatively larger for the Arctic than in other more humid regions, indicating that cloud cover plays a crucial role in the Arctic’s radiative budget.

In a case study analyzing the radiative impact from a thin (< 600 m thick) ice cloud, a 6 ± 1% increase in longwave downwelling irradiance was measured by the P-AERI (below the cloud) while the increase measured by the E-AERI (above the cloud) was negligible. This is in agreement with previous measurements of significant surface forcing due to ice crystals shown in Lesins et al. [2009], and in disagreement with earlier results found at the SHEBA station, which suggested ice crystals had no significant impact on the surface radiative forcing [Intrieri and Shupe, 2004]. This demonstrates the usefulness of the E-AERI and P-AERI measurements for investigating the impact of clouds on the Arctic radiation budget. Future detailed investigation of periods of large differences in the P-AERI – E-AERI radiances is planned to further investigate the impact of different meteorological events on the radiative budget in the high Arctic.

This chapter also described the creation and implementation of an empirical cloud filter created for AERI spectra that made use of the increases in radiance during the presence of different types of clouds. The extremely dry and cold Arctic atmosphere allows for clear distinctions (large increases in radiance) between spectra during different types of cloud cover. Average radiance thresholds in the 850-950 cm$^{-1}$ region were empirically determined and used to classify clear sky vs. thin cloud vs. thick cloud spectra. Thresholds change depending on season, corresponding to changes in temperature and water vapour at Eureka. Results from the cloud filter were compared to AHSRL, MMCR, and Eureka Weather Station cloud data to verify the cloud filter’s accuracy; after fine-tuning of the radiance thresholds was performed, AERI cloud flags matched results from the AHSRL and MMCR consistently (>95 %). Clear-
sky, thin-cloud, and thick-cloud coverage at Eureka for each year and the percentages of each type of cloud cover during each season from 2006-2013 was provided and agrees with existing studies. This cloud filter may be used for performing studies correlating radiative forcing to cloud cover type, automated long-term measurements of cloud cover type to produce climatologies, and trace gas retrievals (which must be performed during clear skies) and is used in several sections in the remainder of this thesis.
6. **Measurements of Surface Cooling-to-space Windows**

The Earth cools itself by emitting IR radiation from near its surface. The cooling-to-space windows (mentioned in Sect. 2.1.3) are where the atmosphere is mostly transparent; however, these windows can become less transparent as climate change alters atmospheric composition; clouds can also affect their radiative properties. This Chapter outlines a study performed using the 8+ year Eureka AERI dataset in which the downwelling brightness temperatures and radiances in several microregions of interest were analyzed to determine their distributions and trends, respectively. Comparisons to a climatology of similar measurements of downwelling radiative forcing due to clouds at the SGP, produced using AERI measurements, was also performed, providing a direct comparison to a southern, more humid, climate. This permits one to draw conclusions about the differences between the high Arctic and the mid-latitude atmospheric processes.

*Portions of this Chapter will be published in Mariani et al. in preparation.*

6.1 The Arctic’s Primary Surface Cooling-to-Space Atmospheric Windows

The transition of regimes from cooling-to-space at 20 µm to cooling-to-space at 10 µm in the Arctic is of concern due to the possibility of significant warming, yet there is no published downwelling radiance climatology in the high Arctic (> 75° N) to monitor such a transition. As
described in Sect. 2.1.3, these two spectral regions are of particular interest due to their impact on the Earth’s energy budget. In order to make use of both the E-AERI (which has measurements that cover the entire 20 µm window) and the P-AERI (which can take measurements down to 500 cm\(^{-1}\), covering part of the 20 µm window) measurements in the combined Eureka AERI dataset, radiances in small spectral regions of interest, called microregions (sometimes referred to as ‘microwindows’), were selected within the 10 and 20 µm windows (described in Sect. 6.2).

Determining the downwelling radiation variability for each season over the several years of AERI measurements can be used to evaluate GCMs relative to datasets, such as done in the International Satellite Cloud Climatology Project [Klein and Jakob 1999; Webb \textit{et al.} 2001]. In addition, measurements of the 20 µm window are of particular interest since this window is heavily influenced by the concentration of water vapour, causing it to be more variable than the 10 µm window. Aside from measuring radiances for the purpose of monitoring this cooling-to-space window, the far IR is also important for cloud thermodynamic phase determination, as demonstrated by Rathke \textit{et al.} [2002].

A climatology of the downwelling 10 µm brightness temperatures separated based on cloud cover, and trends in the downwelling radiance, have been provided for the SGP in Turner and Gero [2011] and Gero and Turner [2011]. A further goal of this work is to present a similar analysis for the high Arctic, permitting a direct comparison between the high Arctic and the mid-latitude conditions.

### 6.2 Microregions of Interest

Measurements of radiance by the AERI were grouped based on cloud cover to ascertain the corresponding forcing produced by different types of cloud cover, as described in Sect. 5.3. Cloudy scenes were classified as thin (optically thin or high-altitude) or thick (opaque or low-altitude) using the cloud filter described in Sect. 5.3. With cloud types defined for each season, radiances in each microregion of interest can be analyzed.
Radiances were averaged in four microregions to determine the brightness temperature and averaged radiance. These four microregions illustrated in Figure 6.1 are: (1) 529.9-532 cm\(^{-1}\), which is within the 20 µm window where emission is primarily due to water vapour and clouds, (2) 985-998 cm\(^{-1}\), which is within the 10 µm window, matches the window used to produce the SGP climatology in Turner and Gero [2011], and is where emission is primarily due to water vapour and clouds, (3) 784-785 cm\(^{-1}\), which is a strong but unsaturated water vapour line sensitive to water vapour, and (4) 674-679 cm\(^{-1}\), which is completely opaque due to strong CO\(_2\) absorption, providing a good estimation of the near-surface air temperature. It is important to note that microregions (1) and (2) are meant to be representative of the entire 10 and 20 µm cooling-to-space windows, since brightness temperatures can vary by tens of K within these windows. Microregions (3) and (4) allow investigation of trends related to water vapour and surface temperature in addition to trends associated with cloudiness. Due to the strong sensitivity of microregions (3) and (4) to surface conditions, only measurements at 0PAL were used in trend analyses. Note that the main conclusions drawn from using these microregions are insensitive to small changes in their spectral location or width (tests not shown).
6.3 Distributions of Downwelling Brightness Temperatures

6.3.1 Distributions at Eureka

The distribution of the Eureka AERI brightness temperatures for both the 10 and 20 μm surface cooling-to-space windows is provided in Figure 6.2. These distributions have been further separated into their sky scene classification using the method described in Sect. 5.3. Both the 10 and 20 μm distributions exhibit a bi-modal character for all-sky, clear-sky, and (to a lesser extent) thin-cloud classifications, in keeping with the bimodal distribution in downwelling
all-sky flux found at Eureka by Cox et al. [2014]. Both distributions have a single mode for thick clouds peaking at 260 K (at 10 µm) and 270 K (at 20 µm). However, there are distinct differences between these two cooling-to-space windows. The 20 µm window has broader distributions than the 10 µm window with a larger spread in temperatures. The difference between the 10 and 20 µm distributions in the low-temperature range is likely due to either ozone emission or the well-known positive bias between 985 and 998 cm\(^{-1}\) in AERI spectra (likely due to a small contribution inside the instrument not accounted for in the instrument’s calibration) [Turner, 2003; 2008; Delamere et al., 2010], which prevents the brightness temperatures here from falling below ~160 K. The difference in the high-temperature range is indicative of enhanced water vapour emission in warmer atmospheres affecting the 20 µm window more than the 10 µm window.

Figure 6.2: The distribution of brightness temperatures measured at 10 µm (985-998 cm\(^{-1}\), left) and 20 µm (529.9-532 cm\(^{-1}\), right) from the combined Eureka AERI dataset. Histograms of all-sky conditions (black), clear-sky (cyan), thin cloud (dark blue), and thick cloud (magenta) are shown. Note the scale of the y-axis is different for the 20 µm brightness temperatures since there are fewer measurements in the far IR.

The distributions are further separated based on season and are shown as a percentage of occurrence (number of X occurrences at that brightness temperature / sum of all X occurrences in that season, where X = all sky, clear sky, thin cloud, or thick cloud) in Figure 6.3. A distinct increase in brightness temperatures is observed from winter to fall/spring to summer for both the 10 and 20 µm windows. For instance, the distribution of thick clouds is wide and smoothed out in the winter (~5% occurrence from 200-250 K for 10 µm, 5-8% from 200-260 K for 20 µm) while it peaks much more sharply in the summer months (15% at 270 K for 10 µm, 30% at 275 for 20 µm). This indicates a sharp transition between these two seasons, typical of the high
Arctic atmosphere, which experiences a sudden and large increase in surface temperature and water vapour (by ~75 K and a factor >10, respectively from winter to summer, according to Eureka climatologies). In Figure 6.2 and Figure 6.3, the relative sizes of the two modes differ for the two windows, with generally more cases in the high-temperature mode for the 20 µm window relative to the 10 µm window.

There is almost no separation of brightness temperatures among sky scenes in the 20 µm window during the summer months in Figure 6.3f (even in the fall/spring a clear separation is difficult), indicating that the 20 µm window is saturated and essentially closed during this time. Since water vapour is the most radiatively active gas in these window regions, during peak PWV periods the transparency in the 20 µm region is decreased, resulting in a narrow distribution of downwelling brightness temperatures at 20 µm (all of which are > 250 K) independent of sky cover. This behaviour is analogous to the 20 µm window being opaque, as is the case at lower latitudes. The variability of temperature and water vapour at Eureka is illustrated in Figure 6.4 and is consistent with seasonal changes in the observed downwelling brightness temperature distributions. Given the long-term trend of increasing temperatures in the Arctic (not illustrated in Figure 6.4’s limited timeframe) and the consequent increase in H2O during prolonged Arctic summers [ACIA, 2004; Richter-Menge, 2006; Bekryaev et al., 2010; Lesins et al., 2010], it is anticipated that the surface radiative forcing will continue to increase due to the increased H2O, which will have long-term consequences for the Arctic’s energy balance.
Figure 6.3: The same as Figure 6.2, except shown as a percentage of occurrence (number of $X$ occurrences at that brightness temperature / sum of all $X$ occurrences in that season, where $X$ = all sky, clear sky, thin cloud, or thick cloud) and separated by season: winter (top row), fall/spring (middle row), and summer (bottom row).
6.3.2 Comparison of Eureka and SGP 10 μm Downwelling Brightness Temperatures

The SGP climatology, which used similar measurements by AERIs around the Oklahoma (36° N, 97° W) region as part of the Department of Energy’s (DOE) ARM program [Stokes and Schwartz, 1994], is an excellent dataset with which to perform direct comparisons. While efforts were taken to ensure that the methodology performed in this study matched those performed to produce the SGP climatology (e.g., same spectral range was used for the 10 μm window), there exist some minor differences. A threshold value of 250 K in brightness temperature (corresponding to 0.043 to 0.055 W/[m² sr cm⁻¹]) over a 70-minute period was used to separate thin from thick clouds in the SGP climatology described in Turner and Gero [2011], but given the colder temperatures experienced in the high Arctic, a new set of radiance thresholds was developed (Table 5.1). Secondly, to distinguish between clear skies and thin or thick clouds at
the SGP where the high humidity obscures clouds, a neural network algorithm was applied to AERI spectra [Turner and Gero, 2011]. At Eureka, however, the atmosphere is sufficiently cold and dry that even very weak cloud emission (including haze) is detectable with an AERI.

There exist notable similarities between the SGP and Eureka 10 µm distributions, as well as unique differences. First, both the clear-sky and thin-cloud brightness temperatures exhibit somewhat bi-modal distributions in the Eureka dataset, similar to the SGP. Second, Eureka brightness temperatures are lower since it is colder in the Arctic than at the SGP. Third, Figure 6.3 reveals that, unlike at the SGP, at Eureka the peaks of the fall/spring clear-sky and winter thin-cloud distributions are narrow. Fourth, the SGP 10 µm all-sky classification distribution is tri-modal while at Eureka it is bi-modal (black line in Figure 6.2). This is due to thin-cloud cases filling in the gap between the clear-sky modes at Eureka, turning the two colder modes into one wide cold mode, resulting in a net bi-modal distribution.

6.4 Trends in Downwelling Radiances

6.4.1 Radiance Trends at Eureka

Despite the combined Eureka AERI dataset’s short length compared to natural variability and variability in the temporal distribution, statistically significant trends have been detected in downwelling radiance at Eureka between 2006 and 2013. Only AERI measurements taken at 0PAL were used in this trend analysis. Radiances have been separated based on seasonal averages to reduce the effects of seasonal variation, as done in Gero and Turner [2011]. The average radiance within each season for each year is shown in Figure 6.5. Applying a linear regression to each seasonal average quantifies the trends, shown in Table 6.1, in the two surface cooling-to-space windows (all-sky) and two microregions sensitive to water vapour and temperature (clear-sky). Only clear-sky observations are included for water vapour and temperature microregions to avoid the influence of clouds. Included in Table 6.1 are the measured surface temperature and PWV trends at Eureka, as measured by the Eureka Weather Station and MWR, respectively (shown separately in Figure 6.4).
Figure 6.5: AERI measurements at 0PAL of downwelling radiance in the 10 µm (985-998 cm⁻¹; magenta) and 20 µm (529.9-532 cm⁻¹; black) cooling-to-space windows, as well as the microregions sensitive to temperature (674-679 cm⁻¹; burgundy) and water vapour (784-785 cm⁻¹; cyan). Radiances have been averaged over the three seasons (A) winter (Oct. to Apr.), (B) spring/fall (May/Sept.), and (C) summer (June to Aug.). Straight lines indicate the linear fit and error bars correspond to the standard error on the mean (standard deviation / square root of the number of observations).

Table 6.1: Seasonal AERI radiance and cloud type trends (percentage per year) using the microregions illustrated in Figure 6.1. Surface meteorological temperature measurements and PWV measurements by the MWR at Eureka are included for comparison. Errors are calculated to a 95% confidence interval using the method of Weatherhead et al. [1998]. Statistically significant trends are in bold.

<table>
<thead>
<tr>
<th>Measurement</th>
<th>Sky Conditions</th>
<th>Trend (% / yr)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Winter (Oct.-Apr.)</td>
</tr>
<tr>
<td>10 µm (985-998 cm⁻¹)</td>
<td>All-sky</td>
<td>+4.9 ± 4.5</td>
</tr>
<tr>
<td>20 µm (529-532 cm⁻¹)</td>
<td>All-sky</td>
<td>+4.6 ± 2.6</td>
</tr>
<tr>
<td>Temperature microregion (674-679 cm⁻¹)</td>
<td>Clear-sky</td>
<td>-0.7 ± 0.7</td>
</tr>
<tr>
<td>Surface Temp. (met. obs.)</td>
<td>All-sky</td>
<td>-0.3 ± 0.7</td>
</tr>
<tr>
<td>Water vapour microregion (784-785 cm⁻¹)</td>
<td>Clear-sky</td>
<td>-1.2 ± 1.0</td>
</tr>
<tr>
<td>Precipitable Water Vapour (MWR)</td>
<td>All-sky</td>
<td>-2.5 ± 3.5</td>
</tr>
<tr>
<td>Clear-sky Observations</td>
<td>Clear-sky</td>
<td>-1.8 ± 2.4</td>
</tr>
<tr>
<td>Thin-cloud Observations</td>
<td>Thin cloud</td>
<td>-6.1 ± 4.5</td>
</tr>
<tr>
<td>Thick-cloud Observations</td>
<td>Thick cloud</td>
<td>+7.2 ± 4.7</td>
</tr>
</tbody>
</table>
The uncertainties in these trends were calculated to a 95% confidence interval using Eqn. 2 in Weatherhead et al. [1998], which is based on the length of the time series (number of years of time series data), the autocorrelation of the noise (which may be the result of various natural factors which give rise to somewhat smoothly varying changes), and the standard deviation of the noise. The linear model’s noise, described as the unexplained noise of the measurement data in the Weatherhead method, can be obtained from the deseasonalized and detrended time series as explained in Weatherhead et al. [1998].

Statistically significant trends exist between 2006 and 2013 for all seasons for the 20 µm window (4.6 ± 2.6% / yr in the winter, -0.4 ± 0.3% / yr in the spring/fall, and +1.0 ± 0.8% / yr in the summer) and during the winter for the 10 µm window (4.9 ± 4.5% / yr). Although surface temperature has been increasing overall at Eureka since 1941 (by about 2 K in December-February and by almost 1 K in March-May) as has humidity (according to meteorological measurements at the Eureka Weather Station and Lesins et al. [2010]), this is not reflected in Table 6.1 as trends in the AERI microregions sensitive to water vapour and temperature, and trends in the PWV and surface temperature are generally not statistically significant between 2006 to 2013. An exception is for the water vapour microregion during the winter, for which the trend is statistically significant, but negative, and therefore not able to explain increases seen in the 10 and 20 µm regions. By contrast, Table 6.1 shows that thick-cloud cover increased by 7.2 ± 4.7% / yr during the winter at the expense of thin-cloud cover and 0.8 ± 0.6% / yr during spring/fall from 2006 to 2013. This suggests that these cooling-to-space windows are closing due to increasing thick-cloud cover.

During the summer, trends at 10 µm and in cloud thickness are not statistically significant. However, there is a small, positive, statistically significant trend in the 20 µm region. As discussed previously, this 20 µm window is mostly closed during the summer, suggesting that this trend is due to increases in temperature. In support of this is a positive, statistically significant trend in radiances in the microregion sensitive to temperature (0.2 ± 0.1 % / yr), but no statistically significant trend in surface temperature (likely due to the short timespan).

Trends in AERI microregions sensitive to water vapour and temperature are similar to the trends in MWR measurements of PWV and surface temperature at Eureka shown in Table 6.1, but generally not statistically significant. In the temperature microregion (674 to 679 cm⁻¹) radiances depend almost entirely on temperatures very near the surface; differences between
AERI and meteorological surface temperature trends are most likely due to differences in sampling. In the water vapour microregion (784-785 cm\(^{-1}\)), radiances measured by the AERI are sensitive to the entire water vapour column, but are most sensitive to the near-surface humidity (unlike the MWR); thus small differences are expected.

### 6.4.2 Comparison of Trends in Eureka and SGP Downwelling Radiances

When comparing radiance trends at 10 µm, the trend at Eureka during the winter is larger in magnitude than at the SGP and is in the opposite direction. In the SGP, statistically significant negative trends in the downwelling radiance at 10 µm region are found for all seasons except spring (March-May) and are between -0.25 and -1.25% / yr in magnitude. Gero and Turner [2011] attribute the negative radiance trends measured at the SGP to changes in cloudiness and an overall decrease in PWV over the SGP site. For Eureka, the significant positive trends in the 10 µm window are the result of increasing thick-cloud cover during the winter at the expense of thin-cloud cover. Hence like the SGP, trends in downwelling radiance at Eureka are associated with changes in cloud cover; unlike the SGP, trends at Eureka are not associated with PWV (although over a longer period of time this is plausible given the Arctic’s long-term warming). The positive trend at 10 µm at Eureka during the winter is also much larger (factor > 3) in magnitude than during any season for the SGP. This indicates that changes in the downwelling radiance at 10 µm are accelerated in the high Arctic compared to lower latitudes during the seven months of Arctic winter, just as the changes in other atmospheric conditions such as temperature are more pronounced in the Arctic than other parts of the globe. There is thus evidence of change occurring in the surface energy budget at Eureka.
6.5 Summary of Measurements of Primary Cooling-to-Space Windows

Downwelling radiance and brightness temperature measurements were collected by AERI instruments in the Canadian high Arctic over an eight-year period. The consistency and reliability of this combined AERI dataset was verified, providing measurements of the two surface cooling-to-space windows at 10 µm and at 20 µm (the ‘dirty window’) in the high (> 75° N) Arctic. Since an increase in emission allows for a clear distinction between spectra recorded during clear skies and spectra recorded when thin or thick clouds are present, radiance thresholds that change with each season (and, hence, PWV) were used to characterize the sky scene. This sky-scene characterization was tested and applied to AERI spectra, permitting designation of three distinct meteorological conditions: (1) clear skies, (2) thin clouds (optically thin or high-altitude), and (3) thick clouds (opaque or low-altitude). This dataset was compared to a similar dataset for the SGP and can be used to assess GCM simulations of brightness temperature distributions, cloud cover, and trends in radiance for the high Arctic’s two surface cooling-to-space windows.

Distributions of brightness temperatures at 10 µm at Eureka were similar to those found at the SGP, with Eureka distributions shifted to colder temperatures. When separated by season, a distinct increase in brightness temperatures over Eureka was observed from winter to fall/spring to summer for both cooling-to-space windows. When water vapour is a maximum during the summertime, many scenes in the 20 µm microregion were warm independent of sky cover; hence distributions are narrow and do not vary with cloud thickness, indicating that this cooling-to-space window is mostly opaque (or “closed”) in the summer. If the Arctic continues to warm at its current pace [ACIA, 2004; Richter-Menge, 2006; Bekryaev et al., 2010], the consequent increase in water vapour will increase the duration of the 20 µm window being closed, with important implications for the Arctic’s energy balance; a shift towards warmer, ‘summer-like’ brightness temperatures will occur for other seasons, resulting in a net increase in year-round downwelling brightness temperatures regardless of cloud cover.

The distribution of clear-sky and thin-cloud brightness temperatures measured at 10 µm was similar to the distribution found at the SGP in Turner and Gero [2011] with a minor
difference in the all-sky distribution. Eureka brightness temperatures were found to occur at lower temperatures, as the second (warmer) mode of the bi-modal distributions is shifted to colder temperatures relative to the SGP, since it is colder in the Arctic than at the SGP.

The downwelling radiance in both the 10 and 20 µm cooling-to-space windows exhibited strong seasonal variability for all cloud thicknesses as a result of changes in temperature and water vapour. Despite the Eureka AERI dataset’s short length compared to natural variability and variability in the temporal distribution, statistically significant trends were detected using the Weatherhead et al. method [1998] during the same time period. Radiance trends in seasonal averages at 20 µm existed for all seasons during this time period. Trends in seasonal averages at 10 µm during the winter were positive, in the opposite direction, and significantly larger (factor > 3) than any of the seasonal trends detected at the SGP, indicating that changes in the downwelling radiance are accelerated in the high Arctic compared to lower latitudes. This statistically significant increase (> 4% / yr) in radiance at 10 and 20 µm during the winter is mainly attributed to the increased prevalence of thick clouds at the expense of decreased thin clouds. It will be interesting to monitor these trends to determine whether they will continue, given that these trends are only for a short, eight-year period. Continued measurements are necessary to determine statistically significant correlations between the two cooling-to-space windows and surface measurements of temperature and PWV. A long-term record of integrated radiances throughout the entire 20 µm window (17-25 µm) could be compared to the entire 10 µm window (8-12 µm) to determine the effects of climate change on the Arctic’s energy balance, particularly as the 20 µm window closes, and provide additional data for comparisons to climate models.
7. **Trace Gas Retrieval Technique**

Emission spectra measured by the AERI can be used for more than radiative studies of the Earth’s atmosphere. It is possible to infer the concentration of atmospheric gases by analyzing the shape and strength of the measured emission lines. Each molecule has a unique ‘spectral fingerprint’ in the form of discrete emission lines at particular wavelengths (or wavenumbers). Once the molecular fingerprints are characterized (via laboratory measurements), the measured emission spectra can be analyzed using a retrieval algorithm in order to determine the concentration of a particular gas in the atmosphere. This concept in spectroscopy has been long-established and applied to a range of phenomena, from investigating the composition of distant stars to quantifying pollution levels in a crowded city. The recent explosion in computing power has enabled us to perform these retrievals, which are inherently non-linear, complex, and hence computationally expensive, for a hundreds of atmospheric species in a matter of minutes using a retrieval algorithm in conjunction with remote sensing instruments (such as the AERI), which do not require the instrument to move or physically ‘touch’ the gas as with *in situ* measurements. The technique to perform these retrievals is presented in this Chapter. *Portions of this Chapter have been published in Mariani et al. (2013).*

7.1 Retrieval Theory

7.1.1 The Optimal Estimation Method

The spectra derived from the interferograms recorded by the E-AERI can be analyzed to obtain the concentrations of specific trace gases in the atmosphere. This process, referred to as the ‘inverse problem,’ can be difficult to achieve if the mathematical formulation is ill-conditioned, ill-posed, or nonlinear, which is often the case since the atmosphere is not a controlled environment. The retrieval problem for trace gases using emission spectra is more...
nonlinear than using solar absorption spectra (and hence more difficult) due to the addition of the emission term in the radiative transfer equation (described in Sect. 7.3.2) and decreased SNR (particularly in spectral regions with near-zero emission). In order to solve this ill-posed problem, optimizing the information content for each measurement can be achieved by combining observations with known quantities (called the a priori). This technique, known as the Optimal Estimation Method (OEM) as developed by Rodgers [1976, 1990, 2000], is commonly used in the atmospheric research community for retrievals from absorption and/or emission spectra from various types of FTSs.

To examine the information content, the atmosphere is described by measurements in a vector $y$ and the unknowns sorted into a state vector $x$. Hence for E-AERI observations, measured radiances will occupy $y$ while volume mixing ratios (VMRs) of the trace gases will occupy $x$. Measurements are described by a forward model, $F(x, b)$, which describes the physics of the measurement process via:

$$y = F(x, b) + \varepsilon$$

(7.1)

where $\varepsilon$ is the measurement error and $b$ contains all parameters which influence the retrieval but are not retrieved (e.g., profiles of temperature and pressure). The forward model captures our entire understanding of the physics of the measurement, $y$.

As previously mentioned, with the OEM observations are combined with our best estimate of the true state. Hence it is necessary to use an a priori estimate of the atmospheric state, $x_a$, and our best estimate of the model parameters, $\hat{b}$, in conjunction with Eqn. (7.1). To simplify this problem, it is convenient to linearize the model by performing a Taylor Series expansion about these estimates:

$$F(x, b) = F(x_a, \hat{b}) + \frac{\partial F}{\partial x}(x - x_a) + \frac{\partial F}{\partial b}(b - \hat{b}) + \cdots + \varepsilon.$$

(7.2)

Since it is assumed that the forward model is linear over the range of the a priori and true state spaces, the higher-order terms in Eqn. (7.2) (expressed as “…””) can be neglected. If it can be assumed that the forward function is invertible, then an inverse function, $R$, maps values from measurement space into the atmospheric state space:
\[ \hat{x} = R(y, \hat{b}, x_a, c), \]
\[ \hat{x} = R[F(x, b) + \varepsilon, \hat{b}, x_a, c] \]

(7.3)

where \( \hat{x} \) is the retrieved state vector and \( c \) is the vector containing any additional parameters used in the retrieval that do not appear in the forward model. By substituting Eqn. (7.2) into Eqn. (7.3), we achieve:

\[ \hat{x} = R \left[ F(x_a, \hat{b}) + \frac{\partial F}{\partial x}(x - x_a) + \frac{\partial F}{\partial b}(b - \hat{b}) + \varepsilon, \hat{b}, x_a, c \right], \]
\[ \hat{x} = R[F(x_a, \hat{b}) + K(x - x_a) + K_b(b - \hat{b}) + \varepsilon, \hat{b}, x_a, c] \]

(7.4)

where \( \hat{x} \) is the retrieved best estimate of the true atmospheric state. \( K \) is the weighting function matrix and \( K_b \) is the parameter space weighting function matrix. The sensitivity of the forward model to the true atmospheric state and true model parameters is provided by the weighting function matrices, which are defined in general as:

\[ K_{ij} = \frac{\partial F_i(x)}{\partial x_j}. \]

(7.5)

Next, the inverse equation given in Eqn. (7.4) can be linearized by performing a Taylor Series expansion with respect to \( F(x_a, \hat{b}) \) to produce:

\[ \hat{x} = R[F(x_a, \hat{b}), \hat{b}, x_a, c] + \frac{\partial R}{\partial y} [K(x - x_a) + K_b(b - \hat{b}) + \varepsilon], \]
\[ \hat{x} = x_a + G K (x - x_a) + G K_b (b - \hat{b}) + G \varepsilon \]

(7.6)

where \( G \) is called the gain matrix and represents the sensitivity of the retrieved state to the measurements. Eqn. (7.6) can be generalized into an expression solely for the atmospheric state space:

\[ \hat{x} = x_a + A (x - x_a) + \varepsilon x \]

(7.7)
where $\varepsilon_x$ represents all error terms and $A$ is the averaging kernel matrix formulated as:

$$A = GK$$

(7.8)

\[
A = \frac{\partial \hat{x}}{\partial y} = \frac{\partial \hat{x}}{\partial x}
\]

(7.9)

which represents the sensitivity of the retrieved state to the true atmospheric state. The averaging kernel describes the subspace of the state space where the retrieval exists. Hence the rows of $A$ characterize the relationship between the retrieval and the true state [Rodgers, 2000]. The rows can be summed to obtain the sensitivity of the measurement, which indicates the fraction of the retrieval that is derived directly from the measurement as opposed to the $a$ priori.

The averaging kernel matrix is also capable of quantifying the vertical resolution of the retrieval, called the Degrees Of Freedom for Signal (DOFS). The DOFS represents the number of independent quantities that can be determined from a single measurement, and is expressed as:

$$\text{DOFS} = tr(A)$$

(7.10)

where $tr(A)$ is the trace of the matrix $A$. Since DOFS is a measure of information, it allows one to quantify the information content of each measurement.

### 7.1.2 Applying Bayes' Theorem

The best estimate of the atmospheric state is acquired by combining the true state with $a$ priori information. This is necessary since $x$ in Eqn. (7.7) is unknown. Performing measurements maps the state into the measurement space according to the forward model. However, a point in state space maps into a region in measurement space that is determined by the Probability Density Function (PDF) of $\varepsilon$ because it is only known statistically; thus one must select an approach based on statistical methods in order to combine the true state with the $a$ priori. The Bayesian Inference is used to determine the Maximum A Posteriori (MAP) estimator in order to determine the retrieval's weight towards the $a$ priori vs. the weight towards
the measurements. The MAP estimator chooses the most likely (or mean) state averaged over the PDF.

According to Bayes' Theorem [Bayes, 1763]:

\[
P(x|y) = \frac{P(y|x)P(x)}{P(y)}
\]

(7.11)

where \(P(x)\) is the PDF of the a priori, or state \(x\) (and similar for \(y\)), \(P(y|x)\) is the PDF of the observation and depends on the experimental error and forward function, or the PDF of \(y\) given \(x\), and \(P(x|y)\) is the conditional PDF of \(x\) given \(y\), also known as the a posteriori estimate [Rodgers, 2000]. It is \(P(x|y)\) that we want to maximize in Bayes’ Theroem. It is assumed that there is a linear relationship between \(x\) and \(y\) (\(y = Kx\)) and the PDF distributions are Gaussian, such that:

\[
P(y) = \frac{1}{(2\pi)^{n/2}|S_y|^{1/2}}e^{-\frac{1}{2}(y-\bar{y})^TS_y^{-1}(y-\bar{y})}
\]

\[
-2\ln[P(y)] = (y - \bar{y})^TS_y^{-1}(y - \bar{y}) + 2\ln\left[(2\pi)^n|S_y|^{1/2}\right]
\]

\[
-2\ln[P(y)] = (y - \bar{y})^TS_y^{-1}(y - \bar{y}) + C_y
\]

(7.12)

where \(\bar{y}\) is the mean of the observation, \(y\), \(n\) is the number of elements in the vector, \(S_y\) is the measurement error covariance matrix, and \(C_y\) is a constant term. Using this approach, \(P(x)\) and \(P(y|x)\) can be expressed as:

\[
-2\ln[P(x)] = (x - x_a)^TS_a^{-1}(x - x_a) + C_x
\]

(7.13)

\[
-2\ln[P(y|x)] = (y - F(x,b))^TS_e^{-1}(y - F(x,b)) + C_{yx}
\]

(7.14)

where \(S_a = a priori\) covariance matrix \((x-x_a)(x-x_a)^T\), and \(S_e = error\) covariance matrix. The maximum probability for \(x\) is equal to the expected value \(\bar{x}\) because the PDF, assumed to be Gaussian, is symmetric about \(x = \bar{x}\) [Rodgers, 2000]. Note that \(P(y)\) is considered a normalizing
factor; as such it is neglected when calculating \( P(x|y) \). To obtain a MAP estimator, the derivative of Eqn. (7.11) is set to equal zero:

\[
\nabla_x[-2 \ln[P(x|y)]] = \nabla_x[(y - F(x, b))^T S^{-1}_\varepsilon (y - F(x, b)) + \nabla_x[(x - x_a)^T S_a^{-1}(x - x_a)] = 0
\]

(7.15)

from which we define the cost function, \( J(x) \) to be:

\[
J(x) = (y - F(x, b))^T S^{-1}_\varepsilon (y - F(x, b)) + (x - x_a)^T S_a^{-1}(x - x_a).
\]

(7.16)

Clearly, the \textit{a priori} and its covariance matrix must be carefully selected due to their large impact on the retrieval's outcome. The MAP solution occurs when \( P(x|y) \) is a maximum, or \( J(x) \) is a minimum. Since it is assumed that the problem is moderately linear, Newtonian iteration is used to solve \( \nabla_x J(x) = 0 \) via:

\[
x_{i+1} = x_i - [\nabla_x \nabla_x J(x_i)]^{-1} \nabla_x J(x_i).
\]

(7.17)

By substituting Eqn. (7.16) into Eqn. (7.17) and setting \( x_a \) as the initial step \( (i = 0) \), the optimal solution is:

\[
x_{i+1} = x_a + (S_a^{-1} + K_i^T S^{-1}_\varepsilon K_i)^{-1} K_i^T S^{-1}_\varepsilon [(y - F(x_i)) - K_i(x_a - x_i)].
\]

(7.18)

where \( K \) is called the Jacobian matrix and expressed as \( K = \frac{\partial y}{\partial x} = \nabla_x F \). Analogous to solving \( \nabla_x J(x) = 0 \) numerically as above, we can obtain the analytical solution:

\[
\hat{x} = x_a + (K^T S^{-1}_\varepsilon K + S_a^{-1})^{-1} K^T S^{-1}_\varepsilon (y - Kx_a),
\]

\[
\hat{x} = x_a + G(y - Kx_a)
\]

(7.19)

where the expressions for the gain matrix and averaging kernel matrix become:

\[
G = S_a K^T (K S_a K^T + S_a)^{-1}
\]

(7.20)
**7.2 Error Analysis**

Error estimates of trace gas total columns are essential when reporting final results. The error analysis is a vital part of the documentation of any retrieved data set as it helps identify characteristics of retrievals that can be optimized [Rodgers, 2000]. The uncertainty in the measured total columns is determined following the method described in Rodgers [2000], which has been implemented for many other instruments (e.g., the PEARL 125HR SFIT2 retrievals [Batchelor et al., 2009]). The error expression can be derived by including all the errors in the measurements and model parameters in Eqn. (7.6) to produce:

$$\hat{x} = x_a + A(x - x_a) + G K_b (b - \hat{b}) + G \Delta f(x, b, b') + G \epsilon$$

(7.22)

where $b'$ is the parameters of the forward function $f$ that have been ignored when constructing the forward model $F(x, b)$. Thus $\Delta f(x, b, b')$ is the error in the forward model relative to the real physics. The individual error components can be extracted by subtracting the true state from the retrieved state and rearrangement of Eqn. (7.22):

$$\hat{x} - x = \underbrace{(A - I)(x - x_a)}_{\text{smoothing error}} + \underbrace{G K_b (b - \hat{b})}_{\text{model parameter error}} + \underbrace{G \Delta f(x, b, b')}_{\text{forward model error}} + \underbrace{G \epsilon}_{\text{retrieval noise}}$$

(7.23)

where $I$ is the unity matrix (used to manipulate Eqn. (7.22) to achieve the form of $\hat{x} - x$) and the error components are labelled below each term. Since the true state is unknown, error covariance matrices over an ensemble of states are used to determine the total error via:

$$S_s = (A - I) S_a (A - I)^T$$

(7.24)

$$S_f = G K_b S_b G^T K_b^T$$

(7.25)
\[ S_m = G S_e G^T \]  

(7.26)

where \( S_s \) is the smoothing error covariance, \( S_f \) is the model parameter error covariance, \( S_b \) is the error covariance matrix of \( b \), and \( S_m \) is the retrieval noise error covariance. Note the forward model error is usually neglected since it is systematic and attempting to calculate it without knowing the true state, \( x \), or the non-retrieved retrieval parameters, \( b \), is computationally expensive and difficult. Previous work has shown that errors arising from forward model ray-tracing errors are \(< 1\% \) [Schneider et al., 2005]. The smoothing error is introduced by interpolating the true profile (which is an infinite-layer grid) onto a finite (\( N \)-layer) grid. The model parameter error covariance is caused by biases in the forward model parameters and contains both random and systematic errors.

The smoothing error \(( S_s )\) and measurement error \(( S_m \) are added in quadrature with the model parameter errors \(( S_f \), forward model error, and interference errors. Model parameter errors are determined using a perturbation method for temperature, \( S_{\text{temp}} \), and the largest estimates of the uncertainties provided in HITRAN 2008 for \( S_{\text{lint}} \) (line intensity) and \( S_{\text{lwidth}} \) (air-broadened half-width) [Rothman et al., 2009]. If the uncertainty is not provided in HITRAN 2008, a 20\% uncertainty is assigned. The interference errors, \( S_{\text{intspec}} \) and \( S_{\text{intret}} \), are the errors in the retrieved column due to the constraint posed on the jointly retrieved quantities. The latter includes instrument lineshape, wavelength shift, background slope and curvature, phase error and zero level shift; their combination is described in Rodgers and Connor [2003]. Hence the total error, \( S_{\text{tot}} \), can be expressed as:

\[
S_{\text{tot}} = \sqrt{S_s^2 + S_m^2 + S_{\text{temp}}^2 + S_{\text{lint}}^2 + S_{\text{lwidth}}^2 + S_{\text{intret}}^2 + S_{\text{intspec}}^2}
\]  

(7.27)

The smoothing error \(( S_s )\) is a systematic error on short timescales, but random on long time scales (when \( S_s \) becomes a covariance over the large ensemble of atmospheric states) [Lindenmaier, 2012]. The uncertainty due to measurement noise \(( S_m \) is considered to be random, and the uncertainty due to spectroscopic parameters \(( S_{\text{lint}} \) and \( S_{\text{lwidth}} \) is mostly systematic, although a clear division between systematic and random uncertainties is not absolute. Since the different error sources are uncorrelated among each other, these errors have been added in quadrature, as recommended by the International Organization of Standardization
[1993]. The calculation of the covariance matrices discussed above is described in more detail in Sect. 8.1.

7.3 The SFIT2 Retrieval Algorithm

7.3.1 The SFIT2 Retrieval Algorithm

In order to retrieve concentrations of trace gases, spectra collected by the E-AERI must be analyzed using a retrieval algorithm. SFIT2 is a radiative transfer and profile retrieval algorithm based on the OEM of Rodgers [1976; 1990; 2000]. SFIT2 is widely used in the IR remote sounding community and has undergone extensive validation exercises [e.g., Hase et al., 2004]. The algorithm was originally created by C. P. Rinsland (NASA Langley Research Centre) and B. J. Connor (National Institute of Water and Atmospheric Research, New Zealand) and is used to calculate the concentration of a target trace gas from measured spectra. It is widely used in the Network for the Detection of Atmospheric Composition Change (NDACC) Infrared Working Group (IRWG) (e.g., the PEARL 125HR retrievals use SFIT2). To do this, it produces a calculated spectrum (with the same spectral resolution as the spectrometer) that is fitted to an observed spectrum by adjusting the trace gas volume mixing ratio profiles [Pougatchev et al., 1995; Rinsland et al., 1998]. The solution is found iteratively, and the iteration is performed until the iteration converges. Convergence is normalized (over the number of spectral points) such that if it converges to the level of noise, convergence = 1. The tolerance, which is the change in the convergence value (from 1.2 to 1.1, for instance), is set to 0.1. Once the change in convergence is less than 0.1, it stops the iteration and claims convergence. This entire process is illustrated in Figure 7.1. SFIT2 can be used in conjunction with FTIR spectra to retrieve more than 25 trace gases.
The forward model is a multispecies, multilayer, line-by-line radiative transfer model. The model assumes the Voigt lineshape function, local thermodynamic equilibrium, and homogeneous layers of the atmosphere. The \textit{a priori} VMR profiles for the target trace gas, \textit{a priori} covariance matrix, $S_a$, and \textit{a priori} interfering species VMR profiles are required inputs for the OEM SFIT2 uses. Additionally, SFIT2 requires instrument parameters to characterize its forward model (such as instrument FOV) and the section of the spectrum sensitive to the target trace gas to be fit (called ‘miniwindows’ or ‘microwindows,’ described in Sect. 7.5). SFIT2 is used in conjunction with HITRAN 2008 \cite{Rothman2009}, which provides spectral line parameters for line-by-line calculations of the atmospheric spectrum, and a model atmosphere is created via refractive ray-tracing and airmass path calculations computed using the FASTCODE (also referred to as FSCATM) algorithm \cite{Meier2004}. FASTCODE provides the air mass distribution (the number of molecules as a function of altitude) and converts twice-daily radiosonde profiles of pressure, temperature, and \textit{a priori} VMR profiles (described in Sect. 7.4.3) on a 61-layer grid to a density-weighted grid used by SFIT2. The number of layers of the density-weighted retrieval grid is specified by the user and can be altered at any time. With the OEM, the retrieved profile can be expressed as a linear combination of the \textit{a priori} and the true state with error contributions.
Emission spectra are converted into ASCII file format prior to the retrieval. A binput file, in ASCII format, is created and used to specify: a) target trace gas, b) interfering trace gas species, c) the retrieval altitude grid, d) site information (lat/lon, elevation, etc.), e) instrument parameters (including FOV, maximum OPD, etc.), f) forward model parameters, g) a priori and uncertainties, h) information for the miniwindow (end points), and i) covariance matrices ($S_e$, $S_a$). Details on the construction of these input parameters are provided in Sect. 7.4.1.

7.3.2 The SFIT2+Emission Add-on

The SFIT2 retrieval code has recently been modified so that it can be applied to IR emission spectra, such as those recorded by the EjAERI. The SFIT2 retrieval code (along with its predecessors) was designed to use solar absorption measurements from an FTIR as input to the forward model. Hence modifications to the original SFIT2 (v. 3.93) code were required in order to adapt the algorithm to be used with emission spectra, such as those produced by the EjAERI. In this new emission add-on (SFIT2 v. 3.93+Emission), the retrieval code has been modified with an extension to calculate the full radiative transfer. The radiative transfer is given by Eqn. (2.5) and its integral form is:

$$I_v(z) = S_v(z_\infty)e^{-\tau_v(0,z_\infty)} + \int_0^{z_\infty} S_v(z) \frac{de^{-\tau_v(0,z)}}{dz} dz \tag{7.28}$$

where $\tau_v(0,z_\infty)$ denotes the opacity from the ground to the top of the atmosphere, $\tau_v(0,z)$ denotes the opacity from layer $z$ to the observer at 0 and is equivalent to $\int_0^z k_v\rho(z) dz$, $S_v(z_\infty)$ is the source term for the background (top of atmosphere) radiation and equivalent to $I_v$ in Eqn. (2.4), and $S_v(z)$ is the source term (Eqn. (2.1)) of the layer $z$. While in solar absorption spectroscopy, the rightmost term in Eqn. (7.28) can normally be neglected (except for optically thick regions of the atmosphere) due to the negligible emission of the atmosphere compared to the Sun, in emission spectroscopy this is the main source of radiation. The numerical iteration scheme used to find the zero of the gradient of the cost function in the OEM (Eqn. (7.16)) has also been changed from Gauss-Newton to Levenberg-Marquardt, which is more efficient in finding nonlinear solutions when the true solution is far from the current iteration point, as for weakly nonlinear problems [M. Palm; personal communication].
When SFIT2 is run, the model atmosphere is used in each iteration step to calculate the IR emission spectrum for the target and interfering trace gas species in the defined miniwindow. The original automation code, called zephyr2 [Wood et al., 2000], is incompatible with the new file system format used in SFIT2+Emission; hence a new automation code was written to achieve automation of the SFIT2 analysis on the extremely large (over 200,000 spectra) E-AERI dataset. The automation code, titled ‘loop_SFIT2’, is a bash script that can be used on any emission spectra in conjunction with SFIT2+Emission. E-AERI total column retrievals of O$_3$, CO, CH$_4$ and N$_2$O have been performed year-round using this new version of SFIT2 and are described in more detail in this Chapter. This new emission version of SFIT2 has been implemented in the next version of the code, SFIT4, by M. Palm (U. Bremen) and was released in early 2014.

7.4 Retrieval Implementation

7.4.1 E-AERI SFIT2 Retrievals

Due to the relatively low spectral resolution of the E-AERI, profile-scaled retrievals were performed (rather than full profile retrievals) in which the entire \textit{a priori} profile of the trace gas is uniformly shifted (increased/decreased) by a scaling factor to match the true state. The scaled retrievals have DOFS just below 1 (> 0.9) per species and provide only the total column concentration. For this work, spectra collected in a one-hour window are averaged to produce a dataset of hourly-averaged radiances to improve the SNR; typically eight spectra are averaged in a one-hour window.

Attempts to perform retrievals on a multi-layer grid (i.e. ‘profile retrievals,’ such as performed for spectra recorded with the higher-resolution Bruker 125HR) resulted in convergence problems, likely due to the lack of vertical sensitivity in the lower-resolution E-AERI spectra. Extensive work went into attempting to achieve profile retrievals using E-AERI spectra: profile retrievals of O$_3$, CO, CH$_4$, and N$_2$O were originally attempted using relatively wide miniwindows which include a range of radiances but encountered several difficulties and overall did not perform as well as the scaled retrievals (spectral fits were worse, convergence problems were encountered, and comparisons to other ground-based spectrometers at Eureka
were far worse). An example of the result of performing scaled retrievals is provided in Figure 7.2; the retrieval produces an increased O$_3$ column (compared to the *a priori*) as indicated by the increased VMR profile, which is in agreement with the expected O$_3$ concentration at that time of year (February). The possibility of performing profile retrievals remains the basis of future work with the implementation of the new SFIT4 retrieval algorithm.

![Figure 7.2 Sample E-AERI scaled O$_3$ retrieval. The *a priori* profile (blue) has been scaled by a factor of 1.1077 as a result of the SFIT2 retrieval, producing the retrieved profile (red). Retrieval was performed on hourly-averaged spectra on February 9, 2012, for 12:00-13:00 UTC.](image)

An independent wavelength shift parameter for each miniwindow and the background slope (any offset of the spectrum) are fitted. The *a priori* VMR profiles of the interfering species were scaled simultaneously with the target trace gas during the retrievals. SFIT2 can incorporate a maximum of nine interfering species for each miniwindow, which, in effect, places a limit on the maximum size of the miniwindow. While column retrievals are usually well constrained and need no regularization, the fact that columns of multiple species (target and interfering) are retrieved in one inversion adds instability which is remedied by the use of OEM. Daily profiles of pressure and temperature were obtained from a combination of three sources: two daily
launches of radiosondes (6:15 a.m. and 6:15 p.m. EST) at Eureka were averaged to provide information up to 35 km, the National Centers for Environmental Prediction (NCEP) analyses from the NASA Goddard Space Flight Centre provided information from 35-50 km, and the 1976 US Standard Atmosphere was used above 50 km. When the retrieval has converged on a final solution, the result is the full vertical profile of the target gas (the state vector $\mathbf{x}$ consisting of $N$ target gas profile elements, where $N$ is the number of layers in the retrieval grid), the scaling factors applied to the $a$ priori profiles of interfering species, and the forward model parameters (i.e., background slope and curvature, wavenumber shift, phase error, etc.).

7.4.2 Implementing the Cloud Filter

Retrievals of trace gases when clouds are present are difficult due to the increased emission from cloud particles, causing a large increase in baseline radiance. This increased emission dwarfs the spectral signature from the trace gases of interest. Hence the cloud filter described in Sect. 5.3 was used to classify and eliminate all cloudy E-AERI spectra from retrievals. Spectra classified as having thin clouds (the lowest – and most conservative – radiance threshold) using the radiance thresholds in Table 5.1 were considered ‘cloudy spectra’ and filtered out. Thin clouds and aerosols can result in poorer spectral fits, reinforcing the requirement of the conservative cloud-filtering process. The impact of including spectra during thin clouds and/or periods of high aerosol concentrations on the retrieval will be discussed in more detail later in this Chapter. Spectra classified as having thick clouds were also (more obviously) filtered out due to their large impact on the baseline radiance. These relatively opaque clouds effectively limit the E-AERI sky scene observation up to the altitude of the cloud base height throughout much of the miniwindows, absorbing the emission from higher in the atmosphere. Hence only spectra classified as ‘clear sky’ by the cloud filter were used in all trace gas retrievals presented in this Chapter.

7.4.3 $a$ priori Trace Gas Profiles

$A$ priori estimates of trace gas VMR profiles at Eureka have been provided for 64 trace gases and used in previous studies involving SFIT2 retrievals [Batchelor et al., 2009; Lindenmaier et al., 2010]. These profiles were produced from a climatology of satellite, ground-
based, model, and balloon measurements. For the four gases studied in this work, over 7000 HALOE (lat > 65°N) profiles from 1991-2005 were used for CH₄ [Park et al., 1996]; the Eureka ozonesonde archive (1993-2005) and HALOE were used for O₃ (averaged ozonesondes up to 35 km alt., HALOE > 35 km) [Lindenmaier et al., 2010]; MkIV balloon measurements made at the high-latitude NDACC site at Kiruna, Sweden, were used for CO; and monthly mean VMRs reported in the SPARC2000 compilation (lat > 68°N) were used for N₂O [Randel et al., 2002]. The a priori profiles are zonally averaged mean VMR profiles of the climatological data sets (where latitude > 65°N) available. For more detail about these climatologies, see Lindenmaier [2012], Sect. 3.4. This same dataset was used to calculate the variance in the VMR profiles as a function of altitude. From these variances, the a priori covariance matrix, $S_a$, can be calculated, as described in Sect. 8.1.

7.4.4 Retrievals at the PEARL Ridge Lab vs. at 0PAL

Clear-sky total columns of O₃, CO, CH₄, and N₂O from the PEARL Ridge Lab (610 m a.s.l.) were retrieved using hourly-averaged E-AERI spectra (described in Sect. 7.4.1 and 7.4.2) and the SFIT2 emission add-on retrieval algorithm (described in Sect. 7.3.2). The significance of measuring these particular trace gas species is described in Sect. 2.3. E-AERI measurements at the PEARL Ridge Lab commenced on October 22, 2008 and continued until September 10, 2009 and are not affected by local emissions of the Eureka Weather Station’s power plant 15 km away.

Starting on February 16, 2011, the E-AERI resumed measurements closer to sea-level at 0PAL (10 m alt.). The 600 m difference between the two sites has a large impact on the measured radiance, such as differences in the CO₂ band between 600-800 cm⁻¹ due to a temperature inversion and – most notably – H₂O saturation, as shown in Sect. 4.2. Increased occurrence of clouds at lower altitudes also results in more spectra being excluded due to cloud filtering. Depending on the season, 10 to 20% of the water vapour column is located below 610 m, increasing the amount of H₂O interference with the target trace gas. Retrievals were performed using a total column from 0.010 to 100 km. To perform comparisons with total column measurements made from the PEARL Ridge Lab, the first 600 m of the E-AERI total columns were removed (the scaled VMR profile is on a 39-layer altitude grid; the lowest layer of which is 0.010 to 0.610 km) to match them with those measured at the Ridge Lab, effectively
providing 0.610 to 100 km total columns. The additional error due to this removal, determined
by generating simulated spectra and comparing the corresponding ‘true’ columns (with 600 m
removed) with the retrieved columns (with 600 m removed), is small (< 1% for O₃ and < 2% for
the other species).

7.5 Miniwindows

7.5.1 Investigation of Miniwindows

The choice of an appropriate microwindow is essential when performing retrievals.
SFIT2 will analyze only the spectra within the microwindow; hence the selection of a
microwindow can affect the retrieved profile's column amount, error, information content, and
processing time. Because a trace gas will emit radiation at specific frequencies, it is important to
determine which of these frequencies to include in the retrieval (typically the clearest and
strongest) and which to leave out. Due to the lower spectral resolution of the E-AERI, the
spectral regions that SFIT2 uses to fit the trace gas spectral lines must be significantly larger
than those typically used in fitting high-resolution solar absorption spectra to incorporate
sufficient spectral lines of the target trace gas. Since these fitted spectral regions are wider (10-
25 times) than the standard microwindows used in NDACC IRWG SFIT2 retrievals, they will
be referred to as ‘miniwindows.’ The maximum number of interfering species SFIT2 can
incorporate into its retrieval is nine. The number of interfering species increases as the
miniwindow size increases, placing a limit on the miniwindow’s maximum size.

A detailed comparison of possible miniwindows was performed for each trace gas
species. The goal is to achieve the lowest RMS residual of the fitted and measured spectra while
still allowing the retrieval to converge on a final solution. Attempts were made to avoid spectral
regions that have large H₂O emission features due to their large variability and capacity to dwarf
emission features of the target gas. The H₂O continuum (resulting from numerous strong H₂O
lines up to 700 cm⁻¹) in particular was avoided as much as possible due to the difficulty in its
characterization. For each miniwindow analyzed, the list of interfering species must be adjusted
to account for the presence of other trace gases emitting radiation within these regions. Column
fits are performed for interfering gases since their emission features must be considered.
As an example, Figure 7.3 shows the four most accurate spectral fits when investigating different miniwindows for O$_3$. Other investigated miniwindows for O$_3$ not shown are 900 to 1300 cm$^{-1}$, 975 to 1005 cm$^{-1}$, and 1100 to 1300 cm$^{-1}$; all of which had higher RMS residual errors and/or convergence issues. An ideal miniwindow would incorporate as many strong O$_3$ emission lines in this spectral region as possible while limiting the number of interfering species to nine. The sample measurement day used for this test was April 4, 2009, which had clear skies with small variability in the measured radiances. From Figure 7.3 it can be determined that miniwindow (B) provides the smallest error in the fit with an RMS of 2.18% while permitting the retrieval to converge successfully. This result was confirmed using different spectra on April 4, 2009 as well as during another test day (December 25, 2011).

Figure 7.3: Plots of measured and calculated spectra (upper panels) with their residuals (lower panels) for four different O$_3$ miniwindows: (A) 1000-1100 cm$^{-1}$ (RMS = 2.59%), (B) 950-1100 cm$^{-1}$ (RMS = 2.18%), (C) 950-1300 cm$^{-1}$ (RMS = 4.95%), and (D) 900-1100 cm$^{-1}$ (RMS = 2.36%). Miniwindow (B) has the smallest residual and lowest residual. Measurements were taken from an hourly-averaged clear-sky spectrum at 12:00-1:00 UTC on April 4, 2009.
7.5.2 Selected Miniwindows and Spectral Fits

The process outlined in Sect. 7.5.1 was performed for the other trace gas species of interest in determining their miniwindows. Tests were also done during different seasons to ensure convergence stability regardless of changes in temperature and humidity at Eureka. Table 7.1 lists the miniwindow selected for each trace gas, the interfering species included in the retrieval, and the SNR and typical RMS residual in the spectral fit for the winter (December) and summer (June). The SNR provides the ratio of the maximum emission (radiance) to the noise for the given miniwindow, and increases in the summer when the thermal emission is a maximum.

Table 7.1: Retrieval specifications for each target trace gas: the retrieval miniwindow (spectral range), interfering species scale-fitted in each miniwindow, SNR, and typical RMS residual of the spectral fit for spectra measured in December (June).

<table>
<thead>
<tr>
<th>Trace Gas</th>
<th>Miniwindow (cm$^{-1}$)</th>
<th>Interfering Species</th>
<th>SNR</th>
<th>Typical RMS (W / [m$^2$ sr cm$^{-1}$])</th>
</tr>
</thead>
<tbody>
<tr>
<td>O$_3$</td>
<td>950-1100</td>
<td>H$_2$O, CO$_2$, O$_3$$^{667}$, O$_3$$^{676}$, O$_3$$^{685}$, O$_3$$^{698}$</td>
<td>40 (80)</td>
<td>2.7x10$^{-6}$ (5.9x10$^{-7}$)</td>
</tr>
<tr>
<td>CO</td>
<td>2000-2200</td>
<td>O$_3$, N$_2$O, H$_2$O, OCS</td>
<td>50 (200)</td>
<td>9.9x10$^{-6}$ (4.6x10$^{-7}$)</td>
</tr>
<tr>
<td>CH$_4$</td>
<td>1150-1229</td>
<td>SO$_2$, H$_2$O, HDO, O$_3$, CCl$_2$F$_2$, HNO$_3$, CH$_3$D, N$_2$O</td>
<td>40 (90)</td>
<td>2.3x10$^{-6}$ (6.5x10$^{-7}$)</td>
</tr>
<tr>
<td>N$_2$O</td>
<td>1160-1300</td>
<td>CH$_4$, SO$_2$, H$_2$O, HDO, O$_3$, CCl$_2$F$_2$, HNO$_3$, CH$_3$D</td>
<td>35 (110)</td>
<td>3.3x10$^{-6}$ (6.9x10$^{-7}$)</td>
</tr>
</tbody>
</table>

Examples of the spectral fits and residuals for each trace gas listed in Table 7.1 are shown in Figure 7.4. A comparison between the fits in the summer (June) and winter (December) are provided using hourly-averaged E-AERI spectra and are typical for these two seasons. The spectral fits change depending on the season; for instance, larger emission features are found in the summer compared to the winter due to the increased temperature (resulting in increased thermal emission) as well as other factors (e.g., strong H$_2$O emission lines due to increased water vapour). Due to the difficulty in accurately fitting H$_2$O spectral lines, this slightly increases the RMS residual in the summer months (May-August) and decreases the RMS residual in the winter months (November-February). Meteorological events (i.e., ice clouds, fog, etc.) do not impact spectral fitting due to the cloud-filtering performed prior to the SFIT2 retrievals (described in Sect. 7.4.2).
Figure 7.4 Sample summer (June 29, 2009; left column) and winter (December 31, 2008; right column) of spectral fits for retrievals of (a) O$_3$, (b) CO, (c) CH$_4$, and (d) N$_2$O. Top panels show the measured (blue) and fitted spectra (red circles), with their residuals shown in the bottom panels. Note the vertical scales are kept constant left-to-right while the residuals are on a finer scale. Retrievals were performed using SFIT2 and hourly-averaged E-AERI spectra.
7.5.2 Other Trace Gas Species Investigated

Several other trace gases were tested to determine if they could be retrieved from E-AERI spectra: HNO$_3$, H$_2$O, CO$_2$, HCN, NO, NO$_2$, C$_2$H$_2$, C$_2$H$_6$, and C$_2$H$_4$. Spectral fits were successful for CO$_2$ (miniwindow: 820 to 1060 cm$^{-1}$), HCN (miniwindow: 675 to 750 cm$^{-1}$), and C$_2$H$_2$ (miniwindow: 650 to 750 cm$^{-1}$), as shown in Figure 7.5. Despite the general usefulness in obtaining CO$_2$ columns, the estimated error (described in Sect. 8.1) on the CO$_2$ total column is 9.2% and, as such, is of questionable scientific value. Given the small seasonal variability of CO$_2$ and strict requirement for extremely precise CO$_2$ measurements, such as those done by the Total Column Carbon Observing Network (TCCON) which place a limit of <1% error on the CO$_2$ total column measurements, this large error on the E-AERI CO$_2$ total columns renders the product of little scientific use. The interfering species included in the CO$_2$ fit were: O$_3$, H$_2$O, O$_3$$_{676}$, O$_3$$_{667}$, O$_3$$_{686}$, O$_3$$_{668}$, CHF$_2$Cl, NH$_3$, and HNO$_3$. Similarly, HCN and C$_2$H$_2$ do not consistently converge due to numerical stability issues in the retrieval. Furthermore, large residuals were found for HCN and C$_2$H$_2$, indicating the spectral fits do not reproduce the observed spectra. Possible reasons for this include the molecule’s low concentration (producing a small signal), inadequate interfering species included in the retrieval, etc. It appears that these trace gases can be retrieved when their concentrations are elevated in the atmosphere above Eureka, such as during biomass burning events, but more investigation into their retrieval performance is required. The interfering species included in these two retrievals were: HCN/C$_2$H$_2$, O$_3$, CO$_2$, H$_2$O, HNO$_3$, and C$_2$H$_4$. It is expected that retrievals of these two trace gases will perform better using the new SFIT4 algorithm, which has improved numerical stability [M. Palm; personal communication]. For these reasons, CO$_2$, HCN, and C$_2$H$_2$ retrievals have not been analyzed in further detail and are considered to be the focus of future work. The necessary setup parameters and binput files for retrievals of these trace gases have been created, allowing retrievals to be performed at any time, if desired.

Unfortunately the sensitivity of E-AERI measurements to NO, NO$_2$, HNO$_3$, C$_2$H$_2$, and C$_2$H$_6$, was too low for all investigated miniwindows, resulting in a retrieval of the a priori (which suggests no information content from the retrieval). While the spectral fits for HNO$_3$, for instance, were capable of matching the calculated spectrum to the measured spectrum, the signal from the HNO$_3$ emission line is simply too weak to be detected. This is a result of the low resolution of the E-AERI. H$_2$O retrievals had serious convergence issues (< 2% occurrence) and relatively large RMS errors. H$_2$O retrievals are believed to be possible using SFIT4, which is
more numerically stable, in conjunction with radiosonde H₂O profiles input as the *a priori* H₂O profile [M. Palm; personal communication]; this will be the focus of future work.

Figure 7.5: Sample spectral fits for retrievals of CO₂, HCN, and C₂H₂ (top to bottom). Top panels show the measured (blue) and fitted (red circles) spectra, with their residuals (on a finer scale) shown in the bottom panels. Measurements were taken from an hourly-averaged clear-sky spectrum at 00:00-1:00 UTC on April 4, 2009.
7.6 Summary of Trace Gas Retrieval Technique

The OEM retrieval theory was introduced in this Chapter. Following the formalism of Rodgers [2000], *a priori* information (e.g., previous climatological observations) is combined with measurements to produce a retrieved, or ‘best estimate,’ measurement of the atmospheric state. This process is necessary due to the moderately nonlinear and ill-posed problem (specifically, the fact that there are more unknowns than measurements) when trying to perform the inversion from measurement space (E-AERI spectra) to atmospheric state space (trace gas columns). In order to solve this inverse problem, the OEM uses Bayes’ Theorem to find the MAP solution, providing the best estimate of the atmospheric state. The mathematical formalism outlining this theory was provided in this Chapter, along with a discussion of its implementation for E-AERI trace gas retrievals at Eureka. Details on the specific calculation of matrices are provided in the next Chapter. The OEM also permits one to estimate the errors on the retrieval: specific error contributions can be calculated separately and then combined to produce the total estimated error for each retrieval.

The SFIT2 trace gas retrieval algorithm was introduced in this chapter. SFIT2 employs the OEM and has undergone extensive validation and is widely used in the trace gas retrieval community. Previously SFIT2 was used solely for solar and lunar absorption spectra; a new, modified version of the SFIT2 algorithm that permits retrievals of emission spectra was created by M. Palm (U. Bremen) was introduced and used to perform all trace gas retrievals using E-AERI spectra. This permits the creation of a new data product for the E-AERI instrument and the first SFIT2 retrievals using AERI spectra. The modifications to the SFIT2 algorithm were outlined in this Chapter, including changes to the radiative transfer equation used in the SFIT2 algorithm.

The retrieval methodology for the four target trace gas species (O\(_3\), CO, CH\(_4\), and N\(_2\)O) was outlined, including the cloud filter (so as to only perform retrievals during clear-skies), *a priori* trace gas profiles, and the difference between E-AERI trace gas retrievals at PEARL vs. 0PAL. Miniwindows, required inputs for the SFIT2 algorithm, were characterized for each trace gas depending on their convergence and RMS error in the spectral fit, including the spectral range of each window and interfering species. Spectral fits indicate that SFIT2 is capable of accurately fitting the observed spectra, with RMS residuals consistent with the NESR level. The
performance of the spectral fits is equivalent at 0PAL, where there is 10-20% more water vapour. A comparison study of possible miniwindows was presented, describing the selection methodology for each miniwindow and quality of the spectral fits. Retrievals of HNO$_3$, H$_2$O, CO$_2$, HCN, NO, NO$_2$, C$_2$H$_2$, C$_2$H$_6$, and C$_2$H$_4$ were also investigated; only CO$_2$, HCN, and C$_2$H$_2$ had moderately successful retrievals due to issues with convergence, spectral fits, or large error estimates of the total column.
What is driving the observed changes in the Arctic climate? The atmosphere’s radiative transfer is sensitive to the slightest change in atmospheric composition of radiatively active gases, which has changed noticeably. Spectroscopy enables us to take regular, precise measurements of the atmospheric composition. Combined with our understanding of atmospheric chemistry, measurements of trace gas concentrations allow one to obtain an understanding of the processes involved in the Arctic atmosphere, from trace gases that are naturally created to those that are anthropogenic and/or are changing due to anthropogenic processes. As shown in the previous chapter, the OEM permits retrievals of trace gases. This Chapter presents the first trace gas measurements of O$_3$, CO, CH$_4$, and N$_2$O from 2008 to 2013 by the E-AERI instrument using the newly-modified SFIT2 and subsequent testing of the SFIT4 retrieval algorithms.

*Portions of this Chapter have been published in Mariani et al. (2013).*

### 8.1 E-AERI Total Column Error Estimates

The implementation of the error analysis described in Sect. 7.2 for E-AERI trace gas retrievals is described in this section, including a discussion of the calculation of the error covariance matrices (Eqns. (7.24) to (7.26)). This implementation follows the formalism developed by Batchelor *et al.* [2009]. An estimate of the instrument's noise is based on instrument RMS NESR tests performed by UW-SSEC as described in Sect. 3.5. The diagonals of the measurement noise covariance matrix, $S_\varepsilon$, are equivalent to the noise squared, where noise is equal to the average of the NESR (which varies only slightly with wavenumber) throughout the miniwindow of the target trace gas. The diagonal elements of the *a priori* covariance matrix, $S_a$, which constrains the retrieval to the *a priori*, were calculated based on an uncertainty of 30%
in the \textit{a priori} VMR profile for each target gas; this value has been used for previous retrievals at Eureka as it represents the maximum tropospheric variability seen in the climatologies [Lindenmaier \textit{et al.}, 2012]. A conservative estimate of 100\% was used as the uncertainty in the \textit{a priori} total columns of the interfering species, with the exception of H$_2$O, where it was set to 300\% due to H$_2$O’s large seasonal variability at Eureka.

A conservative estimate of 20\% was used where the uncertainty in the line parameters was unknown (e.g., O$_3$ line intensity for some lines). The maximum uncertainty within the quoted range from the radiosonde manufacturer (Vaisala) was used as the uncertainty associated with the atmospheric profiles of pressure ($\pm$1 hPa). In determining $S_{\text{temp}}$ via perturbation, the uncertainties provided in the NCEP profiles were used (a more conservative estimate of 2 K was used below 30 km, 5 K between 30-35 km, 6 K between 35-40 km, 7 K between 40-50 km, and 9 K above 50 km). Since the E-AERI is zenith-viewing, errors in the solar zenith angle ($S_{\text{SZ}}$A) are zero. Several error sources ($S_{\text{intret}}$, $S_{\text{intspec}}$, $S_{\text{temp}}$, and $S_{x}$) vary from spectrum to spectrum and can be season-dependent. For instance, the interference from H$_2$O line-broadening decreases in the winter as the amount of water vapour in the troposphere decreases by over a factor of $> 10$ (compared to the summer). For this reason, actual total errors are typically slightly smaller in the winter.

Thin clouds can result in doubling of the RMS residual in the spectral fits, reinforcing the requirement of the conservative cloud-filtering process. The impact of aerosols on the retrieval is similar (albeit smaller) and is discussed in more detail in Sect. 8.3. A perturbation method was used to assess the error associated with using the wrong \textit{a priori} VMR profile shape of the target trace gas; VMR concentrations were perturbed by 2\% at one altitude grid and the change in the retrieved total column was calculated. The largest changes in the retrieved total column occur from perturbations to the lowermost altitudes of the troposphere for all species, indicating that E-AERI retrievals are dependent on the shape of the profile in the lower troposphere. This is discussed in more detail in Sect. 8.3. Table 8.1 lists the error components for each trace gas; retrievals performed on April 4, 2009 were used in the error analysis and are typical for the full dataset. The error bars in all graphs shown include all error sources ($S_{\text{tot}}$).
Table 8.1: Error components for each retrieved trace gas total column. $S_{\text{tot}}$ is determined from Eqn. (7.27). Errors are based on a single spectrum on April 4, 2009; these errors are typical for other dates and decrease slightly in the winter and increase slightly in the summer as a result of decreased/increased H$_2$O emission (for instance).

<table>
<thead>
<tr>
<th>Trace Gas</th>
<th>$S_m$ (%)</th>
<th>$S_s$ (%)</th>
<th>$S_{\text{temp}}$ (%)</th>
<th>$S_{\text{lint}}$ (%)</th>
<th>$S_{\text{width}}$ (%)</th>
<th>$S_{\text{intret}}$ (%)</th>
<th>$S_{\text{intspec}}$ (%)</th>
<th>$S_{\text{tot}}$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>O$_3$</td>
<td>1.1</td>
<td>6.1</td>
<td>8.7</td>
<td>2.9</td>
<td>0.5</td>
<td>0.01</td>
<td>1.4</td>
<td>11.3</td>
</tr>
<tr>
<td>CO</td>
<td>8.0</td>
<td>11.9</td>
<td>3.4</td>
<td>0.2</td>
<td>0.1</td>
<td>0.01</td>
<td>0.1</td>
<td>14.7</td>
</tr>
<tr>
<td>CH$_4$</td>
<td>6.0</td>
<td>8.2</td>
<td>3.3</td>
<td>2.2</td>
<td>0.4</td>
<td>0.01</td>
<td>0.2</td>
<td>11.0</td>
</tr>
<tr>
<td>N$_2$O</td>
<td>6.5</td>
<td>6.7</td>
<td>4.7</td>
<td>2.6</td>
<td>0.5</td>
<td>0.02</td>
<td>0.5</td>
<td>10.9</td>
</tr>
</tbody>
</table>

### 8.2 Comparison Datasets

The E-AERI trace gas retrievals are a new data product for the AERI instrument (it is also the first time SFIT2 has been used to retrieve total columns of trace gases using emission spectra). Comparing E-AERI trace gas measurements with other ground-based spectrometers at Eureka provides a means of evaluating the E-AERI’s new trace gas data product. The Bruker 125HR FTIR spectrometer is an NDACC instrument that has been used to make solar-absorption measurements at the PEARL Ridge Lab since 2006 and has been compared with other datasets in several studies [Batchelor et al., 2009; Lindenmaier et al., 2010; Adams et al., 2012a]. The 125HR provides partial and total column measurements of many trace gases during Sun-lit months, including the four gases measured by the E-AERI in this work. The viewing geometry of the 125HR is a Sun-pointing slant path. 125HR total column errors ($S_{\text{tot}}$, comprising the smoothing error, measurement error, interference error, and forward model parameter error) are 4.3% for O$_3$, 1.8% for CO, 14.0% for CH$_4$, and 3.9% for N$_2$O [Lindenmaier, 2012], which are smaller than those of the E-AERI (10-15%, as shown in Table 8.1).

The remaining solar-absorption spectrometers at PEARL have been involved in numerous validation campaigns and provide total columns of O$_3$, and other trace gases. Three Environment Canada Brewer spectrophotometers (#021, #192, #069) deployed on the roof of the PEARL Ridge Lab use direct and scattered sunlight at UV wavelengths [Savastiouk and McElroy, 2005]. The viewing geometry of the Brewer spectrophotometers is a Sun-pointing slant path, like the 125HR. The standard Brewer algorithm was used to analyze Brewer data,
with small changes to the analysis parameters (e.g., maximum in the O₃ layer was set at 18 km instead of 22 km to better reflect conditions in the Arctic) [Lam et al., 2007]. The random error in Brewer total O₃ measurements is typically less than 1% [Savastiouk and McElroy, 2005].

The two UV-visible ground-based spectrometers (GBSs; both NDACC-certified) are very similar instruments and their measurements of zenith-scattered sunlight were analyzed using the same settings to retrieve O₃ total columns [Fraser et al., 2009; Adams et al., 2012a, b]. The two GBSs agree within 1% of each other and the total error of the O₃ column is 6.2% [Adams et al., 2012a]. An NDACC-certified SAOZ UV-visible grating spectrometer [Pommereau and Goutail, 1988] deployed on the roof of the PEARL Ridge Lab took zenith-sky measurements during the spring. The estimated error for SAOZ total O₃ measurements is 5.9% [Hendrick et al., 2011]. GBS and SAOZ total columns were retrieved independently, following NDACC guidelines, using the Differential Optical Absorption Spectroscopy (DOAS) technique [Platt and Stutz, 2008]. Both the GBSs and SAOZ are zenith-viewing and use scattered sunlight at sunrise/sunset to make measurements pointing to the azimuth angle of the Sun (which varies with the time of year).

Finally, the SFIT2+Emission retrieval algorithm can be used with any emission spectra, including other AERI instruments. This new retrieval method can be extended to other AERI instruments deployed across the globe shown in Figure 3.2, the demonstration of which is one of the goals of this Ph.D. project. The overlap period between the E-AERI at the PEARL Ridge Lab and the P-AERI, described in Sect. 3.2.5, at 0PAL in 2008-2009 provides an excellent opportunity to compare the trace gas retrievals between these two instruments at two altitudes and demonstrate the viability of extending this retrieval methodology to other AERIs.

8.3 2008-2009 Trace Gas Measurements from the PEARL Ridge Lab

8.3.1 Comparisons with Solar-absorption Spectrometers at Eureka

Clear-sky total columns of O₃, CO, CH₄, and N₂O from the PEARL Ridge Lab were retrieved using hourly-averaged E-AERI spectra (described in Sect.7.4.1) and the
SFIT2+Emission retrieval algorithm (described in Sect. 7.3). Figure 8.1 shows O$_3$, CO, CH$_4$, and N$_2$O total columns (from 0.610 to 100 km) measured at the PEARL Ridge Lab between October 24, 2008 and October 1, 2009. Also shown are measurements from the Bruker 125HR, Brewer, GBSs, and SAOZ spectrometers. Error bars are shown only for the E-AERI total columns for clarity. The pressure-temperature profiles and \textit{a priori} VMR profiles for the E-AERI and 125HR are the same and SFIT2 was used to perform the retrievals for both instruments, making their measurements ideal for comparison purposes. Different retrieval algorithms and techniques were used for the Brewer, GBS, and SAOZ O$_3$ retrievals, as discussed in Sect. 8.2.

To compare the E-AERI data with the 125HR, a coincident time interval used the closest 125HR measurement recorded within ± three hours of an E-AERI measurement to maximize the number of coincident data points while minimizing the effect of measuring different air masses. All of the E-AERI and 125HR O$_3$ and CH$_4$ total column measurements agree within combined E-AERI and 125HR errors. For N$_2$O and CO, the agreement is slightly worse; 93% and 90% of the measurements, respectively, agree within combined errors. Comparisons between the two instruments can be quantified using the mean relative difference, which is the mean of the difference between the two instruments’ measurements divided by their average, and the standard error on the mean, ($\sigma / \sqrt{N}$, where $\sigma$ = standard deviation and $N$ = number of data points).

The mean relative differences (100% x [E-AERI – instrument] / mean) between the E-AERI and the 125HR, Brewers, GBSs, and SAOZ are provided in Table 8.2. These differences are smaller than the total uncertainties ($S_{\text{tot}}$) of the E-AERI total column measurements reported in Table 8.1, indicating good agreement. When the random error, $S_m$, is removed from $S_{\text{tot}}$, the differences are smaller than the uncertainty for all trace gases except CO. The results presented in Table 8.2 will be discussed in further detail in Sect. 8.5.1, once the 2011 total column measurements are presented.
Figure 8.1: Total column measurements of (a) O$_3$, (b) CO, (c) CH$_4$, and (d) N$_2$O from the PEARL Ridge Lab. Dates are given as MM/DD from 2008-2009. E-AERI (blue), 125HR (black), three Brewers (green), two GBSs (cyan), and the SAOZ (pink) measurements are shown for comparison. Error bars are shown only for the E-AERI for clarity. The *a priori* column is shown for one day (red) with error bars corresponding to the square root of the diagonal of $S_a$. Polar night is indicated between the brown vertical lines.
Table 8.2: O$_3$, CO, CH$_4$, and N$_2$O total column comparisons between the E-AERI and the 125HR (both unsmoothed and smoothed by the monthly E-AERI averaging kernels), Brewers, GBSs, and SAOZ for 2008-2009 and 2011. The Brewers, GBSs, and SAOZ cannot measure CO, CH$_4$, and N$_2$O. The mean relative difference (100% x [E-AERI – instrument] / mean) is given with the standard error ($\sigma / \sqrt{N}$) and the number of coincident data points (N) in brackets.

<table>
<thead>
<tr>
<th>Year</th>
<th>Trace Gas</th>
<th>125HR Unsmoothed</th>
<th>125HR Smoothed</th>
<th>Brewers</th>
<th>GBSs</th>
<th>SAOZ</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2008-2009</td>
<td>O$_3$</td>
<td>7.7 ± 0.3 (437)</td>
<td>4.0 ± 0.3 (437)</td>
<td>9.9 ± 1.6 (137)</td>
<td>-2.9 ± 1.0 (222)</td>
<td>8.4 ± 0.9 (188)</td>
</tr>
<tr>
<td></td>
<td>CO</td>
<td>-14.4 ± 1.4 (366)</td>
<td>-8.7 ± 1.3 (366)</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>CH$_4$</td>
<td>2.0 ± 0.3 (474)</td>
<td>1.7 ± 0.3 (474)</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>N$_2$O</td>
<td>-1.2 ± 0.4 (514)</td>
<td>-1.0 ± 0.4 (514)</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2011</td>
<td>O$_3$</td>
<td>8.1 ± 1.0 (123)</td>
<td>5.5 ± 0.9 (123)</td>
<td>N/A (0)</td>
<td>-9.4 ± 1.2 (27)</td>
<td>7.4 ± 1.9 (144)</td>
</tr>
<tr>
<td></td>
<td>CO</td>
<td>-1.9 ± 0.6 (4)</td>
<td>-0.9 ± 0.6 (4)</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>CH$_4$</td>
<td>-1.2 ± 1.4 (144)</td>
<td>-0.8 ± 1.3 (144)</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>N$_2$O</td>
<td>-2.1 ± 0.9 (132)</td>
<td>-1.5 ± 0.8 (132)</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

To account for differences in vertical sensitivity between the E-AERI and 125HR, their averaging kernels must be considered. A typical February E-AERI total column averaging kernel, which was calculated using a perturbation method, is compared to a typical February 125HR averaging kernel in Figure 8.2. The E-AERI has high sensitivity to the four trace gases in the lower troposphere, with almost all sensitivity for CO coming from the surface concentration for instance. The E-AERI also has some sensitivity to stratospheric ozone, permitting it to detect changes in the ozone column where ozone depletion occurs (around 15 to 20 km). There are clearly large differences between the E-AERI and 125HR averaging kernels, and hence, in their vertical sensitivities. The 125HR sensitivity at higher altitudes in the atmosphere is due to its higher spectral resolution compared to the E-AERI.
Figure 8.2 Typical E-AERI (blue) and 125HR (black) total column averaging kernels (molec. cm$^{-2}$/molec. cm$^{-2}$) in February for (a) O$_3$, (b) CO, (c) CH$_4$, (d) N$_2$O.

Using these averaging kernels, the 125HR profiles can be smoothed by the monthly mean E-AERI averaging kernels to produce smoothed 125HR total columns (from the smoothed profile). The smoothed measurement represents the profile the 125HR would measure if it had the same spectral resolution and vertical sensitivity as the E-AERI, and is computed using Eqn. (4) of Rodgers and Connor [2003]:
where $x_s$ is the smoothed profile (125HR profile smoothed by the E-AERI averaging kernel) and $x_h$ is the high-resolution profile (from the 125HR). After smoothing, the differences shown in Table 8.2 between the E-AERI and 125HR are less, particularly for $O_3$ and CO. Note the smoothed measurements are not shown in Figure 8.1 for clarity.

The larger difference for CO total columns is comparable to the differences (~13%) found between AERI CO retrievals and convolved in situ CO measurements by Yurganov et al. [2010], who attribute these discrepancies to the effect of aerosols on the measured radiances, which is not accounted for in their retrieval (nor in SFIT2). Collision-induced absorption (CIA) of $N_2$ contributes to the observed offset in the CO column year-round; this is discussed more in Sect. 8.4.1. The largest differences seen in Figure 8.1 occur in the summer months and are likely the result of increased $H_2O$ and scattering of solar radiation from aerosols during this season. If the aerosol diameter is smaller than the wavelength (roughly), scattering can be neglected and the effect in the emission spectrum is primarily that of a broad emission feature in the spectra. Only for larger aerosols does scattering become important; this can have a larger impact on AERI spectra in the summer months due to increased scattering via a higher solar elevation angle and increased aerosol particle size [e.g., Turner 2005]. Additionally, as $H_2O$ increases in the atmosphere, the intensity of $H_2O$ emission lines increase, which makes them appear broader. The strong $H_2O$ spectral lines dominate and interfere with the neighbouring spectral lines of the target trace gas, increasing the difficulty of distinguishing the emission signature of $H_2O$ from that of the target trace gas. As a result, the $H_2O$ concentration is over-estimated while the CO concentration is under-estimated for E-AERI CO retrievals in the summer.

The seasonal cycle of $O_3$ (maximum in the late winter), driven by the Brewer-Dobson circulation, can be seen by the E-AERI, as is evident in Figure 8.1. In addition, like the other spectrometers, the E-AERI observes a decrease in $O_3$ beginning in late February, which occurs as sunlight returns to Eureka. The seasonal cycle of CO (maximum in the winter) can also be observed, as previously demonstrated in Yurganov et al. [2010], and will be discussed in more detail in Sect. 8.4.2. Additional variation in the CO total column may be due to transport of biomass burning plumes and industrial emissions from lower latitudes to the Arctic [Stohl, 2006], with CO accumulating during the winter in the absence of OH oxidation. While most biomass burning events occur in the summer, dynamical transport from northern Eurasia into the
high Arctic occurs during the winter when only the E-AERI is operating [Stohl, 2006]. On average, E-AERI measurements of CH$_4$ and N$_2$O remain relatively constant throughout the year, as expected, yet individually they are more variable than those measured with the 125HR (although not significantly given the timescales). This is likely due to the E-AERI being sensitive to the surface concentration, whereas the contribution of the surface concentration in the 125HR total column is decreased since the 125HR has greater vertical sensitivity which includes the stratosphere as shown in Figure 8.2.

There are two key differences between the E-AERI and the other ground-based spectrometers’ measurements that can also contribute to the differences in Figure 8.1. First, the E-AERI is zenith-viewing and samples air directly above PEARL, whereas the other spectrometers have different viewing geometries (as discussed in Sect. 8.2). Second, since the E-AERI measures thermal IR emission, a sensitivity analysis indicates measured radiances are highly sensitive to the lower troposphere. This is also indicated in Sect. 4.2 and is evident in the seasonal cycle characteristic of tropospheric CO, as seen in Figure 8.1. The other spectrometers are more sensitive to the stratosphere and thus to changes in the stratospheric concentration – for example, changes associated with chemical O$_3$ depletion. The E-AERI profile-scaled retrievals scale uniformly throughout the entire profile (the shape of the *a priori* profile cannot be altered), however, and are biased towards the concentration in the troposphere, contributing to the observed discrepancies.

The E-AERI and 125HR O$_3$ and CO measurements are highly correlated, as shown in Figure 8.3 with a correlation coefficient of 0.92 and 0.95, respectively (unsmoothed). As with the mean relative difference comparisons, a ± three-hour time interval was used to identify coincident measurements. Smoothed 125HR columns shown in Figure 8.3 result in stronger correlations, particularly for CO, as expected. E-AERI and Brewer, GBS, and SAOZ O$_3$ correlations (not shown) are not as strong ($r =$ 0.70, 0.71, and 0.61 respectively), but given the different measurement techniques, this is expected. E-AERI and 125HR CH$_4$ and N$_2$O measurements are poorly correlated due to the lack of seasonal variability giving little dynamic range (not shown).
Figure 8.3: Total column comparisons for E-AERI vs. 125HR (a) O$_3$ and (b) CO using a ± three-hour coincidence criterion. The black line indicates the 1:1 line, the red (smoothed) and blue (unsmoothed) lines indicate the linear fit ($m =$ fitted slope, $b =$ fitted y-intercept, $r =$ Pearson product-moment correlation coefficient, $N =$ number of coincidences). 125HR total columns smoothed by the monthly E-AERI averaging kernel (Figure 8.2) are shown in red.

E-AERI O$_3$ columns are typically greater than those measured by the 125HR by 7% (averaged year-round), or by as much as 8-12% in the summer. E-AERI CO columns are systematically smaller than those of the 125HR with a systematic bias of approximately -14% (for unsmoothed columns averaged year-round), or by as much as 10-27% in the summer. This
bias accounts for the observed offset in the linear fit shown in Figure 8.3b, which is very similar to the bias in the AERI vs. vertically averaged convolved in situ CO measurements (~13%) in Yurganov et al. [2010], which has a comparable correlation \((m = 0.92, r = 0.76)\). This indicates CO measurements from AERI instruments in general exhibit a systematic low bias compared to in-situ and other remote sensing instruments; this bias will be discussed more in Sect. 8.4.1.

### 8.3.2 Comparisons with the P-AERI

The emission add-on for the new SFIT2 retrieval algorithm was developed using E-AERI sample and simulated spectra. All tests performed on this emission version of the retrieval algorithm were only done using E-AERI spectra. Assessing the algorithm on a different instrument's data set is an essential test to the retrieval algorithm's versatility, particularly since one of the goals of this Ph.D. is to provide the trace gas retrieval methodology to other AERI users.

The P-AERI is the ideal instrument for this purpose. Because the P-AERI and E-AERI have the same spectral resolution, smoothing of profiles is not required in order to compare the two instruments. Since the P-AERI was installed at OPAL (10 m a.s.l.), it ‘sees’ 600 m more of the atmosphere (the PEARL Ridge Lab has an altitude of 610 m). Hence the P-AERI total columns underwent the column adjustment described in Sect. 7.4.4, whereby the lower 600 m of the atmosphere is removed from the P-AERI total column. Since the two instruments are located close together are both zenith-viewing, it is assumed that the two instruments are observing almost the same airmass above Eureka.

While the P-AERI has the same measurement specifications as the E-AERI, its raw data format is different from the E-AERI. A conversion code was written to convert the P-AERI spectra into a usable format that SFIT2 can read. Identical parameters (e.g., \(S_a\) matrix, \emph{a priori} profiles, etc.) were used for both instrument's retrievals. A comparison of both instruments’ measurements of total column amounts on April 4, 2009 for spectra averaged between 12:00 to 13:00 UTC is shown in Table 8.3. The two instruments compare well with each other, as expected. The difference between the E-AERI and P-AERI total columns is below 6% for all trace gases, indicating good agreement.
Table 8.3: Retrieved total column amounts for four trace gases above Eureka on April 4, 2009 using hourly-averaged clear-sky radiances between 12:00 and 13:00 UTC from 610 m to 100 km by the E-AERI and P-AERI.

<table>
<thead>
<tr>
<th>Trace Gas</th>
<th>SNR</th>
<th>Total Column (molec/cm²)</th>
<th>Difference (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>E-AERI</td>
<td>P-AERI</td>
</tr>
<tr>
<td>O₃</td>
<td>20</td>
<td>1.50 x 10ⁱ⁹</td>
<td>1.59 x 10ⁱ⁹</td>
</tr>
<tr>
<td>CO</td>
<td>47</td>
<td>2.55 x 10¹⁸</td>
<td>2.53 x 10¹⁸</td>
</tr>
<tr>
<td>CH₄</td>
<td>15</td>
<td>3.21 x 10¹⁹</td>
<td>3.28 x 10¹⁹</td>
</tr>
<tr>
<td>N₂O</td>
<td>16</td>
<td>5.86 x 10¹⁸</td>
<td>5.65 x 10¹⁸</td>
</tr>
</tbody>
</table>

Comparing these differences with the total errors listed in Table 8.1 shows that the total column differences between the two instruments are all within the total errors (even when Sₛ is not included in Sₜₒₜ) on the retrieved columns. This highlights the consistency of the E-AERI and P-AERI radiance measurements, as well as the stability of the new SFIT2 emission add-on. Particularly good agreement is found for CO (<1 % difference). The spectral fits for these retrievals (not shown) are almost identical (and resemble those in Figure 7.4), resulting in comparable RMS errors for the spectral fit of each trace gas. Hence it has been demonstrated that the new SFIT2 emission add-on works not only with E-AERI spectra, but also the P-AERI (and, hence, other AERI) spectra. There is no indication that the algorithm will not work with emission spectra from any other type of FTIR instrument.

8.4 A Closer Look at E-AERI CO Measurements

8.4.1 The Effect of Collision-induced Absorption of N₂ on CO Retrievals

From Figure 8.3b, there exists a clear low bias of the E-AERI CO total column compared to the 125HR. This large discrepancy in the CO total column measurement exists for another AERI, as shown in Yurganov et al. [2010], where AERI CO total column measurements were achieved using a different retrieval algorithm (similar to SFIT2) and compared to vertically averaged convolved in-situ CO measurements. Seeing as this study used a different retrieval algorithm and found the same bias, at first glance this seems to implicate the AERI instrument itself as experiencing a low bias in the spectral region where the CO retrieval was performed. While there are a number of factors that could contribute to this low bias as discussed in Sect. 8.3.1, a primary factor appears to be due to missing spectroscopic features in
the HITRAN 2008 and SFIT2 calculations; specifically, CIA by N\textsubscript{2} [G. Toon, M. Palm; personal communication].

CIA (and collision-induced emission) is the phenomenon by which spectral features caused by the inelastic collision between molecules in a gas appear; in this particular case, between N\textsubscript{2} molecules in the atmosphere. These inelastic collisions induce quantum transitions within the molecules, essentially causing the shape of the potential energy well to be distorted [Borysow and Frommhold, 1986; Brown and Tipping, 2003]. This produces a broad feature from the possible vibrational energies. While this effect is very small, due to the high concentration of N\textsubscript{2} and the high sensitivity of the E-AERI to the lower-troposphere, where N\textsubscript{2} is the densest, this broad feature results in absorption from 1\% at 2100 cm\textsuperscript{-1} to > 10\% at 2190 cm\textsuperscript{-1}. This is illustrated in Figure 8.4, where the transmittance of the atmosphere decreases as one moves from 2100 to 2200 cm\textsuperscript{-1} (where CO is retrieved) due in part to N\textsubscript{2} CIA. Note the broad shape of the N\textsubscript{2} CIA in comparison to the absorption spectra produced by other molecules.

![Figure 8.4: Simulated MkIV balloon-borne FTIR spectra in the spectral region where CO is retrieved. The broad cyan line labelled ‘other’ represents the N\textsubscript{2} CIA, where all other lines represent the amount of absorption by that particular molecule. Image: G. Toon (JPL), modified by Zen Mariani.](image)

The N\textsubscript{2} CIA is not included in the HITRAN database, so this absorption/emission feature is not included in any SFIT2 retrievals. Following this discovery, M. Palm (U. Bremen) developed an ad-hoc, simplified N\textsubscript{2} CIA model for emission spectra in order to improve the E-AERI CO trace gas retrievals, with help from G. Toon (JPL). Adding an offset to the emission
spectra is not enough since the N$_2$ CIA is not constant; thus a constant absorption proportional to the air mass is used in conjunction with a slope in the absorption in the N$_2$ CIA model. This model will be implemented in the new SFIT4 retrieval algorithm, but for now remains a stand-alone prototype product for SFIT2+Emission users. As such, this N$_2$ CIA model encounters convergence, compatibility, and numerical stability issues, and hence cannot be fully automated until its implementation into SFIT4.

Preliminary results are provided in Table 8.4 and are encouraging. Test cases were performed of E-AERI CO retrievals using the N$_2$ CIA model on two different days occurring during two different seasons (winter and summer) and at two measurement sites (PEARL Ridge Lab and OPAL). CO column retrievals on June 24, 2009 and December 25, 2011 were re-done using the N$_2$ CIA model; measurements in June had simultaneous 125HR measurements for comparison and were chosen because the original E-AERI CO measurements on this day had the largest difference with the 125HR CO total columns. E-AERI total columns of CO increased by 7.1% (summer) and 4.8% (winter) when the N$_2$ CIA model was implemented in the SFIT2+Emission retrieval, and spectral fits had slightly lower RMS errors (< 0.5 % change). This improves the comparison between the 125HR during the summer to within error of the E-AERI CO column. While no 125HR measurements took place in December for a direct comparison with the E-AERI CO column, the smaller increase in the E-AERI CO column using the N$_2$ CIA model reflects the typically smaller difference between the E-AERI and 125HR during the late winter months compared to the summer. Based on these preliminary results, it is suggested that a robust and fully-automated N$_2$ CIA model be included in the new SFIT4 version in order to improve the E-AERI CO retrievals.
Table 8.4: Comparison of retrievals of CO using the N₂ CIA model in conjunction with SFIT2+Emission. Percent differences were calculated as \(100\times\frac{|x-y|}{0.5|x+y|}\). 125HR CO total columns are provided for comparison; no 125HR measurements were performed during December (polar night).

<table>
<thead>
<tr>
<th>Date (UTC)</th>
<th>E-AERI CO Total column without CIA (molec. / cm²)</th>
<th>E-AERI CO total column with CIA (molec. / cm²)</th>
<th>125HR CO total column (molec. / cm²)</th>
<th>Change in E-AERI CO total column (%)</th>
<th>Difference between E-AERI and 125HR without CIA (%)</th>
<th>Difference between E-AERI and 125HR with CIA (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>June 24, 2009, 12:00-13:00</td>
<td>1.23e+18</td>
<td>1.32e+18</td>
<td>1.42e+18</td>
<td>+7.1</td>
<td>-15.4</td>
<td>-8.3</td>
</tr>
<tr>
<td>June 24, 2009, 13:00-14:00</td>
<td>1.22e+18</td>
<td>1.32e+18</td>
<td>1.42e+18</td>
<td>+7.1</td>
<td>-15.4</td>
<td>-8.3</td>
</tr>
<tr>
<td>December 25, 2011, 12:00-13:00</td>
<td>1.70e+18</td>
<td>1.7850e+18</td>
<td>N/A</td>
<td>+4.8</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

8.4.2 Diurnal and Seasonal Cycles of CO

The ability of AERI systems to measure the seasonal and 24-hour diurnal cycle of CO was demonstrated in Yurganov et al. [2010]. Given that there are no ground-based night-time measurements of CO at Eureka until now, quantifying the diurnal and seasonal cycles provides insight into the chemical and dynamical processes involving CO chemistry in the lower troposphere of the high Arctic. In general, the total column of CO is a minimum during Sun-lit periods and a maximum during the night due to dynamical transport and OH oxidation of CO, where OH is produced via photolysis. The 24-hour diurnal cycle of CO for the entire year and for three different seasons experienced in the high Arctic can be seen in Figure 8.5. The 24-hour cycle of CO total column during polar night (October 22 to February 19) is compared to the 24-hour cycle during polar day (April 22 to August 20) and the 24-hour cycle during ‘equinoctial’ months (March and September), which have roughly equal hours of Sun and night in each day.
CHAPTER 8: YEAR-ROUND TRACE GAS MEASUREMENTS AT EUREKA

As observed in the full year and equinoctial panels (a and d), CO has a maximum around midnight as expected. The 24-hour diurnal cycle has an amplitude (maximum CO at night – minimum CO during the day / mean) of ~6% (indicated in panel a) for the full year; this is enhanced to ~12% (indicated in panel d) when filtered for the equinoctial months. Although the 24-hour equinoctial cycle is more variable (larger error bars are due to the larger standard deviation), the amplitude is enhanced as expected, as this is the only time the Arctic receives roughly 12 hours of sunlight each day. These are the first measurements of this kind at Eureka. Note that more measurements were obtained during the polar night and equinoctial months compared to polar day, which has the adverse effect of biasing the full-year results. These amplitudes (~6 and ~12%) are likely over-estimated given the sensitivity of AERI spectra to aerosols, the AERI CO low-bias discussed in Sect. 8.4.1, and the ~8% amplitude in the 24-hour
diurnal cycle of CO measured at the SGP found in Yurganov et al. [2010], which should have a larger amplitude than the high Arctic.

The average CO total column during the equinoctial months is greater than the average CO during polar night due to the lifetime of CO (~2 months). Almost all measurements during the equinoctial period were taken in March, when the concentration of CO is at a maximum (as indicated in Figure 8.1). Despite the Sun’s return in February, CO was built up during polar night and a lag between the Sun’s return and the depletion of CO due to OH oxidation occurs, resulting in the maximum occurring in March. Note that in order to quantify the impact of OH oxidation, the radiance contribution from scattered solar energy by aerosols in the summer, which has a larger signature in the CO miniwindow, will have to be removed (future work).

The amplitude of the 365-day seasonal cycle of CO is much larger than the 24-hour diurnal cycle. From Figure 8.1, the amplitude of the seasonal cycle of CO is ~57% (maximum CO in March – minimum CO in July / mean). As shown in Figure 8.5, CO columns during polar day are ~46% lower (indicated in panel c) than during polar night on average, consistent with the 24-hour OH oxidation in the summer. These are the first measurements of the 365-day seasonal cycle of CO in the high Arctic performed by an FTIR. Both of these amplitudes are larger than that in the SGP (~40%) [Yurganov et al. 2010], indicating a stronger 365-day seasonal cycle of CO at Eureka compared to mid-latitudes. Given the 24-hour darkness followed by 24-hour sunlight experienced in the Arctic, the increase in the amplitude of the 365-day seasonal cycle of CO is expected; however, given the larger bias of E-AERI CO vs. 125HR CO in the summer seen in Figure 8.1 and discussed in Sect. 8.4.1, this seasonal cycle may be overestimated.

8.5 Trace Gas Measurements from 0PAL

8.5.1 2011 Trace Gas Measurements and Comparisons

Starting on 16 February 2011, the E-AERI resumed measurements closer to sea-level at 0PAL. As discussed in Sect. 7.4.4, to account for the altitude difference between measurements at PEARL and 0PAL, the lower 600 m of the atmosphere was removed in all reported E-AERI
OPAL total columns. This effectively provides 0.610-100 km total columns, matching them with those measured at the Ridge Lab.

Figure 8.6 shows measurements of total columns in 2011 of the same four trace gases shown in Figure 8.1. Large gaps in the E-AERI data record are discussed in the Appendix and specifically outlined in Table A.1. The E-AERI total columns from OPAL exhibit similar behaviour to those measured two years prior at the PEARL Ridge Lab, despite the additional H$_2$O. For instance, the seasonal cycle of CO can be resolved and the E-AERI CH$_4$ and N$_2$O total columns exhibit larger variability than the 125HR measurements, particularly in the summer. Persistent PSCs within the polar vortex resulted in severe chemical O$_3$ loss over Eureka in February and March 2011 [Manney et al., 2011; Adams et al., 2012b; Lindenmaier et al., 2012]. This O$_3$ loss is observed by the E-AERI, although not to the same magnitude (due to the difference in vertical sensitivity). O$_3$ columns a week prior to the start of solar absorption measurements in 2011 are available from the E-AERI. All of the E-AERI O$_3$, CO, and CH$_4$ total columns agree within error with coincident 125HR measurements; 96% of coincident measurements agree within error for N$_2$O.

The mean relative differences between the E-AERI and 125HR, Brewers, GBSs, and SAOZ for both 2008-2009 and 2011 are provided in Table 8.2. All mean relative differences are less than the uncertainties in the respective E-AERI total columns (see Table 8.1). Note that although the general agreement in 2011 is better than in 2008-2009, the number of coincident measurements is significantly smaller for all trace gases, with almost no coincident measurements occurring in the summer, where the largest discrepancies were observed in the 2008-2009 comparisons. Few ($N = 27$) coincident measurements between the E-AERI and the GBSs existed in 2011 (and no coincidences with the Brewers), likely causing to worse agreement for O$_3$ than in 2008-2009. The E-AERI O$_3$ measurements consistently have a positive bias compared to the 125HR, Brewers, and SAOZ throughout both measurement periods (2008-2009 and 2011), which is most prominent in the summer months (as with the 2008-2009 PEARL E-AERI retrievals). A negative bias relative to the GBSs is observed throughout both measurement periods, with very good agreement in 2008-2009.
Figure 8.6: Same as in Figure 8.1, except for 2011. The E-AERI was located at 0PAL (10 m altitude) and retrieved total columns are from 0.61 to 100 km, while the other spectrometers were located at the PEARL Ridge Lab (610 m altitude). The \textit{a priori} column is shown for one day (red) with error bars corresponding to the diagonal of $S_a$. Polar night is indicated outside the brown vertical lines.
As seen in Figure 8.7, 2011 E-AERI and 125HR O$_3$ total column measurements are well correlated ($r = 0.72$ for smoothed 125HR columns), with weaker correlations between the E-AERI and the GBSs and SAOZ ($r = 0.43$ and $0.65$, respectively, unsmoothed). There were no coincident measurements between the E-AERI and Brewers during 2011. While the correlations are not as strong as for the 2008-2009 measurements from the PEARL Ridge Lab, this is likely due to the increase of aerosols at lower altitude (which is not accounted for in SFIT2), a smaller seasonal sampling range, and fewer coincident measurements in 2011 than for 2008-2009. The apparent positive bias for CH$_4$ and N$_2$O total columns in summer 2011 compared to summer 2008-2009 is likely due to the enhanced influence that increased aerosols and water vapour concentrations have on the retrievals for lower measurement altitudes (0PAL vs. PEARL). As in 2008-2009, E-AERI O$_3$ columns are typically greater than the 125HR’s (up to 5%). 125HR CO measurements did not commence until later in the spring, when the E-AERI was not operating. For this reason, there were too few coincidences ($N = 4$) between the E-AERI and 125HR to accurately determine their CO correlation. CH$_4$ and N$_2$O measurements are poorly correlated due to the lack of seasonal variability (not shown). Despite the additional water vapour at 0PAL, based on the results in Table 8.2, E-AERI trace gas retrievals are comparable to those obtained at the PEARL Ridge Lab.

![Figure 8.7: Same as Figure 8.3, but for 2011 O$_3$ total column comparisons for E-AERI vs. 125HR using a ± three-hour coincidence criterion.](image-url)
8.5.2 January 2012 to July 2013 Trace Gas Measurements

The SFIT2 retrieval process has been fully automated to permit regular retrievals of O₃, CO, CH₄, and N₂O using E-AERI spectra. A shell script (batch code) was written by me in conjunction with several MATLAB codes that extract clear-sky E-AERI spectra, output spectra in a format required by SFIT2, perform all a priori calculations that are required, and then run SFIT2 on the spectra. As such, trace gas retrievals using E-AERI spectra are on-going; E-AERI total column measurements of O₃, CO, CH₄, and N₂O are shown in Figure 8.8 for the period of January 1, 2012 to July 1, 2013, when the most recent round of retrievals were performed. Gaps in the E-AERI dataset are explained in the Appendix and specifically outlined in Table A.1.

E-AERI 2012 and 2013 retrievals of trace gases are very similar to those performed in earlier years, indicating consistency of both the E-AERI measured radiances as well as the SFIT2+Emission retrieval algorithm. A clear seasonal cycle of O₃ and CO is measured and can be quantified in future studies; total columns of CH₄ and N₂O exhibit limited seasonal cycles, as with previous measurements. Retrievals of trace gases using SFIT2+Emission are considered on-going until implementation of the new SFIT4 retrieval algorithm is finalized (discussed in Sect. 8.6). As part of the ACE Validation Campaign, all E-AERI measurements of total columns of trace gases are submitted to the ACE data archive; more details are provided in the Appendix.
Figure 8.8: Same as in Figure 8.1, except for 2012 up to July 2013. The E-AERI was located at 0PAL (10 m altitude) and retrieved total columns are from 0.61 to 100 km. Polar night is indicated inside the brown vertical lines.
8.6 Testing the New SFIT4 Retrieval Algorithm

The successor of the SFIT2 retrieval algorithm, SFIT4, has been under development since 2011 (note there is no “SFIT3”). SFIT4 will incorporate all aspects of the modified SFIT2+Emission add-on and has these additional features:

1) Complete automation script (for SFIT2 this was called ‘zephyr2’), now called ‘Layer1’
2) Improved naming convention of output filenames
3) Streamlined input control files: now a single input file controls all aspects of the retrieval
4) Updated HITRAN database to version 2012 with improved extraction methodology
5) Ability to retrieve strength of solar lines and solar shift
6) RAYTRACE is now implemented in the SFIT4 bash script and run in conjunction with the retrieval (no longer run separately)
7) *a priori* VMR profiles that are required are generated by SFIT4 (no longer needs to be created beforehand independently)
8) All VMR and height/pressure/temperature profiles are automatically interpolated according to the specified grid in SFIT4 (no longer have to do this independently)
9) The error matrix $K_b$ and gain matrix $G$ are now calculated during each retrieval and can be output
10) Full error analysis is now performed (no longer an independent exercise)
11) Post-retrieval, contributions of each molecule (target trace gas and interfering trace gas species) to the spectral fit (simulated spectra) are output
12) Lunar-absorption retrievals are enabled, including necessary emission terms in the radiative transfer equation
13) Iteration scheme can be changed from Gauss-Newton to Levenberg-Marquardt for any retrieval
14) Improvements to the numerical stability when calculating the averaging kernel matrix, $A$
15) Significant improvement of retrieval speed due to streamlined input/output mechanisms and numerical stability
16) Output of spectral fitting parameters and cost function calculations

This list details some (not all) of the major improvements to the SFIT4 retrieval algorithm. Since SFIT4 is a new retrieval algorithm, a significant amount of testing has been...
performed to ensure that retrievals using emission spectroscopy are numerically stable and in agreement with SFIT2+Emission’s results. I have collaborated with M. Palm (U Bremen) closely on this test process; sample E-AERI spectra are the official ‘test case file’ for SFIT4 emission spectra for other users.

In order to run SFIT4, a considerable number of changes, technical in nature, have been made to the E-AERI retrieval process in order to ensure compatibility: E-AERI radiance files now must be output as binary (.bnr) files, \textit{a priori} and height/pressure/temperature radiosonde data must be interpolated onto a 61-layer grid, a “\textit{stat.layers}” (or station layers) file must be created to specify the retrieval grid, and the SFIT4 file “\textit{pspec}” must be altered so that SFIT4 does not estimate the amount of noise on the spectra (which it assumes is solar-absorption by default) but instead uses the NESR provided by the user. With exception of the final alteration (currently in progress), these changes have been made to the necessary E-AERI retrieval codes and permit semi-automated retrievals of trace gases using SFIT4 and Layer 1.

Preliminary retrievals performed using a beta version of SFIT4 (v094) were performed for June 24, 2009, 12:00-13:00 E-AERI spectra using the same set up conditions as for SFIT2; a comparison of the spectral fits with SFIT2 retrievals are shown in Figure 8.9. Note these results are preliminary until \textit{pspec} can be altered to ensure the retrieval algorithm is using the correct value for noise, which will affect the retrieval’s calculation of $S_m$. These retrievals do not include the N$_2$ CIA model discussed in Sect. 8.4.1 as the model is not yet compatible with the current version of SFIT4; this is supposed to be included in the updated version of SFIT4. Spectral fits are very similar (change in RMS was $< 0.2\%$) with small changes in the residual’s structure, indicating consistency among retrieval versions. In all cases, the RMS error for SFIT4 residuals was smaller (albeit slightly) than with SFIT2 residuals, indicating slightly better fits.
Figure 8.9: Spectral fits for O$_3$, CO, CH$_4$, and N$_2$O performed by SFIT2 (left column) and SFIT4 (right column). Top panels show the measured (blue) and fitted spectra (red circles), with their residuals shown in the bottom panels. Note the vertical scales are kept constant left-to-right while the residuals are on a finer scale. Retrievals were performed for spectra recorded at 12:00-13:00 UTC on June 24, 2009.
8.7 Summary of Year-round Trace Gas Measurements at Eureka

Total columns of O₃, CO, CH₄, and N₂O were retrieved using E-AERI spectra from October 2008 to September 2009 at the PEARL Ridge Lab and from February 2011 to August 2013 at 0PAL using a new version of the SFIT2 retrieval algorithm adapted for IR emission spectra. This is the first time IR emission spectra have been used to retrieve trace gases using the newly modified version of SFIT2. This Chapter also presented the first continuous ground-based polar night trace gas measurements at Eureka, which fill a gap in the PEARL dataset when the solar-viewing spectrometers are not operating.

An error analysis was performed, indicating that the uncertainty in the E-AERI total column measurements is 11.3% for O₃, 14.7% for CO, 11.0% for CH₄, and 10.9% for N₂O. E-AERI trace gas measurements agree well with those from the other spectrometers: mean relative differences are less than the uncertainties in the E-AERI total columns (1-10% differences). The 2008-2009 E-AERI and 125HR measurements of O₃ and CO were highly correlated, with a correlation coefficient of $r = 0.92$ and 0.95, respectively, which is stronger than the E-AERI O₃ correlations with the other spectrometers. The largest differences between the E-AERI and the other spectrometers for all four gases occur in the summer, indicating that the accuracy of the E-AERI’s retrievals is season-dependent. This is likely due to the large (~10 x) seasonal variability of water vapour in the high Arctic and scattered solar energy by aerosols in the summer, which is not accounted for in SFIT2.

The 2011 E-AERI 0PAL retrievals are comparable to those of 2008-2009, despite the increased water vapour at 0PAL. The E-AERI vs. 125HR CO correlation is comparable to the AERI vs. convolved in-situ CO correlation ($m = 0.92, r = 0.76$) found in Yurganov et al. [2010]. Larger differences in the CO columns are due to a combination of factors, but primarily due to the effects of CIA by N₂. Preliminary tests of an ad-hoc N₂ CIA model included in the SFIT2+Emission retrievals indicate an improvement of the E-AERI CO retrievals, increasing the column amount to a level that is significantly closer (4.8 to 7.1%) to the 125HR CO measurement. This work recommends a robust N₂ CIA model be included in the new SFIT4 version to account for this. A description of the new SFIT4 retrieval algorithm, which will have
a fully-functioning emission add-on (as well as additional changes) was discussed. Preliminary tests and comparisons were performed to ensure retrievals performed using SFIT4 are comparable with SFIT2+Emission. Progress towards full implementation and automation of the new SFIT4 retrieval algorithm continues to the date of this thesis and is considered future work.

The budget of $O_3$ prior to, during, and after $O_3$ depletion events can be determined using E-AERI measurements. The 24-hour diurnal cycle of CO at Eureka has been resolved using the E-AERI measurements. The amplitude of the 24-hour diurnal cycle measured by the E-AERI is similar (~6 to 12%) to that in Oklahoma (~8%) found using AERI CO retrievals [Yurganov et al. 2010]; however it is likely that the Eureka amplitude is over-estimated. The amplitude of the 365-day seasonal cycle of CO at Eureka is greater (~46%) than that in Oklahoma (~40%), suggesting a stronger seasonal cycle of CO in the Arctic.

E-AERI’s year-round measurements of these trace gases can provide insight when investigating biomass burning events. Although the frequency of biomass burning events is decreased in the winter, the E-AERI is the only instrument at Eureka capable of measuring emission products during this time when dynamical transport to the Arctic is enhanced, lengthening the potential period of studying such events. E-AERI retrievals can also be performed on a per-spectrum basis (every 7 minutes) as opposed to hourly-averaged in order to investigate the dynamical transport of trace gases (for instance, measuring the variability of CO as a proxy of vertical motion above Eureka) [Niwano and Shiotani, 2001]. Ongoing measurements of the trace gases discussed in this paper from 0PAL are being conducted (with only limited measurement interruptions since summer 2013) to investigate their diurnal and interannual variability and for satellite validation. E-AERI trace gas measurements will continue to be used to fill the polar night gap in the PEARL dataset, providing insight into the state of the atmosphere year-round.

The retrieval methodology used in this work can be extended to all AERI instruments (of which more than 25 are in operation across the globe) and to other spectrometers that measure IR emission. The extension of this retrieval methodology is already underway; in South Korea, I have collaborated with Tae Young Goo (National Institute of Meteorological Research) and provided SFIT2+Emission and the new SFIT4 version, which have enabled his research team to perform retrievals of CH$_4$ using a new 4$^{th}$ generation AERI for the purposes of satellite validation.
9. CONCLUSIONS

9.1 Summary

The rate at which the Arctic climate is changing is alarming. Given the sparse measurement density in this vast remote region, long-term measurements of the atmospheric state are needed to improve our understanding of how the climate is changing and why. For this reason, CANDAC has equipped PEARL for measurements during International Polar Year (IPY, project 196) and beyond. One of the instruments at PEARL is the E-AERI, installed in 2008. When combined with the P-AERI measurements taken at 0PAL, the combined Eureka dataset provides measurements of absolute downwelling IR radiation for studies of the Arctic radiation budget and atmospheric composition over the past 8+ years. The focus of this Ph.D. project was the management of the E-AERI instrument, including its operation, maintenance and repair, and analysis of its data products (including utilization of the P-AERI Eureka dataset) in order to answer the science questions outlined in Sect. 1.2. The five objectives of this thesis outlined in Sect. 1.2 have been fulfilled, with their main outcomes summarized in this section.

The power of utilizing FTS measurements as a tool for studying the atmosphere was described, including relevant theoretical background. The advantages of the FTIR spectrometer over other instrument designs presented in this work explains why this type of instrument is so commonly used for study of the Earth’s - as well as other planet’s - atmospheres today. A description of the E-AERI was provided, including the history of the AERI instruments, the changes pertaining to the E-AERI’s new design and performance characteristics, the type of measurements the E-AERI makes, the measured spectra’s quality control, and details of the BB calibration methodology (including the theoretical formulation for this calibration), and instrument certification procedure.

The validation of this new (at the time prototype) instrument’s dataset ensured the reliability of the measurements used in the subsequent studies described in this thesis. The
difference between the radiative budget at two altitudes (610 m and 10 m) was investigated using these two AERIs, and comparisons between E- and P-AERI measured raddiances during clear-sky conditions and simulated raddiances using a FLBLRTM indicated good agreement (within error for the majority of the spectrum). Side-by-side comparisons between the two AERIs also indicated good agreement within \( \pm 1 \text{ mW/}(\text{m}^2 \text{ sr cm}^{-1}) \) for the MCT detector and \( \pm 0.2 \text{ mW/}(\text{m}^2 \text{ sr cm}^{-1}) \) for the InSb detector (within measurement noise when averaged over the entire spectrum). Thus measurement consistency and reliability between the P- and E-AERI validates the combination of two AERI’s datasets to create a single 8+ year (9+ year and growing as of the date of this thesis) Eureka AERI dataset.

Measurements of the radiative forcing due to the presence of clouds, including a case study of a low-altitude thin-layer ice-crystal cloud, were performed. Results indicate that the impact of clouds on the radiative budget is larger for the Arctic than for more humid regions, indicating that cloud cover plays a critical role in the Arctic’s radiative budget. A cloud filter was created to permit the independent identification of cloud cover (clear, thin, or thick clouds) and was shown to be highly (> 95%) accurate compared to MMCR and AHSRL data. This cloud filter was used extensively in subsequent studies to determine clear-sky scenes (for trace gas retrievals) and to characterize the radiative forcing from different types of cloud cover.

Distributions of downwelling 10 and 20 \( \mu \text{m} \) brightness temperatures at Eureka (the two surface cooling-to-space windows in the Arctic) were separated based on cloud cover using the cloud filter, providing a comparison to an existing 10 \( \mu \text{m} \) climatology from the SGP. Results indicate that the 20 \( \mu \text{m} \) window is closed in the summer. Statistically significant trends in seasonal averages of downwelling radiances were found in multiple microregions of interest. During the winter in Eureka, trends of downwelling radiance at 10 \( \mu \text{m} \) are positive, in the opposite direction, and larger (factor > 3) than the trends during any season detected at the SGP, indicating that changes in the downwelling radiances are accelerated in the high Arctic compared to lower latitudes. The large increase (> 4% / yr) in radiance at 10 and 20 \( \mu \text{m} \) during the winter is mainly attributed to the increased prevalence of thick clouds. This may have long-term consequences, particularly as warmer temperatures and increased water vapour “close” the 20 \( \mu \text{m} \) window for an extended period. These surface-based measurements of radiative forcing can be used to quantify changes in the high-Arctic energy budget and evaluate general circulation model simulations.
One of the goals of this thesis was to produce a new trace gas measurement product for the E-AERI. An overview of retrieval theory, including the theoretical description of the OEM and SFIT2 retrieval algorithm used to perform the retrievals, was provided. E-AERI total column measurements of O$_3$, CO, CH$_4$ and N$_2$O were retrieved from 2008 to 2013 (and are ongoing). Analysis of the E-AERI retrievals indicates high sensitivity to the troposphere. A full error analysis was performed to determine the uncertainty in the E-AERI total column measurements for each trace gas (10-15%, depending on the gas). Comparisons to other ground-based spectrometers at Eureka were performed and indicate good agreement with the E-AERI retrievals (1-9% difference, depending on the spectrometer), which serves to validate this new AERI data product. It is suggested that a N$_2$ CIA model be included to improve the CO retrievals (as this causes an AERI low-bias); the difference between the E-AERI and 125HR CO column was decreased from 15% to 7% when using the N$_2$ CIA model. A case study of the seasonal cycle of CO was performed; the seasonal cycle was found to have an amplitude of 46%. The retrieval methodology can be extended to all AERI instruments (of which more than 25 are in operation across the globe) and other spectrometers that measure IR emission. Current work has focused on implementing the retrieval methodology in the new SFIT4 retrieval algorithm, and will continue to be the basis of future work on this project.

9.2 New Knowledge Generated

The work presented in this thesis has made several contributions to scientific knowledge:

- The installation of a new FTIR spectrometer at PEARL, with the goal of calibrated, automated, and continuous long-term measurements of downwelling radiance throughout polar night. The instrument automatically measures the downwelling radiance every ~7 minutes during all weather events (except precipitation). These long-term measurements provide a dataset for trend analyses, model intercomparisons, and satellite validation studies.

- A published paper on the commissioning of the new E-AERI instrument, including a description of the design changes to the new 4th generation AERI system, side-by-side comparisons (validation of measurements), and initial measurements of downwelling
radiance. This included investigation of the difference in radiative budgets at two altitudes at Eureka using two AERIs, as well as investigation of the radiative impact of clouds. A second, non-peer-reviewed paper was published detailing the technical aspects of the new E-AERI instrument.

- Investigation of the impact of clouds and ice crystals (in a case study) on the radiative budget. Results illustrate that the impact of clouds on the radiative budget is larger for the Arctic than in other more humid regions, indicating that cloud cover plays a critical role in the Arctic’s radiative budget.
- Creation of a cloud filter for E-AERI radiances. Using E-AERI spectra, clear sky/thin clouds/thick clouds can now be classified without input from any additional measurements, providing a new cloud dataset (paper in prep.).
- The first measurements of both the 10 and 20 µm surface cooling-to-space windows in the high (> 75° N) Arctic. Distributions of brightness temperatures were filtered based on cloud cover, and trends in downwelling radiance were found in several microregions sensitive to these cooling-to-space windows and meteorological conditions (temperature, water vapour, cloud cover). Comparisons to an existing climatology of similar measurements for the SGP indicate that changes in the 10 µm window are accelerated in the Arctic compared to southern latitudes (paper in prep.).
- Creation of a new retrieval methodology for the E-AERI using SFIT2, providing the first dataset of total column trace gas measurements for the E-AERI. The SFIT2 retrieval algorithm, modified by M. Palm (U. Bremen), was successfully tested and implemented by me and can now be used with emission spectra, such as those produced by the E-AERI. This methodology can be extended for use with any other IR emission instrument, including the other > 25 AERIs deployed across the globe.
- Investigation and analysis of miniwindows to be used with the SFIT2 retrieval algorithm for the new emission retrievals.
- Assessment of the retrieval parameters for four trace gas species retrieved by the E-AERI. Retrievals were characterized in detail, providing the uncertainty in the column, spectral fits, sensitivity, and comparisons to other ground-based spectrometers.
- Investigation into the low-bias of AERI CO retrievals, which is not instrument- nor site-dependent (exists for more than just the E-AERI at Eureka). The importance of the N₂
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CIA was determined; results indicate this spectroscopic feature should be included in the new SFIT4 version to improve the E-AERI CO retrievals.

- Submission of E-AERI trace gas total column measurements to the ACE Validation Campaign Archive. The archive is designed for satellite validation studies, which is the focus of ongoing work.
- Published paper describing the new E-AERI trace gas retrieval product. These measurements are the first continuous ground-based measurements of four trace gas species year-round (throughout polar night) at Eureka. These retrievals fill a gap in the PEARL dataset, when the other solar-absorption spectrometers are not operated.
- Investigation of the diurnal and seasonal cycle of CO (throughout polar night) to highlight the usefulness of continuous, year-round measurements at Eureka.

9.3 Recommendations for Future Work

The E-AERI requires consistent maintenance, including regular re-calibration servicing (on the order of 1-3 years, depending on the component), in order to continue operating at peak performance. Refer to the E-AERI’s Standard Operating Procedure (SOP) [Mariani, 2014] for operation, maintenance, and troubleshooting guidelines. Aside from the physical operation of the E-AERI instrument, the now 9+ years of downwelling radiance measurements from the combined Eureka AERI dataset is an excellent resource to perform various scientific studies, either as a continuation of this work or as an expansion into new areas of research. Some suggestions for future work are:

- Measurement of the E-AERI’s ILS
  - During trace gas retrievals it is assumed the E-AERI’s ILS is an ideal sinc function – in reality this is not the case. While the sinc function offers an approximate representation of the instrument’s ILS, directly measuring and characterizing the instrument’s ILS should improve trace gas retrievals as it provides information on the instrument’s optical alignment, scan mirror stability, and sampling errors. The E-AERI is not designed to have ILS measurements performed (as with the Bruker 125HR), hence an apparatus must first be
designed and constructed that can be temporarily mounted on top of the E-AERI’s hatch and include a source (e.g., HBr gas cell) within the instrument’s FOV in order to perform the ILS measurement.

- Further investigation into the difference in the radiative budget at two altitudes at Eureka (between the P- and E-AERI)
  - Several time periods of large radiance differences are shown in Figure 4.3; only one period was investigated in further detail (low-altitude ice crystal cloud described in Sect. 5.2) which explained the large radiance difference on this day. Investigation into the other days of large differences could yield interesting correlations with the meteorological conditions above Eureka.

- Create a cloud climatology
  - Using the cloud filter described in Sect. 5.3, clear-sky, thin-cloud, and thick-cloud radiances can be sorted. Over a long time period (> 10 years), this data can be used to generate a cloud cover climatology for Eureka. Trends in the change in the type of cloud cover can be quantified, compared to previous studies (e.g., Lesins et al. [2009], Chapter 6 of this work), and compared to other methods (satellite observations, model, LIDAR, MMCR).

- Create a climatology of downwelling radiances at surface cooling-to-space windows
  - The study presented in Chapter 6 covers an eight-year dataset. Extending this dataset to capture natural variability, fully sample the seasonal cycle, and reduce the gaps in the dataset would permit publishing a high Arctic climatology (> 10 years of measurements) of these measurements. This climatology can be compared to the existing climatology at the SGP as well as preliminary trend results found in Sect. 6 to determine whether trends are continuing. A long-term record of integrated radiances throughout the entire 20 µm window (17-25 µm) using just the E-AERI could be compared to the entire 10 µm window (8-12 µm) to determine whether a shift between these two energy regimes exists, particularly as the 20 µm window closes. This climatology would also provide additional data for comparisons to climate models.

- Compare downwelling radiances and fluxes to the other two AERIs in the Arctic (Arctic radiance climatology)
Two other AERIs in the Arctic (one at Barrow, Alaska, and another at Summit, Greenland) have been conducting downwelling radiance measurements over the same time period. Comparing the downwelling fluxes and radiances, such as done in Cox et al. [2012], between these sites can be performed. The potential for creating a climatology for Arctic measurements of this type would provide an extremely valuable dataset for model comparisons.

- Cloud-phase and composition can be investigated for the Arctic using E-AERI and LIDAR measurements, as shown in Turner et al. [2005].
  - The ability of AERIs to evaluate cloud properties by remote sensing can be utilized to retrieve cloud optical depth, mixed phase fraction, cloud particle size, etc. using cloud retrieval algorithms (such as MIXCRA) and combining AERI measurements with existing radiosonde, MMCR, and LIDAR measurements at Eureka. Comparisons between instruments and techniques can be performed.

- Further improvements to the CKD water vapour continuum model can be performed using E-AERI observations around 20 µm, as shown in Tobin et al. [1999].

- Comparisons with the far-infrared radiometer (FIRR) for the Thin Ice Clouds Far Infrared (TICFIRE) mission
  - TICFIRE is a mission proposed to the CSA for a far-infrared payload to monitor the evolution of thin-ice clouds using measurement techniques similar to the AERI, except from space. Details about the TICFIRE mission are provided in Blanchet et al. [2011]. Comparisons between the ground-based and space-based measurements of radiance will be of particular interest for validation and radiative-closure studies once the FIRR radiometer begins to take measurements.

- Water vapour and temperature retrievals
  - AERIPROF [Smith et al., 1999] was created for retrievals of water vapour and temperature using AERI measurements at the SGP. A new a priori and meteorological model are required for these retrievals to work in the Arctic. Preliminary work has established the feasibility of having this retrieval algorithm work for Arctic conditions. Alternatively, a separate water retrieval code has been written by P. Rowe (U Idaho) and is currently being tested [D. Weaver; personal communication]. Comparisons between AERI water vapour retrievals and other instruments indicate good agreement, but further work is required.
• Improving the E-AERI CO retrievals
  o Refer to Sect. 8.4.1; the impact of N₂ CIA is not well published in the literature and could be the focus of a research paper.

• Ongoing trace gas retrievals using SFIT2 (with a transition to SFIT4)
  o Continue to perform trace gas retrievals using E-AERI spectra.

• Comparing SFIT2 and SFIT4 retrievals
  o Once SFIT4 has been fully implemented, a full comparison of the SFIT2 trace gas time series with the SFIT4 time series is warranted. Interesting differences can be investigated further.

• Comparisons with another retrieval algorithm
  o Comparing results generated from SFIT2/SFIT4 with other retrieval algorithms, such as that developed by P. Rowe (U. Idaho) or published in Yurganov et al. [2010], would provide useful insight into advantages and limitations of each algorithm.

• Retrieve trace gas total columns using other AERIs
  o The retrieval methodology outlined in this thesis can be extended to the other AERIs across the globe. Performing trace gas retrievals using the same methodology (where applicable; e.g., not the \textit{a priori}) can produce an ‘AERI measurement network’ across the globe.

• Investigate new trace gas species that can be retrieved using the E-AERI
  o Other trace gas species investigated but not discussed in this thesis (additional work is required to determine correct input parameters, miniwindows, etc.) are: NO, NO₂, OH, HCOOH, HCl, CH₃OH, ClO, OCS, and NH₃. This would increase the number of retrieved trace gas products using AERI measurements.

• Investigate biomass burning events using E-AERI trace gas retrievals
  o CO enhancements are an indicator of biomass burning events, especially when they coincide with enhanced HCN and C₂H₂ columns [Viatte \textit{et al.}, 2014]. Given the AERI’s high sensitivity to tropospheric trace gases, AERI measurements can be combined with other observations of biomass burning events. Since the E-AERI operates year-round with high temporal resolution, this allows one to fill in a gap in the 125HR ‘biomass burning events record’ at PEARL.
• Investigate diurnal and seasonal cycles of various trace gases, with emphasis on measurements during polar night
  o Thus far only the diurnal and seasonal cycle of CO has been quantified. Similar analysis can be performed for other trace gases to better determine their chemical processes, particularly during polar night (which is a major emphasis during the new Probing the Atmosphere of the High Arctic (PAHA) research project taking place at Eureka), and over a longer time period.
A.1 Additional Technical Details of the E-AERI

A.1.1 System Software Architecture

The E-AERI’s software allows unattended operation of the system. The E-AERI software system performs all necessary data calibration in real-time, thereby eliminating the need for post-processing [Demirgian and Dedecker, 2005]. The software also performs a series of quality control checks in real-time and allows unattended operation of the system. The data are accessible via a digital network with an on-board storage capacity of several days. The flow structure of the E-AERI data is illustrated in Figure A.1. Additional details of the software architecture are provided in the Appendix.

![Software Architecture Diagram](image)

Figure A.1 Software architecture for the E-AERI. Image: ABB.
The Graphical User Interface (GUI), shown on the bottom right of Figure A.1, supports interactive use of the instrument and is used to monitor the state of the instrument. Calibrated spectra and some auxiliary parameters are displayed at the end of each scan. Within each window of the monitoring GUI, the radiance, air temperature, Stirling cooler current, and instrument temperature are displayed. Thirty instrument parameters are also monitored using the GUI. Table A.1 lists the variables that are used as real-time quality metrics for the E-AERI. If one of these parameters falls outside of a tolerable range, the operators are alerted.

Table A.1: Parameter metrics used when monitoring the status of the E-AERI. The normal operating range customized for operation at Eureka lies between the limits shown.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Normal Operating Limits</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AB Temperature</td>
<td>243.15, 313.15 K</td>
<td>Temperature range of the given instrument components</td>
</tr>
<tr>
<td>HB Temperature</td>
<td>263.15, 353.15 K</td>
<td></td>
</tr>
<tr>
<td>Outside Temperature</td>
<td>233.15, 323.15 K</td>
<td></td>
</tr>
<tr>
<td>Rack Ambient Temperature</td>
<td>277.15, 319.15 K</td>
<td></td>
</tr>
<tr>
<td>Rain Intensity</td>
<td>2.5, 3.2 V</td>
<td>Measured rain intensity range that triggers the hatch to close</td>
</tr>
<tr>
<td>AB Maximum Temperature Difference</td>
<td>0.1 K</td>
<td>Maximum allowed temperature difference between the three temperature sensors inside each blackbody</td>
</tr>
<tr>
<td>HB Maximum Temperature Difference</td>
<td>0.7 K</td>
<td></td>
</tr>
<tr>
<td>B.B. Support Structure Temperature</td>
<td>233.15, 323.15 K</td>
<td>Temperature range of the given instrument components</td>
</tr>
<tr>
<td>Air Temperature near Blackbodies</td>
<td>233.15, 343.15 K</td>
<td></td>
</tr>
<tr>
<td>SCE Temperature</td>
<td>273.15, 333.15 K</td>
<td></td>
</tr>
<tr>
<td>Air Humidity</td>
<td>1, 99 %</td>
<td>Air humidity range</td>
</tr>
<tr>
<td>HB Stability</td>
<td>-0.5, 0.5 K</td>
<td>HB temperature variability during a scan</td>
</tr>
<tr>
<td>Mirror Motor Temperature</td>
<td>233.15, 363.15 K</td>
<td>Temperature range of the scene mirror motor</td>
</tr>
<tr>
<td>Atmospheric Pressure</td>
<td>750.0, 1040.0 Pa</td>
<td>Atmospheric pressure range</td>
</tr>
<tr>
<td>336 Kelvin (Reference)</td>
<td>2426.96, 2433.04 Ω</td>
<td>Measured resistance range for the reference</td>
</tr>
<tr>
<td>293 Kelvin (Reference)</td>
<td>10480.04, 10493.96 Ω</td>
<td>temperature resistors (used to calibrate blackbody temperatures)</td>
</tr>
<tr>
<td>249 Kelvin (Reference)</td>
<td>97232, 98272 Ω</td>
<td></td>
</tr>
<tr>
<td>Motor Driver Temperature</td>
<td>273.15, 323.15 K</td>
<td>Temperature range of the given instrument components</td>
</tr>
<tr>
<td>Interferometer Window Temperature</td>
<td>293.596, 324.924 K</td>
<td></td>
</tr>
<tr>
<td>Encoder Scene Confirm</td>
<td>-5, 5 0.01°</td>
<td>Confirmation of scene mirror position (range: min, max; and precision)</td>
</tr>
<tr>
<td>LW HB NEN</td>
<td>0, 1 mW/(m² sr cm⁻¹)</td>
<td>Noise estimation (NEN) for the long- and short-wave by use of the HB</td>
</tr>
<tr>
<td>SW HB NEN</td>
<td>0, 0.1 mW/(m² sr cm⁻¹)</td>
<td></td>
</tr>
<tr>
<td>Air Temperature near Interferometer</td>
<td>293.87, 322.09 K</td>
<td>Temperature range of the air near the MR-300 interferometer</td>
</tr>
<tr>
<td>LW Responsivity</td>
<td>0.0104, 5 Counts/ mW/(m² sr cm⁻¹)</td>
<td>Estimated long- and short-wave responsivity of the system during a scan</td>
</tr>
<tr>
<td>SW Responsivity</td>
<td>0.0112, 20 Counts/ mW/(m² sr cm⁻¹)</td>
<td></td>
</tr>
<tr>
<td>Cooler Compressor Temperature</td>
<td>290.398, 350.202 K</td>
<td>Range of the cooler compressor temperature</td>
</tr>
</tbody>
</table>

(SCE = Signal Conditioning Electronics)
A.1.2 Spectral Reprocessing

Since the E-AERI's installation at PEARL, it has recorded spectra every seven minutes (weather permitting) from October 2008 onwards. In the spring of 2009, Mareile Wolff discovered several problems with the E-AERI data series. After analyzing the recorded spectra files, the following problems were found in the data series: incorrect date and location filename stamps on many files, the instrument's hatch sensor caused the recorded spectra to be deleted when it thought the hatch was closed, and duplicate spectra (or missing spectra) files were also found due to an error in the real-time processing codes.

Based on a survey of 163 days of E-AERI data from October 2008 to April 2009, about ¾ of the E-AERI data required reprocessing. A reprocessing package was developed by ABB and implemented on all 2008-2009 E-AERI spectra to fix these issues. The code was written in Fortran and Python to fix the issues listed above. Final spectra output files were re-created for every recorded spectra, for all measurement days to correct this issue. The reprocessing package was tested on spectra for each type of problem to ensure that reprocessing correctly extracted the unique spectra for that measurement. The E-AERI software package on the instrument’s laptop has since undergone several updates to correct these issues (as well as other minor glitches), ensuring no further reprocessing is necessary.

A.1.3 Acquisition Software

To start an acquisition, the operator launches the E-AERI acquisition sequencer by entering a set of commands in the command prompt. Once launched, the E-AERI will automatically enter routine mode, where the instrument will record spectra approximately every seven minutes. If the instrument detects precipitation, the software automatically shuts the instrument's hatch and enters standby mode until the precipitation ends, at which point it will automatically resume taking measurements. The E-AERI data is transferred from its local storage to the Eureka Synology Cube, from where it is made available remotely to any user.
Figure A.2 illustrates this flow of E-AERI data from Eureka to anywhere on the globe. The Eureka and Toronto Cubes are managed by CANDAC.

A Standard Operating Procedure (SOP) was created for the E-AERI instrument in 2009 by myself and has undergone several updates since its inception. The SOP is designed to provide all operating instructions for the E-AERI instrument intended for any CANDAC operator or researcher. Included in the SOP are basic operating guidelines, maintenance routines, troubleshooting procedures, contact lists, and repair procedures. Many elements from the E-AERI’s user manual have been modified and incorporated into the SOP. The E-AERI SOP is stored on-site at 0PAL, as part of the instrument’s information package, as well as on local servers (e.g., Petabit) at University of Toronto.

A.2 Repairs to the Instrument

When the University of Toronto received the E-AERI, it was the first 4th-generation AERI system constructed, and as such it was considered a prototype instrument. As with all
prototypes, it is difficult to anticipate areas of instrument failure, which has resulted in significant down-time since the E-AERI’s installation in 2008. Table A.2 lists each event that caused data loss in the E-AERI dataset, including event duration, description, and resolution. Thus the gaps in the E-AERI dataset that appear in Figure 3.5 can be attributed to these issues.

In order to take measurements of the lowermost 600 m of the atmosphere, which is valuable for water vapour and temperature research, the E-AERI was moved from PEARL to 0PAL at the end of September 2009 after the P-AERI was removed. Before the E-AERI was moved, a gradual decline in the condition of both detectors was observed by operators at PEARL. Both the MCT and InSb detectors are mounted in a dewar and must be kept below 70 K in order to function properly. A Stirling cryo-cooler maintains this temperature for the detectors. When the E-AERI was moved from PEARL to 0PAL, the detectors still failed to cool below 70 K. The Stirling cooler was removed and shipped to ABB for inspection; it was determined that the Stirling cooler was damaged, and a new one was sent to Eureka on February 20, 2009.

As part of the 2010 ACE Validation Campaign, I travelled to Eureka to install the new Stirling cooler with the help of the PEARL site manager, Pierre Fogal. The installation of the new Stirling cooler into the dewar of the MR-series interferometer was completed on February 22, 2010. The E-AERI was reactivated and monitored for three days; during this time the detector temperature maintained high levels above 70 K. After further deliberation with ABB, the E-AERI was disassembled on March 2, 2010, with the MR interferometer removed from the back-end of the E-AERI. The MR, Agilent multimeter, and Stirling cooler were shipped back to ABB for further inspection. It was later discovered that the dewar inside the MR had a leak; as such it could not maintain the low temperatures generated by the Stirling cooler. Cracked glass inside the dewar was also discovered, indicating possible detector damage.
Table A.2: List of notable events (with dates and descriptions) that impacted the E-AERI dataset.

<table>
<thead>
<tr>
<th>Start Date</th>
<th>End Date</th>
<th>Description</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>(2006/03/12)</td>
<td>(2009/05/03)</td>
<td>(P-AERI running at 0PAL)</td>
<td>(Removed from Eureka)</td>
</tr>
<tr>
<td>2008/10/22</td>
<td>2009/10/30</td>
<td>E-AERI installed at PEARL</td>
<td>N/A</td>
</tr>
<tr>
<td>2009/10/12</td>
<td>2011/02/16</td>
<td>Stirling cooler and detector failure</td>
<td>Not running during this time</td>
</tr>
<tr>
<td>2009/10/30</td>
<td>N/A</td>
<td>E-AERI moved from PEARL to 0PAL</td>
<td>N/A</td>
</tr>
<tr>
<td>2010/02/20</td>
<td>2010/03/10</td>
<td>Visited Eureka during ACE campaign; installed new Stirling cooler. Detectors still did not function.</td>
<td>Packed up MR and Agilent multimeter, shipped back to ABB for in-house repairs</td>
</tr>
<tr>
<td>2011/02/06</td>
<td>2011/02/21</td>
<td>Visited Eureka during ACE campaign &amp; ABB service visit. Re-installed MR with non-extended range detectors. Re-certified instrument.</td>
<td>Fully operational with limited range (520-3000 cm⁻¹)</td>
</tr>
<tr>
<td>2011/03/03</td>
<td>2011/03/04</td>
<td>Laptop failure – froze; no data taken</td>
<td>Manual reboot</td>
</tr>
<tr>
<td>2011/03/09</td>
<td>2011/03/16</td>
<td>Laptop failure – would not restart</td>
<td>Manual reboot</td>
</tr>
<tr>
<td>2011/03/27</td>
<td>2011/03/28</td>
<td>Laptop failure – froze; no data taken</td>
<td>Manual reboot</td>
</tr>
<tr>
<td>2011/03/30</td>
<td>N/A</td>
<td>Laptop failure – would not restart</td>
<td>Manual reboot</td>
</tr>
<tr>
<td>2011/04/01</td>
<td>2011/06/02</td>
<td>Multiple laptop failures – crashes (blue screen)</td>
<td>Manual reboots, disk repairs, disk checks, startup in safe mode</td>
</tr>
<tr>
<td>2011/06/20</td>
<td>2011/07/06</td>
<td>Laptop crashed, software errors, turned laptop off</td>
<td>New laptop (IBM) shipped to Eureka by ABB, software pre-installed</td>
</tr>
<tr>
<td>2011/06/24</td>
<td>N/A</td>
<td>Water leak first detected between front- and back-end of the E-AERI (thru-wall of the 0PAL container)</td>
<td>Bucket placed underneath back-end to collect water. Monitored, but no further action taken. Data not affected.</td>
</tr>
<tr>
<td>2011/07/06</td>
<td>2011/07/13</td>
<td>Software configuration on laptop was incorrect, not communicating properly with instrument</td>
<td>ABB remote accessed instrument; changed software parameters to match E-AERI correctly</td>
</tr>
<tr>
<td>2011/08/01</td>
<td>2011/10/29</td>
<td>Blackbodies and Agilent shipped to ABB for re-calibration</td>
<td>Not running during this time</td>
</tr>
<tr>
<td>2011/10/26</td>
<td>2011/11/06</td>
<td>Visited Eureka during ABB service visit. Installed newly calibrated blackbodies and Agilent. Installed new extended-range detectors. Re-certified instrument.</td>
<td>Fully operational, back to extended-range (400-3000 cm⁻¹)</td>
</tr>
<tr>
<td>2012/03/01</td>
<td>2012/03/07</td>
<td>Laptop failure – froze; no data taken</td>
<td>Manual reboot</td>
</tr>
<tr>
<td>2012/03/17</td>
<td>2012/03/18</td>
<td>Laptop failure – froze; no data taken</td>
<td>Manual reboot</td>
</tr>
<tr>
<td>2012/05/26</td>
<td>2012/06/10</td>
<td>Laptop failure – would not restart</td>
<td>Manual reboot</td>
</tr>
<tr>
<td>2012/11/07</td>
<td>2013/02/27</td>
<td>Long-wave channel (Ch1, MCT; 400-1800 cm⁻¹) failure; no interferogram. Only Ch2 (InSb; 1800-3000 cm⁻¹) working.</td>
<td>Continued operating both channels; only Ch2 (InSb) data OK. Two possible replacement parts ordered from ABB: Analog-to-Digital Converter (ADC) and Pre-Amp.</td>
</tr>
<tr>
<td>2012/12/27</td>
<td>2013/01/10</td>
<td>Laptop failure – froze; no data taken</td>
<td>EC staff had to manually reboot laptop twice.</td>
</tr>
<tr>
<td>2013/02/25</td>
<td>2013/03/06</td>
<td>Visited Eureka during ACE campaign. Installed new Analog-to-Digital Converter (ADC).</td>
<td>Fully operational: MCT interferogram signal returned to normal. No need to replace Pre-Amp.</td>
</tr>
<tr>
<td>2013/03/01</td>
<td>N/A</td>
<td>Laptop power connected to remote power switch and configured</td>
<td>Remote reboot sequence for laptop now possible</td>
</tr>
<tr>
<td>2013/05/24</td>
<td>2013/07/03</td>
<td>Laptop unable to communicate with instrument</td>
<td>Could not take data regularly. ABB investigated</td>
</tr>
</tbody>
</table>
To construct a new extended-range detector takes a significant amount of time; hence a non-extended range detector was installed with the help of an ABB engineer, Guillaume Gamache, during the 2011 ACE Validation Campaign. The entire instrument underwent calibration and re-certification testing according to UW-SSEC standards and procedures during this time and again in November 2011 to ensure instrument performance stability and measurement reliability. This ensured the instrument’s specifications and performance at 0PAL matched those at PEARL (and those of the P-AERI). The detector had the same properties as the original, with the exception that its spectral range was limited down to 520 cm\(^{-1}\), similar to the P-AERI. In October 2011, a second visit was made to install the new extended-range detector with the help of Guillaume Gamache (ABB) and perform calibration and certification testing. In 2011, there were three periods with limited or no measurements due to minor software issues and maintenance. At the end of 2012 and beginning of 2013, the instrument’s MCT channel was offline for two months until a new analog-to-digital converter was installed by me during the 2013 ACE Validation Campaign. In June 2013, a new metrology laser power supply and ballast was ordered from ABB and installed by Pierre Fogal once it was discovered that the old one had failed. Alignment of the laser was made possible by accessing the instrument’s ‘production mode’ with the help of ABB engineers (remotely). Laser power supply failure is expected to occur at relatively frequent intervals due to the laser’s relatively short lifetime (~2-3 years). These instrument-related issues have aided ABB in the development (both hardware and software) and commercial viability of their new AERI systems, several of which have since been purchased and installed at other sites, including South Korea and Germany.
A.3 Submission of E-AERI Trace Gas Measurements to the ACE Archive

As part of the ACE Validation Campaign, E-AERI measurements of total columns of trace gases are submitted to the ACE data archive. The ACE data archive, stored on a University of Waterloo server, is intended to provide a catalogue of datasets of ground-based trace gas measurements at Eureka for the Canadian Space Agency (CSA) to facilitate current and future satellite validation exercises. The first such submission to the ACE archive was conducted in July 2013 by me, in coordination with the ACE satellite validation campaign leader Prof. Kaley Walker. A MATLAB program was created by me to extract E-AERI trace gas total column measurements (which are stored on the laptop ‘ZEUS’ and backed up on both the petabit/GLACIER server and Alopex server) that underwent quality control (inspection of the spectral fits, removing days where non-clear-sky spectra were included, etc.) and output them in text files of a required format. Individual text files for each trace gas for each year were created, including a README file describing the measurements and how to read in the text file data. These files were included in a single .zip file, which has been uploaded to the ACE data archive. Thus researchers requiring E-AERI total column measurements can access them in numerous formats, from MATLAB to text files, from a variety of sources.
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