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Abstract

Endothelial dysfunction is a precursor of atherosclerosis. Flow mediated dilatation (FMD) is a measure of endothelial function. Ultrasound (US) is often used during FMD studies, but US-FMD is technically challenging. MRI methods for FMD rely on high spatial resolution but this entails a trade off involving temporal resolution and SNR. An adequate temporal sampling frequency is however required to detect the peak dilatation. In this thesis, concepts in hemodynamics and MRI physics were explored in order to develop a reliable MRI-FMD technique that is comparable with US-FMD. The approach was to measure the luminal area as a function of the integrated signal intensity (IntSI) of the lumen, since signal intensity increases with area. An equation was derived to account for concurrent velocity based increases in signal intensity. Phantom studies showed the IntSI technique as a reliable means of measuring the luminal area, provided that certain assumptions are not violated. Next, the IntSI technique was adapted for in vivo application. The popliteal artery was the artery of choice based on its anatomical advantages. The velocity profile and time averaged velocities of the popliteal artery were determined from spectral Doppler analysis, in order to design an in vivo technique that is compatible with the assumptions on which the IntSI technique is based. When applied in vivo, the IntSI technique overestimated luminal area measurements compared to a conventional MRI
Numerical optimization was used to obtain a correction factor to account for the bias. Subsequently, the IntSI technique was applied for measuring the luminal area during MRI-FMD and compared with US-FMD. The IntSI technique provided repeatable FMD measurements. Although the thesis did not demonstrate that the popliteal MRI-FMD using the IntSI technique was superior to US-FMD, it was non-inferior to US-FMD.
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Chapter 1 General Introduction and Thesis Organization
1.1 General Introduction

Endothelial dysfunction is a reversible precursor of atherosclerosis. Atherosclerosis results in complications such as heart attack and stroke (Chhabra, 2009). Endothelial dysfunction as a condition complies with various criteria for disease screening programs by the World Health Organization (Wilson & Jungner, 1968). Screening for endothelial dysfunction in high-risk groups provides an opportunity for early interventions aimed at improving vascular function. Macrovascular endothelial function can be assessed with a physiological test called flow mediated dilatation.

Ultrasound is the imaging modality commonly used to assess FMD. It is readily available and affordable. However, it is operator dependent and this inherent limitation of ultrasound may contribute to intra and inter-operator variability of FMD. In addition, ultrasound based FMD is technically challenging (Corretti et al., 2002). An ultrasound operator is expected to complete 100 scans under the supervision of an experienced investigator before conducting independent studies. In addition, the operator is expected to complete 100 scans annually in order to maintain a level of adequate expertise (Corretti et al., 2002). These guidelines are not easily attainable, making ultrasound based FMD not readily applicable for routine clinical practice. In addition, ultrasound measures the vessel diameter on longitudinal images, then the area is calculated based on the assumption that the lumen has a circular cross-section (Wilkinson & Webb, 2001). However, if the lumen is oval, areas calculated from the measured diameter will be smaller than expected. In addition, the maximal dilatation will be underestimated because the FMD response occurs in multiple directions across the imaging plane and by measuring only changes on the longitudinal axis subtle changes in the vessel caliber might be undetected (Chaudhry et al., 2007).

MRI does not have these limitations of ultrasound. It offers cross-sectional imaging and is not highly dependent on the operator. Although MRI is perceived to be more expensive than ultrasonography, cost-effectiveness analysis might favor MRI over ultrasonography as an imaging modality for FMD. This is possible if the MRI technique is more reliable than ultrasound technique, in which case the MRI cost may be offset by decreasing the sample size required in experimental groups. In addition, if the time required to perform MR-FMD is short
enough for the study to be included in time already earmarked for a comprehensive cardiovascular MRI study, then there will be no added cost for performing the study.

However, MRI is limited by a trade-off between spatial resolution and temporal resolution. Due to this limitation, MRI-FMD is often calculated by measuring the peak dilatation at 60 seconds (Corretti et al., 2002), but the time to peak dilatation may differ from 60 seconds. In order to accurately represent the peak dilatation during FMD, sampling interval should be less than \( \frac{1}{2} \) the time to peak according to the sampling theorem (Luke, 1999). The thesis focuses on how to obtain reliable area measurements at an adequate sampling frequency using MRI. If the MRI-FMD technique designed in this thesis is more repeatable than US-FMD, then the MRI-FMD technique may be suitable for multicenter studies.

### 1.2 Thesis Organization

This thesis explores using an MRI technique to reliably obtain serial area measurements with less dependence on spatial resolution compared to a pixel counting area measurement approach. Chapter 2 reviews literature relevant to flow mediated dilatation, concepts in MRI physics and hemodynamics. It also contains the thesis hypotheses and research aims. Chapter 3 focuses on the theoretical basis of the integrated signal intensity (IntSI) area measurement technique and describes how different bright blood sequences were considered in order to determine which sequence would provide velocity information, optimal SNR, spatial and temporal resolution. Then it explains how the chosen sequence was applied and highlights assumptions made while designing the IntSI technique. It gives details on how the central pixel’s signal intensity was used as a means of controlling the impact of velocity on the integrated signal intensity of the lumen. In this chapter, phantom experiments were used to test assumptions made while deriving the IntSI equation. The reliability of area measurements with the IntSI equation was also assessed in phantoms.

Chapter 4 is a step towards in vivo application of the IntSI technique. Spectral Doppler analysis was used to assess the profile and maximal velocity of blood flow in the popliteal artery so that the technique could be adapted for imaging a pulsatile artery. In chapter 5, the optimal sequence parameters for MRI-FMD were mathematically modeled and a post-processing technique to interrogate images and calculate FMD was described. Then the IntSI technique was used to
measure the luminal area of the popliteal artery and the measurements obtained were tested for agreement with a pixel counting approach. In Chapter 6, the IntSI approach for measuring area during popliteal MRI-FMD is applied in healthy volunteers. In this chapter, the test-retest repeatability of the popliteal MRI-FMD technique is compared with the brachial and popliteal US-FMD. Chapter 7 entails future directions such as applying the IntSI technique to assess the effects of subject characteristics on FMD. It also considers the possibility of using the IntSI technique for measuring arterial distensibility.
Chapter 2 Literature Review
2.1 **Introduction**

The World Health Organization has criteria for disease screening (Wilson & Jungner, 1968) and these include

1. The condition should be an important health problem.
2. There should be a treatment for the condition.
3. Facilities for diagnosis and treatment should be available.
4. There should be a latent stage of the disease.
5. There should be a test or examination for the condition.
6. The test should be acceptable to the population.
7. The natural history of the disease should be adequately understood.
8. There should be an agreed policy on whom to treat.
9. The total cost of finding a case should be economically balanced in relation to medical expenditure as a whole.
10. Case-finding should be a continuous process, not just a "once and for all" project.

Endothelial dysfunction complies with many of the above criteria for disease screening. It is a reversible condition with an adequately understood natural history (Chhabra, 2009). Endothelial dysfunction occurs with inflammatory processes such as diabetes (Bagg et al., 2001). It might also be an underlying factor in other disease states such as preeclampsia (Yinon et al. 2010), bipolar disorder (Westman et al. 2013) and sickle cell anemia (Mohandas et al. 1985). If left untreated, endothelial dysfunction progresses to atherosclerosis and its associated complications such as heart attack and stroke which are important health conditions (Chhabra, 2009).

Cardiovascular diseases such as heart disease and stroke are two of the three leading causes of death in Canada (Statistics Canada 2011). These diseases cost the Canadian economy more than $20.9 billion every year in healthcare services and decreased productivity (Conference Board of Canada 2011). It is important to be able to identify endothelial dysfunction in high-risk groups so that early interventions can be applied to improve vascular function.

Imaging modalities and physiologic tools have been used for monitoring the development, progression and therapeutic outcomes in patients with cardiovascular diseases or non-symptomatic high-risk groups. Many of these evaluation techniques have their limitations, as
reviewed in this chapter. Of all the imaging modalities, flow mediated dilatation assessment using ultrasonography (US-FMD) is frequently used. Equipment required for the US-FMD technique are relatively affordable and available but ultrasonography in general, is operator dependent and ultrasound based FMD is technically challenging (Corretti et al., 2002). MRI does not share these limitations of ultrasonography although it may have a higher cost per unit time. However, a cost effectiveness analysis might show MR-FMD to be relatively cheaper than ultrasound. For example, if MRI is more reliable the ultrasonography as a measurement technique for FMD, the MRI cost may be offset by decreasing the sample size required in experimental groups. In addition, if the time required to perform MR-FMD is short enough for the study to be included in time already earmarked for a comprehensive cardiovascular MRI study, then there will be no added cost for performing the study.

During an FMD study, the vessel rapidly changes in size and a high sampling frequency is needed to detect the peak dilatation, while high spatial resolution is needed for accuracy of luminal area measurement made by counting the luminal pixels. With MRI, there is a trade-off between spatial resolution and temporal resolution; this can be a drawback in applying MRI for FMD. If it is possible to design an MRI technique that obtains reliable serial area measurements at a sampling interval less than ½ the time to peak dilatation and the approach when applied for FMD is more repeatable than US-FMD, then the MRI-FMD technique may be suitable for multicenter studies.

The literature review is divided into three parts. The first part (section 2.2) reviews arterial biology, pathophysiology and hemodynamics. The second part (section 2.3) examines methods of measuring endothelial function and the limitations of various methods. The third part (section 2.4) explores the basic concepts in MRI physics and possible methods of optimizing MRI-FMD.

2.2 Arterial biology, pathophysiology and hemodynamics

2.2.1 Arterial biology
Each peripheral artery comprises of the tunica intima, media and adventitia (Uzwiak, 2014). The inner layer, the tunica intima comprises of a single layer of squamous endothelial cells, connective tissue and an elastic fiber base (Deanfield et al., 2007). The tunica media is the middle layer and is responsible for the vessel wall thickness and vascular tone (Standring, 2009).
This layer contains elastic tissue and one or more layers of smooth muscle cells arranged in a spiral around the long axis of the vessel. The smooth muscle cells control the blood pressure and flow rate by contracting or relaxing while the elastic fibres provide elastic recoil following distension of the artery after each cardiac pulsation (Uzwiak, 2014). The tunica adventitia is the outermost layer. It shields the vessel from injury, nourishes it and secures it to surrounding structures (Standring, 2009). It is surrounded by a mesh capillaries, lymphatics and that provide nutrients, drainage and stimuli respectively (Wheeler & Brenner, 1995).

The endothelial cells are exposed to the blood flowing in the lumen and they produce physiologically active substances (Uzwiak, 2014). Vasodilators produced include nitric oxide (NO), prostacycline (PGI2), adenosine, hydrogen peroxide(H2O2), etc., while vasoconstrictors include endothelin-1, angiotensin II, thromboxane A2, H2O2, superoxide anion (O2⁻), etc., (Félétou & Vanhoutte, 2006). In healthy states, there is a balance between the vasodilators and vasoconstrictors (Félétou & Vanhoutte, 2006). Apart from regulating the vascular tone, endothelial cells inhibit platelet aggregation, white blood cell adhesion, and vascular smooth muscle cell proliferation (Moens et al., 2005). They also produce vascular endothelial growth factor (VEGF) which affects the growth and metabolism of surrounding tissue (Hoeben et al., 2004).

The proportion of elastic fibers and smooth muscle cells in the tunica media of each artery differ based on the function of the artery. Large arteries such as the aorta and the common carotid arteries are classified as elastic arteries. These arteries have many elastic fibers in their tunica media and are able to stretch to accommodate increased flow during systole while undergoing an elastic recoil that forces blood downstream during diastole (Uzwiak, 2014). Medium sized arteries contain relatively less elastic fibers than elastic arteries and have relatively more vascular smooth muscle cells. They include amongst others, the axillary, brachial, femoral and popliteal arteries. Prominent smooth muscle cells in these arteries help regulate blood flow via vasoconstriction and vasodilatation (Uzwiak, 2014). Arterioles are small arteries that control blood pressure. They are described as resistance vessels. When they constrict, blood pressure increases and when they dilate, there is a pressure drop leading to hyperemia. Arterioles are subject to stimuli by vasoactive substances and a network of sympathetic nerves lying on the outer layer of the arteries (Uzwiak, 2014).
2.2.1.1 The endothelium and nitric oxide

Nitric oxide (NO) is a potent vasodilator which plays a prominent role in the regulation of the arterial tone by activating cyclic guanosine monophosphate (cGMP) in the vascular smooth muscle cell (Joyner & Dietz, 1997). The NO-cGMP pathway is triggered when a healthy endothelium is stimulated by vasoactive substances or increased shear stress (Tousoulis et al., 2005). Specialized ion channels on endothelial cell membranes, such as calcium-activated potassium channels, open in response to shear stress and vasoactive stimuli (Corretti et al., 2002). The opening of the potassium channels hyperpolarizes the cell, leading to an influx of calcium ions (Corretti et al., 2002). Calcium triggers the conversion of L-arginine to NO by endothelial nitric oxide synthase (eNOS). Other vasoactive agents like adenosine, bradykinin, serotonin, substance P and VEGF also increase calcium entry into the cell, thereby activating eNOS (Dawson et al., 2006; Deanfield et al., 2007). After production as illustrated in figure 2-1, NO diffuses through the endothelial cells into the vascular smooth muscle cells where it influences the conversion of GTP to cGMP by guanylate cyclase (Corretti et al., 2002). cGMP probably produces vasodilatation by activating a cGMP-dependent protein kinase, inhibiting calcium entry into the vascular smooth muscle cells, activating potassium channels, or decreasing inositol trisphosphate (IP$_3$) (Archer et al., 1994). Regular episodes of shear stress in the conduit artery during ischemic preconditioning (Luca et al., 2013) or physical exercise (Kelm, 2002) increases the expression of eNOS as well as superoxide dismutase expression (Kelm, 2002).

Furchgott and Zawadzki initially called NO an endothelial relaxing factor in 1980 when they observed that rabbit aorta needed to have an intact endothelium in order to respond to acetylcholine (Celermajer 1997). NO is a highly reactive molecule, with a half-life in blood ranging from 0.05 to 1.8ms. It is rapidly degraded in human plasma to its metabolic products such as nitrite, nitrate and S-nitrosothiols (Rassaf et al., 2002). NO has an odd number of electrons, which enables it to combine with oxygen free radicals to form the peroxynitrate ion. It may also be degraded by accepting or losing an electron to form the nitroxyl anion (NO$^-$) or nitrosonium ion respectively (Kelm, 1998). When exogenous NO is administered intravascularly, it swiftly combines with substances in the plasma and red blood cells. It combines with plasma albumin or thiols resulting in S-nitrosoalbumin and S-nitrosothiols respectively. When directly
exposed to red blood cells (RBC), it combines with oxyhemoglobin in the RBC resulting in nitrate and methemoglobin. It may also attach to the heme portion of deoxyhemoglobin and produce nitrosylhemoglobin (Rassaf et al., 2002). Because NO is short lived in the blood, developing exogenous strategies to improve its bioavailability and improve endothelial function is a challenge.

Some authors claim that NO is predominantly responsible for flow dependent vasodilatation in conduit vessels like the radial (Joannides et al., 1995), brachial (Doshi et al., 2001) and femoral (Kooijman et al., 2008) arteries. Administration of a nitric oxide inhibitor such as NG-monomethyl-L-arginine (L-NMMA) prior to a hyperemic stimulus, nullifies the expected vasodilatory response of these macrovessels (Joannides et al., 1995; Doshi et al., 2001; Kooijman et al., 2008). Although, other authors state that NO is not obligatory for flow dependent vasodilatation of conduit arteries (Pyke et al., 2010; Wray et al., 2014). Nevertheless, flow dependent vasodilatation is used as a marker of systemic nitric oxide bioavailability (Pyke & Tschakovsky, 2005). In the microcirculation, NG-monomethyl-L-arginine only reduces the vasodilatory response of resistance vessels by 30% which suggests that chemicals like endothelium-derived hyperpolarising factor may play a part in microvascular vasodilatation (Newby et al., 1997; Sandoo et al., 2011).

2.2.1.2 The endothelium and other vasoactive agents
Adenosine and adenosine triphosphate (ATP) are ischemic metabolites that may have a direct effect or an endothelial dependent effect on the microvascular smooth muscle cells. Their effect depends on the site of formation (Pasini et al., 2000; Mortensen et al., 2009). Adenosine and ATP act directly on the vascular smooth muscle cells (VSMCs) but they also have a lesser, indirect effect by stimulating receptors on the endothelium, which result in nitric oxide production and relaxation of VSMCs (Mortensen et al., 2009). Adenosine is produced in the interstitium or intraluminally by endothelial cells, platelets, red blood cells and white blood cells (Pasini et al., 2000). It provides the microvasculature with major compensatory dilatory stimuli during periods of skeletal muscle ischemia (Casey & Joyner, 2009). ATP is produced from the red blood cells during low oxygen tension and when the cells are mechanically distorted (Mortensen et al., 2009). In addition to their indirect vasodilatory effects via nitric oxide production, adenosine and ATP also act indirectly by increasing production of prostaglandins.
Administration of NO antagonists and/or cyclooxygenase pathway blockers leads to a decrease in the vasodilatory effect of infused ATP (Mortensen et al., 2009). Prostacyclin (PGI\textsubscript{2}) is a vasodilator produced by the endothelium from arachidonic acid via the cyclooxygenase pathway and it acts independently of nitric oxide (Caughey et al., 2001; Deanfield et al., 2007). Activation of prostacyclin (IP) receptors and/or intracellular peroxisome proliferator-activated receptors (PPAR)\textbeta on the VSMC membrane triggers the effects of prostacyclin (Mitchell et al., 2008; Ozkor & Quyyumi, 2011). In addition to its vasodilatory abilities, prostacyclin decreases thrombosis risk by preventing platelet activation and it reduces cholesterol uptake and hypertrophy of the VSMCs (Nakayama 2006).

Endothelium-derived hyperpolarizing factors are substances whose endothelium dependent vasodilatory ability cannot be blocked either by inhibitors of NO synthase or cyclooxygenase (Ozkor & Quyyumi, 2011). They include chemicals like Bradykinin, and Hydrogen peroxide, which stimulate calcium-activated potassium (K\textsuperscript{+}_{\text{Ca}}) channels, hyperpolarize the smooth muscle cells and lead to muscle relaxation (Ozkor & Quyyumi, 2011). The role of endothelium-derived hyperpolarizing factors in endothelial function is not completely defined and research is still ongoing (Arrebola-Moreno et al., 2012). Cytochrome-derived factors and possibly C-type natriuretic peptide have been suggested to be involved in this process, however, the effects may vary in different vascular beds (Arrebola-Moreno et al., 2012).

Endothelin-1 is a potent vasoconstrictor produced by the endothelium (Yanagisawa et al., 1988). It acts in a paracrine manner on endothelin type A (ETA) receptors on VSMCs, effecting vasoconstriction by increasing intracellular calcium (Wynne et al., 2009). It also acts in an autocrine manner when produced by smooth muscle cells in vitro (Kohan et al., 2011). Interestingly, this vasoactive chemical acts on endothelial ETA receptors, leading to NO and/or prostacyclin production (Berger et al., 2001), with resultant vasodilatation, in the absence of concomitant stimulation of the endothelin receptors on the VSMCs (Iglarz et al., 2015). Blockage of endothelin receptors in those with heart failure improves endothelium dependent vasodilatation (Berger et al., 2001).

Various chemicals stimulate endothelin-1 production in vitro such as cytokines, angiotensin II, thrombin, shear stress, hypoxia (Kohan et al., 2011). Wall shear stress also stimulates endothelin-
Angiotensin II is a vasoconstrictor produced by the endothelium that mediates some of its actions through endothelin-1 (Kohan et al., 2011). Angiotensin II (Ang II) causes vasoconstriction directly by stimulating angiotensin-II type 1 receptor (AT-1) present on the vasculature. It also acts indirectly by increasing sympathetic tone and arginine vasopressin release (Lavoie, 2003). Stimulation of the angiotensin-II type II receptor (AT-II) on the other hand results in vasodilatation and it has antiproliferative effects on the VSMCs (Atlas 2007).

2.2.1.3 The vascular smooth muscle cells and the myogenic response

The vascular smooth muscle cells of the tunica media response to vasoactive agents produced by the endothelium by contracting or relaxing. This regulates the blood pressure and flow rate (Clark & Pyne-Geithman, 2005). They may also respond to direct stimuli. For example, they relax following non-invasive administration of sublingual nitroglycerin, an exogenous nitric oxide donor, resulting in non-endothelial dependent vasodilatation (Corretti et al., 2002). Angiotensin II triggers vascular smooth muscle cells contraction, hypertrophy and sometimes hyperplasia via the AT1 receptor (Griendling et al., 1997). VSMCs contract in response to the effect of myosin light-chain kinase and the contraction can be maintained with minimal energy consumption (Clark & Pyne-Geithman 2005). Thin filament proteins regulate the phosphorylation mechanisms and tension generation in the VSMCs (Clark & Pyne-Geithman 2005).

The Bayliss effect or myogenic response is a mechanism by which resistant vessels respond to changes in the blood pressure in an attempt to regulate the blood flow. It was named after William Maddock Bayliss, a physiologist who discovered it in 1902 (Voets & Nilius, 2009). He observed that when vascular smooth muscle cells are stretched because of increased intraluminal pressure, the muscle cells contract, while they relax with a decrease in the blood pressure. Therefore, these microvessels constrict with high blood flow and dilate with low blood flow. The myogenic response can be demonstrated by all resistance vessels in vitro, but the reactions of these microvessels differ in vivo depending on their size (Pohl et al., 2000). In vivo, smaller arterioles contract with increased transmural pressure and relax when the pressure decreases, while larger arterioles and small arteries do not show this response. The reason for this
discrepancy is that the increased flow responsible for increased transmural pressure also causes shear stress on the endothelial lining of the blood vessel leading to NO production. NO counteracts the myogenic response, therefore the vessel size does not change (Pohl et al., 2000).

2.2.1.4 Peripheral resistance and hyperemia
Peripheral resistance in the circulatory system is mainly due to the VSMCs of the microvasculature (Levy et al. 2008). Large arterioles and small arteries contribute up to 40-55% of the peripheral resistance in cardiac and skeletal muscles (Pohl et al., 2000). Hyperemia is a situation in which there is increased blood flow to the distal tissues (Padilla et al., 2006). It may be reactive or active. The reactive type of hyperemia occurs when a brief ischemic episode in non-active tissues causes decreased transmural pressure, lack of oxygen, with a build-up of metabolites and these result in decreased peripheral resistance, vasodilatation and increased flow (Bliss, 1998). Functional or active hyperemia, on the other hand, occurs when an exercising tissue experiences increased blood flow due to increased demand for oxygen and nutrients, with an associated build-up of vasodilatory metabolites (Padilla et al., 2006). The first 30 seconds of reactive hyperemia is due to decreased intramural pressure with a resultant decrease in the myogenic effect while the accumulation of vasodilatory metabolites plays a greater role in the hyperemic response for periods beyond 30 seconds (Björnberg et al. 1990). When the occlusion is relieved, the pressure gradient created by the dilated vascular bed leads to increased flow and hyperemia (Granger et al., 1983). With a gradual clearance of the accumulated metabolites and restoration of the transmural pressure, the artery returns to its pre-dilatation size (Granger et al., 1983).

2.2.2 Endothelial dysfunction and vascular pathophysiology
Endothelial dysfunction has been defined as “the partial or complete loss of balance between vasoconstrictors and vasodilators, growth promoting and growth inhibiting factors, proatherogenic and antiatherogenic factors” (Quyyumi, 1998). In particular, it results when there is a decrease in production and/or local bioavailability of NO with a concomitant increase in endothelial derived vasoconstrictors such as endothelin-1 and angiotensin II (Chhabra, 2009). Abnormality with pathways for endothelium-dependent hyperpolarization of the vascular smooth muscle and imbalance in the levels of prostanoids, such as prostacyclin, thromboxane A₂, and/or
isoprostanes can contribute to, or individually cause endothelial dysfunction (Félétou & Vanhoutte, 2006).

Figure 2-1. The endothelium and adjacent smooth muscle cell.

Nitric oxide is produced by the endothelial cells as a result of wall shear stress. It diffuses into the smooth muscle cell where it triggers muscle relaxation. PGI₂ and EDHF also cause vasodilatation. When BH₄ is low or reactive oxygen species are produced from other sources such as NADPH oxidase, ONOO⁻ is formed which reduces the bioavailability of NO. ONOO⁻ causes injury to the vascular wall and leads to atherosclerosis.

Apart from hypertension and diabetes, endothelial dysfunction has been implicated in other pathophysiological processes, such as renal failure, coronary syndrome, microalbuminuria, thrombosis, intravascular coagulation, sickle cell anaemia, bipolar disorder, preeclampsia, dyslipidemia, hyperhomocysteinemia, rheumatoid arthritis, periodontitis, low birth weight, mental stress, sleep apnea syndrome (Celermajer, 1997; Félétou & Vanhoutte, 2006; de Montalembert et al., 2007; Yinin et al., 2010; Sandoo et al., 2011; Sziggyarto, 2013; Westman et al., 2013). Endothelial dysfunction has also been associated with physiological states such as aging and menopause (Celermajer et al. 1994) and there might also be some genetic predisposition (Chhabra, 2009). In addition, habits such as cigarette smoking and a sedentary
lifestyle may contribute to endothelial dysfunction (Félétou & Vanhoutte, 2006). Endothelial
dysfunction is considered a systemic disease, affecting both conduit arteries and the
microcirculation. Endothelial dysfunction might independently affect both conduit and
resistance vessels in those at risk for dysfunction (Sandoo et al., 2011).

2.2.2.1 Reactive oxygen species and endothelial dysfunction

Inflammatory processes such as diabetes, result in the release of highly reactive oxygen species
(ROS) such as the peroxide ion from the mitochondrial and enzymatic sources within the
endothelial cells (Dunn & Nelson, 2010). The endothelium is also exposed to ROS like the
hypochlorite ion and hydroxyl radical (OH⁻) (Xu & Touyz, 2006). NADPH oxidase present on
endothelial cell membranes is a major source of ROS in vascular cells (Xu & Touyz, 2006). ROS
is produced when Angiotensin II acts on NAD(P)H oxidase receptors (Levy et al. 2008), (Figure
2-1).

Endothelial nitric oxide synthase (eNOS) could also be a potential source of O²⁻ (Verhaar, 2004).
Although the usual function of eNOS is to generate NO from L-arginine (in collaboration with
several cofactors and prosthetic groups as well as the oxygen molecule and NADPH), it
sometimes produces ROS (Verhaar, 2004). eNOS has an N-terminal oxygenase domain that
binds tetrahydrobiopterin (BH₄), oxygen, and L-arginine. This is linked by a calmodulin (CaM)-
recognition site to a C-terminal reductase domain which binds NADPH, flavin mononucleotide
(FMN) and flavin adenine dinucleotide (FAD) (Alderton et al., 2001). Normally, when calcium
binds to the calmodulin site, which lies between the oxygenase and reductase domain of eNOS,
there is a transfer of electrons from NADPH located at the reductase domain to the oxygenase
domain. In the presence of tetrahydrobiopterin (BH₄), this donated electron combines with O₂
and then L-arginine, resulting in the production of NO and L-citrulline. Skewing of this process
when BH₄ is unavailable is called eNOS uncoupling (Verhaar, 2004). At this point, eNOS
becomes a producer of O²⁻ because the O₂ accepts the electron but fails to combine with L-
arginine and rather turn into O²⁻ (Wever et al., 1997), as shown in Figure 2-1. This rapidly
combines with available NO forming peroxynitrite ion (ONOO⁻), hence a vicious cycle ensues
(Mungrue & Husain, 2002). ONOO⁻ is a powerful oxidant and it is extremely damaging to cells
because it oxidizes proteins and membrane lipids (Szabó et al., 2007; Dunn & Nelson, 2010). In
states of oxidative stress and inflammation, BH$_4$ undergoes oxidation and is no longer bioavailable (Xu & Touyz, 2006). eNOS can also be activated by bradykinin during inflammation. Here, NO is generated in a non-calcium dependent manner, but this is not sufficient to counter the vasoconstrictive forces (Lowry et al., 2013).

2.2.2.2 Vasoconstriction, rarefaction and endothelial dysfunction

In those at risk for endothelial dysfunction, hypertrophic remodeling of arterioles and capillary rarefaction leads to increased peripheral resistance (Levy et al 2008). Reduced bioavailability of NO results in a decrease in the forces that oppose the normal myogenic reflex in resistant vessels, therefore, vasoconstriction occurs (Pohl et al., 2000). Persistent vasoconstriction causes hypertrophy of the VSMCs and this may progress to hypertension. Vascular remodeling during periods of prolonged myogenic response occurs following the production of angiotensin II partly from the endothelium (Levy et al. 2008). In dysfunctional states, thromboxane is also produced which causes vasoconstriction and smooth muscle cells proliferation, however, some compensatory but insufficient upregulation of prostacyclin occurs in the absence of NO in an attempt to protect against the effect of these vasoconstrictors (Mitchell et al., 2008).

Microvascular rarefaction, which is a reduction in the number of resistance vessels in the tissue is associated with endothelial dysfunction and may contribute to the development of hypertension (Levy et al, 2008). Interestingly, in spontaneously hypertensive rats, rarefaction of the microvessels and apoptosis of the endothelial cells may be prevented by administering scavengers of superoxide anion (Kobayashi et al., 2005). These rats, therefore, do not develop hypertension as expected. In those already hypertensive, treatment with the scavenger is associated with decreased arterial blood pressure and improved endothelium-dependent vasodilatation (Cuzzocrea et al., 2004; Félétou & Vanhoutte, 2006).

Sometimes, blood vessels may be unresponsive to vasodilatory stimuli, even in the presence of a healthy endothelium. In this case, impairment of the VSMCs may be an underlying factor (Clark & Pyne-Geithman 2005). VSMC impairment occurs in diseases such as hypertension, ischemia and infarction (Clark & Pyne-Geithman 2005). Dysfunction of the VSMCs may be differentiated from endothelial dysfunction by administering sublingual nitroglycerine (Corretti et al., 2002).
2.2.2.3 Plaque formation, Intraplaque hemorrhage and endothelial dysfunction

Dysfunctional endothelial cells are more permeable to low density lipoprotein (LDL) and the presence of LDL in the endothelial cells triggers secretion of proinflammatory cytokines that attract leukocytes as well as platelets (Singh et al., 2002). Monocytes migrate into the subendothelial space of the intima, differentiate into macrophages, engulf LDL present in the intima and become foam cells (Falk, 2006). Eventually, the foam cells die but the fat deposit remains within the intima. The endothelium also secretes cytokines that encourage migration into the subendothelial space. VSMC proliferation occurs, leading to plaque formation. After a while, simple diffusion across the endothelium becomes insufficient for nourishing the intraplaque cells, leading to the production of more reactive oxygen species. These stimulate intraplaque angiogenesis and vasculogenesis by encouraging VSMC proliferation, differentiation, migration, growth and apoptosis (Xia et al., 2007). The oxygen free radicals upregulate proangiogenic factors like vascular endothelial growth factor A (VEGF-A) and basic fibroblast growth factor (bFGF), which encourage vascular growth and collateral formation restoring distal blood flow. They also influence extracellular matrix production (Xu & Touyz, 2006).

Endothelial dysfunction, generalized inflammation and metabolic factors associated with atherosclerosis also occur in these new vessels (Levy, et al. 2008). Therefore they may vasoconstrict or rupture, resulting in ischemia and intraplaque hemorrhage (Levy, et al. 2008). Hemoglobin released from lysed red blood cells contains heme, which comprises of an iron atom enclosed within a porphyrin ring (Richards et al., 2010). Iron promotes the formation of more reactive oxygen species via Fenton chemistry (Step 1: Fe^{2+} + H_2O_2 → Fe^{3+} + OH^{-} + OH^{-}; Step 2: Fe^{3+} + H_2O_2 → Fe^{2+} + OOH^{-} + H^{+}), resulting in a vicious cycle.(Levy, et al.2008) (Richards, et al Devey 2010)

2.2.2.4 Thrombosis and endothelial dysfunction

Inflammation renders the intima surface thrombogenic. It encourages platelet adhesion, aggregation and deposition on dysfunction cell membranes (Elahi et al., 2009). Endothelial dysfunction encourages thrombus formation by increasing the secretion of procoagulatory factors such as tissue factor as well as plasminogen activator inhibitor (Chhabra, 2009). Increased
production of Angiotensin II may also upregulate inflammatory mediators and adhesion molecules (Levy et al., 2008). In the early stages of decreased nitric oxide bioavailability, the antithrombotic property of endothelial cells might be partially preserved by compensatory upregulation of prostacyclin (Arrebola-Moreno et al., 2012), thereby counteracting the effects of thromboxane in causing platelet activation, (Mitchell et al., 2008).

2.2.3 Hemodynamics

2.2.3.1 The driving forces within the arterial system

Daniel Bernoulli, a physician and a mathematician summarized in an equation that the total energy (TE) acting on non-viscous fluid in a straight tube consists of lateral pressure on the fluid (P) due to acceleration and deceleration, gravitational pressure and kinetic energy (Badeer, 2001).

\[ \text{TE} = \text{lateral pressure} + \text{gravitational energy} + \text{Kinetic energy} \]

In adapting this equation for arterial flow, the lateral or intravascular pressure (P) comprises of the forward forces provided by cardiac contraction plus the elastic recoil of the large arteries and in addition, the hydrostatic pressure acting on the blood (Badeer, 2001; Faber & Stouffer, 2008). The hydrostatic pressure and gravitational forces are types of potential energy (ρgh) that depend on the weight of the blood, the acceleration due to gravity and the distance (h) between a specific arterial segment and the heart (Zierler & Sumner, 2014). While the kinetic energy \( \left( \frac{1}{2} \rho \bar{v}^2 \right) \) is the work done due to motion and it depends on the velocity and the density of the fluid (Faber & Stouffer, 2008). The total energy per unit volume of blood TE can be approximated with equation 2.1 (Zierler & Sumner, 2014).

\[ \text{TE} = P + \rho gh + \frac{1}{2} \rho \bar{v}^2 \]  

(2.1)

where P is the lateral or intravascular pressure, ρ is the blood density, g is the acceleration due to gravity, h is the distance from the heart, \( \bar{v} \) is the velocity of a blood particle moving in a straight line.

Therefore, blood will flow from a region of higher kinetic energy to a region of lower kinetic energy but the total energy will be conserved because the gravitational energy will increase (Faber & Stouffer, 2008).
2.2.3.2 Blood flow, pressure gradient and resistance to flow

Blood flow within the peripheral arterial system depends on the pumping action of the heart, the elastic recoil of the conduit arteries and distal microvasculature resistance (Faber & Stouffer, 2008). In the resting state, there is a forward flow in systole, followed by some flow reversal due to the high resistance offered by constricted microvascular arteries (Zierler & Sumner, 2014). Subsequently, there is a second phase of forward flow occurring due to the elastic recoil of the large arteries. For this reason, the pressure pulse contour in an unperturbed peripheral artery is triphasic and there is minimal flow in diastole due to the high peripheral resistance (Zierler & Sumner, 2014). When there is increased oxygen demand and accumulation of metabolites in the tissues, the microvascular arteries dilate leading to a pressure gradient that drives blood downstream at an increased flow rate and diastolic flow increases. The relationship between blood flow (Q), the pressure gradient (ΔP) and resistance to flow (R) is summarized by an equation similar to Ohm’s Law in electrical circuits (Klabunde, 2007).

\[
Q = \frac{\Delta P}{R} \tag{2.2}
\]

Bernoulli equation is inadequate because it assumes that the fluid lies in a frictionless system and as a result, it does not account for the energy losses due to resistance to flow that occurs in vivo (Zierler & Sumner, 2014). A French physician named Poiseuille and a German named Hagen later addressed the shortcomings of Bernoulli equation (Badeer, 2001). They observed that the pressure gradient (ΔP) between two points on a rigid tube containing water varied directly with quantity of flow (Q), the coefficient of viscosity(η) and the distance between the two points (L). They also observed that it varied inversely with the fourth power of the radius (r), as shown in equation 2.3 (Badeer, 2001).

\[
\Delta P = \frac{Q8L\eta}{\pi r^4} \tag{2.3}
\]

Therefore, blood flow rate (Q) increases drastically with the radius of the vessel and it also increases with the pressure gradient. While the flow rate decreases with the distance between the two points and the fluid viscosity (Badeer, 2001). The great impact of the radius on the flow rate can be demonstrated using equation 2.4. If the radius of a tube doubles, it results in a sixteen fold increase in the flow rate.

\[
Q = \frac{\Delta P\pi r^4}{8L\eta} \tag{2.4}
\]
Using flow analogy of Ohms law, \( \Delta P = Q \cdot R \), the relationship between all the factors that contribute to flow resistance can be extracted from equation 2.4, as shown in equation 2.5 (Zierler & Sumner, 2014)

\[
R = \frac{8L\eta}{\pi r^4}
\]

(2.5 )

However, when applying the Hagen-Poiseuille equation for arterial flow, it is assumed that the vessel is straight, cylindrical and has rigid walls (Secomb & Pries, 2007). Other assumptions are that blood is an ideal Newtonian fluid with constant viscosity, while the flow is steady and laminar (Secomb & Pries, 2007).

### 2.2.3.3 Volumetric flow rate and flow continuity

In a closed flow system, the flow at every point within the system will be the same based on the law of conservation of momentum (Faber & Stouffer, 2008). Therefore if flow moves from a larger artery to a smaller artery the quantity of flow remains the same as long as there is no branching, but the velocity will increase (Zierler & Sumner, 2014).

\[
Q = \bar{v}_1 (\pi r_1^2) = \bar{v}_2 (\pi r_2^2)
\]

(2.6 a)

Where \( \bar{v} \) and \( \pi r^2 \) are the mean velocities and luminal areas of the larger and smaller arteries.

Velocity can be introduced into the Hagen-Poiseuille equation by substituting for \( Q \) (Armengol et al., 2008)

\[
\Delta P = \frac{8Q\eta}{\pi r^4} = \frac{\bar{v} (\pi r^2) 8\eta}{\pi r^4} = \frac{\bar{v} 8\eta}{r^2}
\]

(2.6 b)

If the pressure difference (\( \Delta P \)), length (L) and viscosity (\( \eta \)) are constant, as the radius or velocity increases, the quantity of flow (Q) increases. During local vasodilatation, both the radius and velocity increase (Badeer, 2001).

### 2.2.3.4 Energy losses due to wall shear stress and the effect on the velocity profile

The Hagen-Poiseuille equation assumes that the flow within a rigid cylindrical tube is in layers (laminar) therefore, there will be shear forces between the layers of flow (Zierler & Sumner, 2014). The shear rate (\( \gamma \)) is the ratio of the change in velocity to the change in radius and it can
also be expressed as a function of the mean velocity ($\bar{v}$) and the diameter ($D$) as shown below (Papaioannou & Stefanadis, 2005).

$$\dot{\gamma} = \frac{dv}{dr} \quad \text{or} \quad \dot{\gamma} = \frac{8\bar{v}}{D} \quad (2.7)$$

The amount of shear stress ($\tau$) on the endothelium is calculated as a product of the coefficient of viscosity($\eta$) and the shear rate (Westerhof, 2010).

$$\tau = \dot{\gamma} \eta \quad (2.8)$$

The amount of vasodilatation that occurs in conduit arteries following reactive hyperemia varies with wall shear stress but the viscosity, a factor needed to calculate shear stress is not usually measured during FMD studies (Papaioannou & Stefanadis, 2005). However, since the blood viscosity remains constant during the FMD study, shear rate is used to quantify the viscous shear forces instead (Pyke 2007), (Betik 2004). There is greater shear stress and resistance to flow at the wall compared to the center leading to the formation of a parabolic flow profile (Secomb & Pries, 2007). With parabolic flow, the central concentric lamina has the maximal velocity and the velocity decreases as the lamina gets closer to the vessel wall as illustrated in Figure 2-2. In addition, the mean velocity ($\bar{v}$) is half of the maximal velocity ($V_{\text{max}}$) while the velocity at a given radius ($r$) from the center of the lumen is given by equation 2.9 (Hashemi, 2010). The velocity of the lamina closest to the vessel wall is zero because viscous fluids satisfy the no slip condition which states that there is no difference in velocity between a solid boundary and the adjacent fluid (Secomb & Pries, 2007).

![Figure 2-2. Shows laminar flow with a fully formed parabolic profile.](image)

The flow is due to the pressure difference across the length of the tube. The maximal flow is at the center while there is no flow at the arterial wall.

$$V_r = V_{\text{max}} \left(1 - \frac{r^2}{R^2}\right) \quad (2.9)$$
Where $R$ is the luminal radius.

### 2.2.3.5 Reynold’s phenomenon, Turbulence, Entrance length for fully developed parabolic flow

Hagen-Poiseuille equation assumes that the flow is laminar however turbulence sometimes occurs as observed by Osborne Reynolds (Badeer, 2001). The Reynolds number is a dimensionless value that expresses the ratio of the inertial forces to the viscous forces that the fluid experiences (Zierler & Sumner, 2014). The Reynolds number increases with the mean velocity ($\bar{v}$) and the diameter of the artery ($D$) while it varies inversely with the kinematic viscosity ($\rho/\eta$) as shown in equation 2.10 (Mott, 2006). When the Reynolds number exceeds 2,000, turbulence occurs (Faber & Stouffer, 2008). Turbulence is unlikely in the normal peripheral arteries because the Reynolds number is usually lower than 2000 (Zierler & Sumner, 2014).

$$Re = \frac{\bar{v}D}{K_v}$$ (2.10)

where $K_v$ is the kinematic viscosity.

The flow profile in peripheral arteries varies during the systolic and diastolic phases of each cardiac cycle and the velocity profile averaged across the entire cardiac cycle has a slightly blunted parabolic shape (Ade et al., 2012). Blunted parabolic velocity profiles commonly occur when flow moves from a large vessel into a smaller one and the phenomenon is called the entrance effect (Ferrara, 2000).

![Developing parabolic profile and the required entrance length](Adapted from Auld & Srinivas 2005)

Figure 2-3. Developing parabolic profile and the required entrance length

The arterial flow profile also becomes blunted or skewed at points of bifurcations, branching, curvature or stenosis, with the flow profile not returning to a fully formed parabolic type until the blood has traversed a distance within the artery (Zierler & Sumner, 2014). Therefore, flow within
the artery can be divided into the developing parabolic zone and the fully formed parabolic zone (Tongpun, 2014) as shown in Figure 2-3.

The entrance length is the distance it takes for the velocity profile to revert to a fully formed parabolic shape and this distance depends on the Reynolds number as well as the diameter of the artery (Secomb & Pries, 2007). The larger the diameter and the higher the Reynolds number, the longer the entrance length. The entrance length for laminar and turbulent flow can be calculated with equations 2.11 and 2.12 respectively (Tongpun et al, 2014). These equations show that in the presence of turbulence, the entrance length will increase.

\[ l_e = 0.06 \ D \ Re \]  
\[ l_e = 4.4 \ D(Re)^{1/6} \]

where \( l_e \) is the entrance length for fully developed laminar flow, \( D \) is the luminal diameter, \( Re \) is the Reynolds number, while 0.06 and 4.4 are constants specific for laminar and turbulent flow respectively. The implications of a high Reynolds number or a large diameter is that the flow in that particular artery might not become a fully formed parabolic type throughout the length of the artery and the velocity profile will be blunted (Zierler & Sumner, 2014).

### 2.2.3.6 Pulsatile flow and the Womersley number

In addition to viscous forces that explain the parabolic flow profile, arterial flow also experiences inertial forces because arterial flow is pulsatile in nature (Womersley, 1955). Inertial forces are present mainly at central portion of the flow while viscous forces occur at the boundary. The Womersley number (\( \alpha \)) is a dimensionless number used to define the relationship between these two forces and characterize the flow profile (Womersley, 1955).

\[ \alpha^2 = \frac{\text{Transient Inertial forces}}{\text{viscous forces}} = \frac{\rho \cdot \omega \cdot \bar{v}}{\mu \cdot V \cdot R^{-2}} \]  
\[ \alpha = R \left( \frac{\rho \cdot \omega}{\mu} \right)^{1/2} = R \left( \frac{\omega}{k_v} \right)^{1/2} \]

where \( \bar{v} \) is the mean velocity, \( R \) is the radius of the artery, \( \rho \) is the blood density, \( \mu \) is the dynamic viscosity of the blood, \( k_v \) is the kinematic viscosity of blood, \( \omega \) is the angular frequency of the arterial waveform (2\( \pi \)/R-R interval) (Du et al., 2015).
The Womersley number decreases as the vessel size decreases (Ponzini et al., 2010). At diameters of 10 mm, 4 mm and 1 mm for the aorta, large arteries (e.g. brachial) and small arteries respectively, the values for α may be calculated as 10, 4, and 1 when the blood density is $10^3$ kg/m$^3$ and the kinematic viscosity is $5 \times 10^{-3}$ Pa·s (van de Vosse & van Dongen, 1998).

When α is less than 1, the inertial forces are minimal, therefore it does not need to be taken into account when calculating the entrance length ($l_e$) required for development of a parabolic velocity profile. However, when the α is greater than 1, the entrance length ($l_e$) is calculated as (Yamanaka et al., 1999)

$$l_e = 0.3 \cdot Re \cdot \delta$$

(2.15)

where Re is the Reynolds number and δ is the Stokes boundary layer, or oscillatory boundary layer.

Stokes boundary layer ($\delta$) can be calculated as (Fung, 1997; Hansen & Shadden, 2016)

$$\delta = \frac{R}{\alpha}$$

(2.16)

where R is the radius of the arterial lumen and α is the Womersley number of the specific artery. So the entrance length for pulsatile flow could also be calculated as

$$l_e = 0.3 \cdot Re \cdot \frac{R}{\alpha}$$

(2.17)

2.3 Methods of evaluating vascular function

Endothelial function can be evaluated using biomarkers and bioassays or by measuring endothelial progenitor cells, microparticles and glycocalyx (Thuillez & Richard, 2005; Lekakis et al., 2011). It can also be assessed from blood flow and vascular reactivity studies (Chhabra, 2009). Direct assessment of endothelial function in the coronary arteries can be obtained by administering intracoronary vasodilatory agents during cardiac catheterization (Tousoulis et al., 2005). This is considered the gold standard for assessing endothelial function and predicting acute cardiovascular events in those with and without CAD (Halcox et al., 2002; Al Mheid & Quyyumi, 2013). However this method is highly invasive and has radiation risks, so it may not be appropriate as a screening tool in those at risk for endothelial dysfunction (Celermajer, 2008).
There are other less invasive or non-invasive, non-ionizing blood flow and vascular reactivity techniques for assessing endothelial function and we will focus on these for the purposes of this thesis.

2.3.1 Measuring changes in blood flow and vascular reactivity

2.3.1.1 Strain-gauge venous occlusion plethysmography with intrabrachial infusion of endothelial agonists or reactive hyperemia

This method uses strain gauge plethysmography to measure changes in the forearm volume following occlusion of the draining vein (Wythe et al., 2015). It involves placing a blood pressure cuff around the upper arm and inflating the cuff well above the venous pressure but below the diastolic pressure. Therefore, the arterial inflow would remain unaltered but blood entering the forearm would not drain out (Wilkinson & Webb, 2001). This leads to an increase in the forearm volume which is measured with a mercury-in-silastic strain gauge placed around the examined forearm (Whitney, 1953). As long as the perfusion pressure stays the same, any increase in forearm volume, (the surrogate for arterial flow rate) is ascribed to a decrease in the peripheral resistance due to vasodilatation of the microvasculature (Benjamin et al., 1995). The arterial inflow will continue until the venous pressure matches the perfusion pressure (Wilkinson & Webb, 2001). Circulation in the hand is usually excluded from the assessment because confounding factors such as the ambient temperature markedly affect the hyperemic response observed in the wrist (Lenders et al., 1991).

Infusion of endothelial agonists such as acetylcholine through the brachial artery increases forearm blood flow and forearm volume in a NO dependent manner (Deanfield et al., 2007). Strain-gauge venous occlusion plethysmography with intrabrachial infusion of endothelial agonists is an acceptable method for early detection of endothelial dysfunction because it is reliable, reproducible and practical. However, it is not routinely applied as a screening tool for endothelial dysfunction because it is a bit invasive (Wilkinson & Webb, 2001; Deanfield et al., 2007). Strain gauge plethysmography can also be used to measure reactive hyperemia. This procedure is similar to the first however in this case, the distal cuff is placed on the forearm and inflated to 50mmHg above the systolic blood pressure for 5 minutes in order to cause distal
ischemia with serial forearm blood flow samples taken every 15 seconds after the occlusion is relieved (Tousoulis et al., 2005). When the occlusion is relieved, there is a surge of blood through the conduit artery and into the peripheral vascular bed leading to an increase in the volume of the forearm. Although venous plethysmography is able to assess microvascular function and it is less operator dependent than ultrasonography, it’s role in assessing macrovascular function is not completely clear. Some suggest that the endothelial function in these two vascular beds are independent of each other (Tousoulis et al., 2005; Deanfield et al., 2007; Sandoo et al., 2011).

2.3.1.2 Peripheral arterial tonometry (PAT)

The fingertip pulse amplitude tonometry has also been used as a non-invasive marker for endothelial function (Celermajer, 2008). In this technique, a digital pneumatic plethysmographic cuff is placed on a finger and baseline volume changes are recorded as a measure of blood flow. Then proximal occlusion is effected by placing a blood pressure cuff on the ipsilateral upper arm for 5 minutes and hyperemia induced changes in the digital pulse amplitude is detected with a probe (Arrebola-Moreno et al., 2012). To nullify systemic influences, concurrent measurements obtained from the other index fingertip are used to normalize the measured hyperemic response (Celermajer, 2008). PAT and ultrasound-FMD have similar prognostic values in positively predicting cardiovascular events but it is not clear if their prognostic values are independent of each other (Matsuzawa et al., 2015). Concerning the reproducibility of PAT, a study suggested that PAT is more reproducible than ultrasound FMD because it is less operator dependent (Arrebola-Moreno et al. 2012) however another study disagrees (Onkelinx et al., 2012). Nevertheless, PAT does not provide the added information on macrovascular function which is predominantly nitric oxide dependent (Arrebola-Moreno et al., 2012).

2.3.2 Measuring macrovascular endothelial function via flow mediated dilatation

In 1992, Celermajer and his co-authors reported that ultrasound could be used to non-invasively assess vascular function by measuring the flow-mediated dilatation (FMD) that occurs in conduit arteries like the brachial artery secondary to wall shear stress during reactive hyperemia (Celermajer et al. 1992). They created forearm ischemia with a blood pressure cuff that was
inflated up to 200mmHg for 4-5 minutes and measured the percent increase in the arterial diameter between the baseline diameter and the maximal diameter recorded when the occlusion was relieved (Deanfield et al., 2007). This macrovascular flow-dependent dilatation in response to distal ischemia is predominantly mediated by nitric oxide (Joannides et al., 1995),(Stout, 2009). Forearm ischemia leads to a buildup of metabolites in the distal vascular bed with associated microvascular dilatation. Once the occlusion is relieved, there is a surge of blood through the feeding artery to supply the ischemic tissue and the resultant increased shear stress on the endothelium stimulates nitric oxide production and flow mediated dilatation occurs (Stout, 2009). Nitric oxide is predominantly responsible for flow dependent vasodilatation that occurs in macro vessels like the radial (Joannides et al., 1995), brachial (Doshi et al., 2001) and femoral (Kooijman et al., 2008) arteries following distal occlusion. Flow mediated dilatation is traditionally expressed as a percentage change in vessel diameter following reactive hyperemia, with the average baseline diameter being the reference point (Celermajer et al., 1992; Sorensen et al., 1995). Ultrasound based brachial artery flow-mediated dilatation (FMD) is widely accepted as the non-invasive gold standard for clinical research on the macrovascular endothelial function (Deanfield et al., 2007; Stoner et al., 2013). Ultrasound is readily available and affordable, however it is operator dependent and this inherent limitation of ultrasound may contribute to intra and inter operator variability of ultrasound based FMD studies (Corretti et al., 2002).

2.3.2.1 Clinical relevance, prognostic value and reproducibility of FMD

FMD impairment occurs in those at risk for endothelial dysfunction before the onset of structural atherosclerotic changes in the vessel wall (Celermajer et al., 1992) and it is highly predictive of cardiovascular disease (Schroeder et al., 1999). FMD is lower in those with hypercholesterolemia or diabetes compared with healthy controls and the time to peak dilatation in these population is longer (Donald et al., 2008). FMD is recommended as a surrogate endpoint for intervention trials such as nutritional effects on cardiovascular health (Cudmore et al., 2012). For instance, walnuts and cocoa flavanols have a positive effect on flow mediated dilatation (EFSA Panel on Dietetic Products, 2011),(EFSA Panel on Dietetic Products, 2012). However, some other dietary interventions have not shown a similar effect on endothelial function despite using experienced personnel and a strict FMD protocol. For example supplementation with the cocoa/tea flavonoid: epicatechin and tea flavonoid: quercetin did not
affect flow-mediated dilatation in healthy adults (Dower et al. 2015a) even though it improved biomarkers of endothelial dysfunction (Dower et al. 2015b). In another study, Hawthorn standardized extract known for its cardioprotective effects did not improve endothelial dependent vasodilatation in healthy and prehypertensive individuals (Asher et al., 2012).

In women with a previous history of preeclampsia, there is an association between prior occurrence of this disease and endothelial dysfunction (Agatisa et al., 2004; Paradisi et al., 2006; Germain et al., 2007) and FMD is able to separate women with a history of early-onset preeclampsia from those who had developed preeclampsia later in their pregnancies (Yinon et al., 2010). This ability of FMD to differentiate between the groups is quite useful because early onset preeclampsia is said to be due to a dysfunction in the placental vasculature while late onset preeclampsia is not (Crispi et al., 2006). However, FMD does not always show an association with cardiovascular risk factors or cardiovascular events. In a control matched study on women with previous glucose intolerance in pregnancy, an association between previous pregnancy related glucose intolerance and endothelial dysfunction was not found even though impaired glucose tolerance is a well known for its association with diabetes and other cardiovascular risk factors (Brewster et al., 2013). Similarly, in a long term study on 1574 apparently healthy male firefighters over approximately seven years, there was no association between FMD and subsequent cardiovascular events (Anderson et al., 2011).

These differences in the ability of FMD to demonstrate improvements in endothelial function or show an association between endothelial function and cardiovascular risk may be due to its reproducibility. A case in point is results observed in two different control matched groups with type 1 diabetes mellitus. In the first group, there was a significant difference in the endothelial function of those with diabetes compared with the healthy controls, while in the second group, there was no disparity in the FMD of those with disease versus healthy controls (Hamilton et al., 2011). Power calculations show that a 4-8% intra-subject increase in FMD is beyond that due to variability, therefore, it is significant and to determine that an intervention is beneficial during clinical trials, the improvement in FMD should be at least 2% (Sorensen et al., 1995).

There have been inconsistent reports on the reproducibility of FMD (Hamilton et al., 2011). At a single experienced FMD laboratory, the coefficient of variation of ultrasound FMD was as low
as 9-10% in three reproducibility studies, spanning 1 week, 1 month, and 3 months respectively and the low variability was ascribed to thorough standardization of the technique, the use of a stereotactic clamp for probe immobilization and rigorous training of the operators (Donald et al., 2008). In this study, the variability was higher between subject than within subjects (Donald et al., 2008). The group reported similar results in a large, single-centre epidemiological study in children (Donald et al., 2010). This same group conducted a multicentre clinical trial to compare the variability between three centers, and the mean absolute difference in percent FMD for test-retest studies were 1.04%, 0.99%, and 1.45% at 48 hours, 3 months and 9 months intervals respectively (Charakida et al., 2013). In another multicenter study involving seven centers and healthy volunteers, the same day coefficient of variation ranged from 7.6% to 11.9% across the centers, while the coefficient of variation after 30 days interval ranged from 11.6% to 16.1% across the centers (Ghiadoni et al., 2012).

All these studies show good reproducibility of FMD in the hands of highly trained personnel and with strict adherence to a rigorous protocol (Corretti et al., 2002). The higher variability seen in the multicenter trial (Charakida et al., 2013) at 9 months interval, despite no change in the volunteers cardiovascular risk profile, implies that over time even experienced sonographers might find it challenging to identify and repeat data acquisition at the previous arterial segment used for imaging (Charakida et al., 2013). However for FMD to be readily applicable in the diverse clinical settings, it has to be reproducible over time and less operator dependent, unlike the present situation in which the study is only performed in sophisticated research laboratories (Hamilton et al., 2011).

The reproducibility of FMD is affected by other things apart from the operator (Stoner & Sabatier, 2011). For example, expressing FMD simply as a percentage may limit the statistical power because if the variance of the baseline diameter is large between groups, the percent FMD will be skewed towards groups with smaller baseline values (Vickers, 2001). A better option is to use the analysis of covariance (ANCOVA) with the baseline diameter as a covariate in order to improve the statistical power of the analysis (Stoner et al., 2013). Another factor affecting the reproducibility of FMD is the confounding effect of shear stress as FMD depends on the magnitude of the shear stress (Pyke & Tschakovsky, 2005). Various methods that have been devised to account for the confounding effect of shear rate and baseline diameter on
vasodilatation will be discussed further in this section. In addition, the peak dilatation is transient because it depends on the short-lived increased shear stress that occurs during reactive hyperemia and the peak value may not be adequately captured during the study due to measurement error (Stoner & Sabatier, 2011). A shear rate-diameter-response curve can be used to address the effect of shear stress in order to accurately assess the endothelial function (Stoner et al., 2013). The operator dependence of ultrasound FMD contributes to the measurement error and this can be reduced repeating the test several times (Stoner et al., 2013).

2.3.2.2 Effects of baseline diameter, hyperemia, and shear rate on flow mediated dilatation (FMD).

FMD depends on the wall shear stress that occurs during reactive hyperemia and this depends on the pressure gradient between the conduit artery and the microvasculature and this in turn depends on the microvascular resistance (Gibbs et al., 2011). In apparently healthy individuals, FMD inversely correlates with the resting microvascular resistance, an estimate calculated as the quotient of mean arterial blood pressure and forearm blood flow (Lauer et al., 2008). Based on the relationship between reactive hyperemia and FMD, one expects that the peak FMD will occur at the same time as the peak hyperemia. Interestingly, this is not the case as there is a delay between the peak of the hyperemic response and the maximal vessel diameter during FMD. It is suggested that the reason for the delayed response is that when the wall shear stress is high, there is increased transmural pressure and an associated vasconstrictory myogenic response by the vascular smooth muscle cells. Consequently, although nitric acid is released throughout the period of elevated shear stress, its vasodilatation effect is only appreciated when the transmural pressure decreases and the myogenic response wanes (Jiang et al., 2011).

Reactive hyperemia is calculated as the ratio of the maximum flow recorded after the cuff deflation to the baseline flow (Celemajer et al., 1992). However, this is not a very good estimate of the degree of shear stress that the macrovascular endothelium is exposed to because the quantity of flow increases as the baseline diameter increases while the shear stress decreases as the baseline diameter increases (Pyke & Tschakovksy, 2005). As discussed in section 2.2.3.4, shear stress is a product of the coefficient of viscosity (\(\eta\)) and the shear rate (Westerhof, 2010). The blood viscosity is not routinely measured during FMD studies since it does not vary within the study. Rather, shear rate is used to quantify the degree of wall shear (Betik et al., 2004; Pyke
Shear rate depends on the mean velocity and the arterial size (Papaioannou & Stefanadis, 2005). The higher the velocity, the greater the wall shear rate and the smaller the vessel size, the greater the wall shear rate. For a given flow rate, the velocity increases as the vessel size decreases due to the law of conservation of momentum (Faber & Stouffer, 2008). This partly explains why smaller arteries show a greater FMD response than larger ones (Celermajer et al., 1992). The conduit artery vasomotor tone (CAVT), may be another reason for the inverse relationship between FMD and the baseline diameter (Lauer et al., 2008). CAVT is calculated as the change in diameter from baseline to maximal (NTG) dilatation as a percentage of the maximal (NTG) dilatation (Schächinger & Zeiher, 1995). When the baseline CAVT is high, FMD is higher and it has been suggested that the resting microvascular resistance regulates FMD by adjusting baseline CAVT (Lauer et al., 2008).

A third reason why the smaller arteries show a better FMD response is because flow mediated dilatation is usually expressed as the relative change in arterial size from the baseline value, meaning that for a given absolute increase in the arterial size, if the baseline value is small, the percentage increase in FMD will be large (Charakida et al., 2010). The percentage FMD index is supposed to scale the change in diameter to the baseline diameter but this technique has the potential to add bias to conclusions made on endothelial function between groups because of the negative correlation between it and the baseline diameter (Atkinson & Batterham, 2013). In addition, the percentage FMD index has a high variability and roughly two-thirds of the variability is ascribed to the baseline diameter of the artery (Celermajer et al., 1992; Pyke et al., 2004). However, the baseline diameter itself is important as a predictor of cardiovascular risk and subclinical progression of atherosclerosis (Halcox et al., 2009; Yeboah et al., 2009; Atkinson, 2014).

Normalizing the FMD response to the area under the shear rate graph was proposed as a means of determining whether a poor FMD response is because of macrovascular endothelial dysfunction or because the shear stress was low (Pyke & Tschakovsky, 2007). This approach has been criticized because normalizing FMD with the shear rate-AUC is not able to reflect the effect of shear stress on the degree of vasodilatation that occurs at each time points during FMD (Harris et al., 2010). In addition, there is not sufficient evidence in support of an association between FMD shear stress-AUC in children and older adults (Thijssen et al., 2009). Healthy
older adults have a low shear rate so normalizing FMD with their low shear rate gives results suggestive that their endothelial function is preserved despite the fact that endothelial dysfunction is associated with aging (Celermajer et al., 1994; Padilla et al., 2009).

Analysis of covariance (ANCOVA) has been suggested as a better approach for ratio normalization of FMD with shear rate (Harris & Padilla, 2007; Atkinson et al., 2009). However, others have expressed reservations about using ANCOVA because this approach is based on assumptions such as the data being normally distributed, at least moderate correlation between shear and FMD, a linear relationship in existence between shear and diameter with the intercept for the regression slope at zero and the variance being similar between groups (Tschakovsky et al., 2007; Stoner et al., 2013). However, these assumptions may not always hold true as observed in a study involving children, young and older adults (Atkinson et al., 2009). In this study, the y-intercept for the SR-FMD regression graph was greater than zero, the relationship between the normalized FMD and SR was nonlinear and unstable, the data was not normally distributed and the variance differed between the groups (Atkinson et al., 2009).

Another option put forward is that FMD should be expressed by manipulating the shear stimulus using progressive durations of forearm ischemia and plotting shear rate: diameter dose response curve where the slope of the curve represents the endothelial function (Stoner et al., 2008; Stoner & Sabatier, 2011). Advantages of this approach are that the effect of the shear stimulus on FMD is reflected in a way that does not violate statistical assumptions and measurement reliability will improve with this method (Stoner & Sabatier, 2011).

Another method for assessing the effect of shear rate on FMD is by adding exercise or hand warming to the protocol (Betik et al., 2004; Stoner & Mccully, 2012). This approach was considered because reactive hyperemia provides a brief an uncontrolled shear stimulus while exercise is likely to result in a more sustained stimulus that can be matched with the vasodilatory response (Pyke & Jazuli, 2011). The relationship between the ischemic induced shear stimulus and vasodilatation is comparable to that of handgrip exercise induced or hand warming induced shear stimuli and vasodilatation (Pyke & Jazuli, 2011; Stoner & Mccully, 2012). In fact, handgrip exercise detects vascular dysfunction in young healthy smokers unlike reactive hyperemia based FMD (Findlay et al., 2013). An important point is that it is difficult to identify
if the dilatation that occurs secondary to sustained shear stress is NO dependent (Stoner & Sabatier, 2011). Some evidence exists in support of the opinion that sustained shear stress is not NO dependent (Mullen et al., 2001) but there is also contrary evidence suggesting that NO plays a part in handgrip exercise FMD (Wray et al., 2011). If the intention of an FMD study is to determine NO bioavailability, then it is better to use a method that is clearly nitric oxide dependent (Pyke & Tschakovsky, 2005).

In addition, normalizing FMD with the shear rate is said to be inappropriate since they both factors are independently affected by the baseline diameter (Atkinson, 2014). Rather, allometric scaling has been proposed as a means of removing the dependence of FMD on baseline diameter so that the true effect of shear rate on FMD can be measured (Atkinson, 2014). Allometry, also called biological scaling, denotes how measured changes in biological rates or magnitudes vary with the size (Gittleman, 2016). Biological rates such as basal metabolic rate, life span, growth rate, heart rate, etc, and magnitudes such as tree heights, aortic lengths, mitochondrial densities, etc, all obey allometric scaling laws (West & Brown, 2005).

FMD is a change in magnitude that varies with baseline diameter and shear rate. With allometric scaling, the percent FMD and shear rate are logarithmically transformed before their ratio is calculated in order to determine the nature, size, and consistency of the relationship that exists between the two variables (Atkinson et al., 2009). So instead of expressed FMD as a percentage of the baseline, or normalizing the percent FMD with the shear rate, a power function is used to define the vasodilatation (Atkinson et al., 2009).

\[
\text{Normalized FMD} = \frac{\text{FMD}}{\text{SR}^k}
\]

where \( k \) is the coefficient of allometry (an exponential term that expressed the relationship between the variables).

Allometric scaling is said to pose new interpretive challenges because scaling the FMD response with the baseline diameter might weaken the relationship between flow dependent vasodilatation and CVD because percent FMD integrates the independent prognostic values of baseline diameter and change in diameter on cardiovascular disease outcomes (Al Mheid & Quyyumi, 2013). They also questioned whether FMD should be allometrically scaled to a different measure of body size rather than the baseline diameter. However, proponents of allometric scaling disagree on these two points based on the fact that several studies have implicated the baseline
diameter as a confounded when expressing endothelial function based on percent FMD and they also believe that the baseline diameter is the appropriate body size variable to use since it is the denominator of the percent FMD expression (Atkinson & Batterham, 2014).

Therefore, in order to present a clear picture of the FMD response, it is advisable to state the baseline diameter, absolute change in diameter, percent change in diameter and the shear rate (AUC) etc., when reporting the effect of an intervention on macroendothelial function (Corretti et al., 2002; Charakida et al., 2010).

2.3.2.3 The need for evaluating FMD over a period rather than a time point.

The maximal increase in vessel diameter occurs within 45 to 60 seconds after the occlusion is relieved (Corretti et al., 1995; Uehata et al., 1997). This is why many studies just measure the vessel diameter at baseline and then obtain a second measurement approximately one minute after the cuff is deflated (Schroeder et al., 1999; Teragawa et al., 2001; Martins et al., 2008; Onkelinx et al., 2012).

However, in a brachial FMD study in which serial post cuff deflation diameter measures were obtained from young healthy, sedentary older and trained older subjects, about 42% of the subjects had their peak diameters outside the one minute time point (Black et al., 2008). In the younger age group the maximal diameter occurs around 50 seconds while in both older age groups, the time to peak dilatation was approximately 80 seconds. In a similar but more recent study involving young and healthy subjects versus middle age obese African American women, this age related difference in the time to peak was not demonstrated as both groups attained the peak values by 45 seconds (Marinos et al., 2015). It is important to obtain serial area measurement even if the peak dilatation occurs around the 45-60 seconds, because missing the peak dilatation may reduce the reproducibility of the study (Liuni et al., 2010; Marinos et al., 2015). In conduit arteries, the maximal dilatation is expected to have occurred by 5 minutes post cuff deflation and the vessel caliber returned to close to the baseline value (Black et al., 2008; Irace et al., 2008; Liuni et al., 2010; Marinos et al., 2015).

The maximal FMD is considered more a more reproducible measure of endothelial function than FMD at 60 seconds or the time to peak dilatation (Donald et al., 2008; Marinos et al., 2015). The
time to peak dilatation is very variable within groups and it is not able to distinguish between healthy individuals, those at risk for dysfunction or those with underlying disease (Donald et al., 2008; Liuni et al., 2010).

2.3.2.4 Cuff occlusion duration and pressure

It is recommended that cuff duration for FMD studies should be standardized since the amount of hyperemic and vasodilatory response observed during FMD varies with the cuff duration time (Leeson et al., 1997; Corretti et al., 2002). Cuff durations of approximately 5 minutes produce better vasodilatory effects than 1 or 3 minutes of occlusion but extending the cuff duration beyond 5 minutes does not result in any extra vasodilatory response (Corretti et al., 1995; Leeson et al., 1997). For this reason, 5 minutes of occlusion is the norm for FMD studies since it is more tolerable than longer occlusions times (Corretti et al., 2002). Although cuff durations greater than 5 minutes are associated with increased vasodilatory effects, the regular practice of 5 minutes occlusion is accepted because prolonged occlusion includes non-flow mediated vasodilatory pathways (Harris et al., 2010). The cuff is usually inflated to 50 mmHg above the systolic pressure for brachial ultrasound studies (Corretti et al., 2002). For popliteal artery studies, occlusion pressures range from >200mmHg to > 250mmHg (Nishiyama et al., 2007; Thijssen et al., 2008). In a study on the popliteal artery using five suprasystolic occlusion pressures ranging from 175mmHg to 300mmHg, the occlusion pressure did not have a significant effect on the FMD (Mclay, 2012). In addition, a literature search on published FMD reports, showed no difference the variability of FMD using occluding pressure less than 275mmHg versus pressures between 275 to 300mmHg (Bots et al., 2005). Therefore the occluding pressure does not contribute to the variability in FMD.

2.3.2.5 Distal or proximal placement of the cuff: Which is more appropriate for measuring NO-dependent dilatation?

The imaging site for brachial FMD is usually just above the elbow, with the inflatable cuff placed either above or below the elbow (Corretti et al., 2002). The volume of tissue ischemic created by the occluding cuff affects reactive hyperemia and FMD (Betik et al., 2004). Application of the cuff on the upper arm, proximal to the imaging site is associated with greater reactive hyperemia and increased wall shear stress (Mannion et al., 1998). It is also associated
with a larger and more persistent FMD response (Betik et al., 2004). Upper arm cuff occlusion better differentiates between those with coronary risk factors and other individuals (Vogel et al., 2000). However, other things contribute to larger dilatation seen with proximal cuffing apart from NO. For example, decreased transmural pressure at the imaged arterial segment during proximal cuff occlusion leads to loss of myogenic tone and vasodilatation (Doshi et al., 2001). Ischemia of the imaged artery is also associated with the release of other vasodilatory metabolites (e.g. potassium, adenosine, ATP) which may act directly on the vascular smooth muscle cells (Doshi et al., 2001).

When the occlusion cuff is placed on the forearm distal to the transducer location, the amount of discomfort experienced is comparable to that during venipuncture, while placement of the cuff above the elbow is associated with greater discomfort probably as a result of ischemic injury (Mannion et al., 1998). In addition, upper arm occlusion is technically more challenging because the artery collapses with proximal occlusion and there might be some soft tissue displacement as the cuff is inflated, therefore the image may become distorted and adjustments have to be made (Corretti et al., 2002). More importantly, FMD measurements obtained with distal occlusion of the vessel are more reproducible than those obtained with proximal occlusion (Peretz et al., 2007).

### 2.3.2.6 Patient and environmental factors

Various external factors may contribute to the observed changes in the luminal area during flow mediated dilatation studies. Some of these factors may be environmental such as temperature and seasonal variations FMD is higher in the summer than the winter and reactive hyperemia (the driving force behind FMD) is greater at warmer room temperatures (Widlansky et al., 2007). The circadian rhythm has been implicated in the variability of FMD, but there is disagreement on the possibility of a diurnal effect (Harris et al., 2006). Some studies claim that FMD is lower in the morning and it increases as the day goes by (Otto et al., 2004; Jones et al., 2010) and exercise is said to abolish diurnal variation (Jones et al., 2010). Other say that FMD does not demonstrate diurnal variations (Etsuda et al., 1999; Kim et al., 2015).

Physiological factors such as menstrual cycle based hormonal influences also affect FMD. Flow mediated dilatation is higher during the follicular phase of the menstrual cycle compared with the
luteal phase because high endogenous estrogen levels in the follicular phase upregulate PGI2 and NOS expression (Hashimoto et al., 1995; Binko et al., 1998; Jun et al., 1998). Coffee ingestion also contributes to the variability in FMD. Coffee contains anti–oxidants which improve endothelial function but caffeine inhibits soluble guanylate cyclase required for relaxation of the VSMC (Strinden & Steliwagen, 1984; Buscemi et al., 2010). Vitamin C and other antioxidants improve endothelial function, while intake of food rich in saturated fat and smoking decrease flow mediated dilatation (Taddei et al., 1998; Koulouris et al., 2010; Findlay et al., 2013). Physical exercise is another factor that might influence FMD (Tinken et al., 2008). FMD worsens during viral illnesses (Celermajer, 2008).

To reduce the effect of environmental and patient related factors during FMD, subjects are asked to fast overnight and they are scanned in a temperature controlled room after a period of rest (Corretti et al., 2002). The test is carried out in the morning to reduce the effects of circadian variation (Stoner & McCully, 2012). For intra-day reproducibility studies, 30 minutes is an acceptable interval between the test and retest because the artery will have returned to its baseline value by then (Harris et al., 2006). The retest is preferably performed within two hours in order to avoid a possible diurnal variation occurring with the FMD measurements since repeating FMD with this time frame does not affect the size of the FMD response (Järvisalo et al., 2006; Harris et al., 2006). Subjects are required to refrain from vitamin C, E or multivitamin preparations for up to 72 hours before the study (Harris et al., 2010) and are asked not to take vasoactive medication (Corretti et al., 2002). Female subjects are scanned during the same phase of their cycle to reduce the effect of hormonal variations (Hashimoto et al., 1995). They are also requested to abstain from exercise for 12 hours before the study (Harris et al., 2010).

2.3.2.7 Operator dependence of ultrasound based FMD

Ultrasound based FMD is highly operator dependent and technically challenging (Corretti et al., 2002). When the level of competence of the operator is inadequate, image acquisition, as well as post processing, is affect and these may contribute to the measurement error of the technique. The operator has to maintain proper positioning of the ultrasound transducer throughout the investigation to prevent distortion of the imaging plane and measurement error (Leeson et al., 2006). Strategies used to improve the image stability and reproducibility of FMD include the use
of stereotactic clamps for stabilizing the transducer and custom designed arm immobilizers (Donald et al., 2008; Padilla et al., 2008).

With longitudinal imaging, the diameter is measured and areas calculated from it (Wilkinson & Webb, 2001). However, compression of the artery by pressure from an overlying ultrasound probe may alter the circular shape of the vessel, making it oval instead (Chaudhry et al., 2007). Therefore baseline areas derived from the measured baseline diameter will be smaller than it should be. In addition, the maximal dilatation will be underestimated because the FMD response occurs in multiple directions across the imaging plane and by measuring only changes on the longitudinal axis subtle changes in the vessel caliber might be undetected (Chaudhry et al., 2007). Compound cross-sectional ultrasound imaging was developed as a means of improving the sensitivity and accuracy of ultrasound FMD by ensuring that any increase in the area is detected but inadequate image definition of the lateral walls may still be a limitation (Chaudhry et al., 2007; Stroz & Fenster, 2010).

Another issue is that to measure the diameter, the anterior wall, as well as the posterior wall need to be adequately defined and the wall definition is affected by the angle of insonation (Wilkinson & Webb, 2001). A 90° insonation angle is ideal for B mode imaging, while 60° or less is required for optimal spectral Doppler imaging (Corretti et al., 2002; Harris et al., 2010). Therefore if B mode and spectral Doppler data are acquired simultaneously in an attempt to obtain serial diameter and velocity measurements, there will be a compromise between the two ideal insonation angles, with a value much less than 90° being used (Padilla et al., 2009; Jiang et al., 2011; Thijssen et al., 2011b). In order to avoid compromising on the ideal insonation angle for B-mode and spectral Doppler imaging respectively, some authors obtain the data separately at specific intervals (Padilla et al., 2006; Parker et al., 2006; Harris et al., 2006). This approach is also applicable for older scanners that do not have the capability to obtain B-mode and spectral Doppler data simultaneously.

Operator dependence is a factor when manually post processing the acquired images. The introduction of fast semi-automated techniques has helped to reduce the subjectivity and improve measurement reliability (Donald et al., 2008). The Brachial Analyzer software (Medical Imaging Applications, Coralville, Iowa, USA) has been used for post processing in several studies (Sonka
et al., 2002; Rudolph et al., 2007; Widlansky et al., 2007; Harrison et al., 2011; Charakida et al., 2013). A similar software is the FMD Studio system and it shows some agreement with the Brachial Analyzer (Faita et al., 2011a). An advantage of the FMD Studio is that it assesses data on-line, real time (Faita et al., 2011a).

In order to improve the competence of those performing FMD studies, the international brachial artery reactivity task force recommends guidelines for brachial ultrasound FMD and as part of their submission; an ultrasound operator is expected to complete 100 scans under the supervision of an experienced investigator before conducting independent studies. In addition, the operator is expected to complete 100 scans annually in order to maintain a level of adequate expertise (Corretti et al., 2002). Ultrasound based FMD may not readily be suitable for routine clinical practice partly because these guidelines are not easily attainable. Sonographers with such a high level of competence for FMD assessment are not readily available. Depending on the demand as well as the population size, the number of FMDs performed by a skilled sonographer might not be up to 100 annually, and spending time scanning volunteers in order to maintain competence might not be a feasible alternative because sonographers are a limited resource and their time is quite valuable (Alley et al., 2014).

2.3.2.8 Magnetic resonance imaging (MRI) based FMD in comparison to ultrasonography

Magnetic resonance imaging is an alternative to ultrasound imaging. In 2002, it was first applied for assessing macrovascular endothelial function (Sorensen et al., 2002). Just like ultrasound, it is non-invasive and non-ionizing (Voehringer et al., 2008). Unlike ultrasound imaging, it is not operator dependent because any competent MRI technologist with minimal additional training can perform MRI-FMD.

Table 2-1. A comparison between different methods used for assessing vascular function

<table>
<thead>
<tr>
<th>Method</th>
<th>Advantage</th>
<th>Disadvantage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plethysmography</td>
<td>Cheap</td>
<td>Does not assess the conduit artery</td>
</tr>
<tr>
<td></td>
<td>Assesses the resistance arteries</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Low operator dependence</td>
<td></td>
</tr>
<tr>
<td>Ultrasound</td>
<td>Relatively affordable and available</td>
<td>Measures diameter and the areas obtained from the diameter may be inaccurate</td>
</tr>
<tr>
<td></td>
<td>Non-invasive</td>
<td>Operator dependence may affect intra and interobserver variability.</td>
</tr>
<tr>
<td></td>
<td>Non-ionizing</td>
<td></td>
</tr>
<tr>
<td></td>
<td>High axial resolution</td>
<td></td>
</tr>
</tbody>
</table>
High temporal resolution
Assesses both conduit and resistance arteries

Technically challenging, steep learning curve
Achieving and maintaining competence is time consuming.
Poor image quality in the presence of fat and calcification
Image resolution decreases with depth of penetration.
The imaging plane may shift with longitudinal imaging

Peripheral arterial tonometry
Assesses the resistance arteries
Low operator dependence

Does not assess the conduit artery

Magnetic resonance imaging
Low operator dependence
Non-invasive
Non-ionizing
Assesses both conduit and resistance arteries
Reproducible
Reasonable learning curve
Not limited by depth or surrounding structures such as gas, fat or calcifications
The imaging plane is fixed

Long appointment waiting times
Expensive
Not suitable for those with metallic implants
Not suitable for those with claudication
Trade off between spatial and temporal resolution

With axial MRI, the actual luminal area can be obtained whereas with longitudinal ultrasound imaging only the diameter is measured and the area is derived from this value based on the assumption of a circular shape luminal cross-sectional area (Wilkinson & Webb, 2001). In addition multi-directional changes in vessel caliber vessel can be adequately detected during FMD studies (Leeson et al., 2006). Operator dependence and reproducibility improve because the imaging plane is repeatedly placed at a fixed position, perpendicular to the artery of interest (Silber et al., 2005; Cavalcante et al., 2011). MRI can be used to assess other cardiovascular structures such as the heart, great vessels and vascular beds. With this imaging modality, deeper vessels like the aorta are easier to visualize because the resolution does not decrease with the depth of penetration unlike ultrasound imaging (Uppot et al., 2007). In addition, there is good tissue characterization and the images obtained are not rendered suboptimal by the presence of fat, gas or calcifications (Leeson et al., 2006; Lee et al., 2007; Voehringer et al., 2008).

FMD can be assessed as part of a comprehensive cardiovascular evaluation. When FMD is performed in addition to aortic pulse wave velocity and distensibility assessment on a 3T MRI scanner, the entire assessment can be completed within an hour (Shan et al., 2012). Inclusion of
FMD assessment in the examination protocol will only add a little bit of extra time to the total examination duration because the imaging plane is easy to define and maintain, in addition the patient would have already been screened and positioned on the examination table. The ability to perform several techniques during one examination provides an opportunity for a comprehensive assessment of a person’s cardiovascular health (Leeson et al., 2006; Voehringer et al., 2008).

2.3.2.9 Applications, reproducibility and limitations of current MRI techniques for FMD

Different groups have applied MRI techniques for FMD assessment (Sorensen et al., 2002; Wiesmann et al., 2004; Leeson et al., 2006; Lee et al., 2007; Oliver et al., 2012; Shan et al., 2012). Most of these techniques mimicked the US version by the use of brachial FMD. All the studies reviewed used cardiac gated 2D bright blood sequences such as phase contrast (Silber et al., 2005), segmented fast imaging using low angle shot (FLASH) technique (Sorensen et al., 2002) and balanced steady-state free precession (SSFP) GRE sequences. The balanced SSFP sequences are called different names by different equipment vendors (Chavhan et al., 2008). The fast imaging employing steady-state acquisition (FIESTA) technique by General electric medical systems, the true fast imaging with steady-state precession (true FISP) by Siemens and the balanced FFE by Philips are balanced SSFP sequences that have been used to delineate the vessel lumen when assessing endothelial function (Wiesmann et al., 2004; Leeson et al., 2006; Chavhan et al., 2008; Shan et al., 2012). Many reproducibility studies used a 1.5T scanner (Sorensen et al., 2002; Wiesmann et al., 2004; Leeson et al., 2006). Two of the studies used a 3T scanner (Oliver et al., 2012; Shan et al., 2012). An important advantage of higher magnetic field strength is improved SNR and this makes it possible to improve spatial and/or temporal resolution (Pamboucas & Nihoyannopoulos, 2006).

Most techniques used a surface receiver coil in order to improve the signal to noise ratio except one study that used an 8-channel phased-array body coil (Shan et al., 2012) and another that did not specify the type of receiver coil used (Oliver et al., 2012). Phase contrast imaging has the advantage being able to measure vessel wall shear rate (Silber et al., 2005). It shows an inverse relationship between the baseline diameter and the wall shear rate and an inverse relationship between the baseline diameter and FMD (Silber et al., 2001). In a test-retest repeatability study on healthy controls using a balanced SSFP sequence, the mean difference for baseline MRI area
measurements was -0.11 ±0.56 mm$^2$ and the mean difference for measures of the maximal MRI area post occlusion was -0.03 ± 0.76 mm$^2$, while the coefficients of variability baseline and maximal MRI area measurements were 5% and 6% respectively (Wiesmann et al., 2004). In this study, the mean difference for repeat FMD studies was 0.75 ± 4.8% with a coefficient of variability of 32% (Wiesmann et al., 2004). This group subsequently published another paper in 2006 and the coefficients of variability for MRI-FMD in healthy volunteers reduced to 30% while the mean difference reduced to 0.7 ± 3.9 (Leeson et al., 2006). In earlier study by a different group on male patients referred for coronary angiography, the coefficient of variability for MRI-FMD was 23%, with a mean difference of 0.48± 2.2 (Sorensen et al., 2002).

In the three studies above, only one image was obtained post reactive hyperemia and this was at 60 seconds after the cuff was released. This might explain why the variability for MRI-FMD was so poor, as it has been observed with ultrasound that calculating the FMD from the area of the image obtained at 60 seconds post cuff deflation is less reproducible than using the maximal value from a series of images obtained post cuff deflation (Donald et al., 2008). In addition, a 1.5T scanner was used which might result in poor tissue contrast and difficulty with delineating the luminal boundary, leading to measurement errors. In a more recent study in which serial measurements were obtained every 15 minutes using a 3T MRI scanner and a balanced SSFP sequence, the intra-observer coefficient of variability was 15% while the test-retest coefficient of variability was 24% (Oliver et al., 2012). Improving the sampling frequency beyond 4 images per minute requires a compromise on spatial resolution and/or the signal to noise ratio as will be discussed later in this chapter. In another study using a 3T scanner and a balanced SSFP sequence, the coefficient of variability for FMD was 5% (Shan et al., 2012) which is comparable with current results from other studies using ultrasound (Ghiadoni et al., 2012).

Different studies have been designed to compare MRI and ultrasound for measuring the baseline arterial size and FMD. In a study using a balanced SSFP sequence, brachial ultrasound diameter measurements at baseline and during cuff inflation correlated strongly ($r = 0.83 \& 0.82$ respectively) with brachial MRI cross-sectional areas at baseline and during cuff inflation respectively. Here, the mean difference between the baseline ultrasound and MRI areas was 1.1 ± 0.6 mm$^2$ (Wiesmann et al., 2004). Baseline areas were calculated from the baseline ultrasound diameters with the assumption that the area is circular. With phase contrast imaging, there was a
strong correlation between diameters measured using ultrasound and MRI, but the value obtained with phase contrast MRI was about 0.4 mm larger than the ultrasound measurement (Silber et al., 2001). Similarly, the MRI diameters were derived from the luminal areas with the assumption of a circular lumen. In a study, MRI-FMD showed some correlation with ultrasound-FMD ($r=0.62$) with a mean difference in FMD between the two modalities being $-0.16\pm1.76\%$ (Wiesmann et al., 2004). An earlier study claimed that MRI-FMD is more reproducible than ultrasound-FMD (CoV for US:80%, CoV for MRI:23%) but they did not specify whether efforts were made to reduce operator dependence of the ultrasound data (Sorensen et al., 2002). The comparable results obtained with MRI-FMD makes the technique more attractive than ultrasound because MRI has the advantage of not being as technically challenging as ultrasound.

MRI using an SSFP sequence is able to show a difference in brachial FMD between patients with type 2 diabetes mellitus and healthy matched controls (Lee et al., 2007). MRI using balanced SSFP also demonstrates a lower FMD in hypertensive diabetic patient compared to non-hypertensive diabetic patients (Shan et al., 2014). Impairment of brachial MRI-FMD is seen in chronic users of an intramuscular contraceptive agent and smokers too (Sorensen et al., 2002; Wiesmann et al., 2004). In those with coronary artery disease, brachial MRI-FMD is inversely associated with the severity of the disease (Kyliantreas et al., 2011). MRI-FMD shows an improvement in brachial endothelial function following statin treatment in those with recently diagnosed coronary artery disease (Lee et al., 2008).

The luminal area may be measured by manual delineation (Wiesmann et al., 2004; Leeson et al., 2006; Lee et al., 2007; Oliver et al., 2012) or using an automated process (Sorensen et al., 2002). Automation is less subjective and less time consuming when delineating the lumen (Jackson et al., 2009). Spatial resolution is important for clear definition of the luminal boundary during luminal segmentation and area measurements. Manual methods visually define the luminal boundary while automated methods apply edge detection algorithms to determine the luminal boundary with or without a pre-defined signal intensity threshold (Chia, 1999; Jackson et al., 2009). Both manual and automated methods are based on the product of the number of pixels within the defined region and the pixel area (Chia, 1999). Area measurements using pixel counting may result in the vessel size being over- or under-estimated because only pixels above a specific signal intensity threshold are included (Chia, 1999).
Table 2-2. A summary of the spatial resolution, temporal resolution and reproducibility of different MRI-FMD studies

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Magnet</td>
<td>1.5T</td>
<td>1.5T Siemens</td>
<td>1.5T Siemens</td>
<td>3T GE</td>
<td>3T Philips</td>
<td></td>
</tr>
<tr>
<td>Imaging Sequence</td>
<td>Segmented FLASH GRE</td>
<td>Phase Contrast</td>
<td>True FISP</td>
<td>True FISP</td>
<td>FIESTA</td>
<td></td>
</tr>
<tr>
<td>Pixel (mm)</td>
<td>0.27 × 0.27</td>
<td>0.6 × 0.3</td>
<td>0.31 × 0.31</td>
<td>0.31 × 0.31</td>
<td>1.16 × 1.16</td>
<td>0.2 × 0.2</td>
</tr>
<tr>
<td>Slice thickness (mm)</td>
<td></td>
<td>3</td>
<td></td>
<td>6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scan duration</td>
<td>12 cardiac cycles</td>
<td>25 seconds</td>
<td>11-19 cardiac cycles</td>
<td>11-19 cardiac cycles</td>
<td>15 seconds</td>
<td></td>
</tr>
<tr>
<td>FMD</td>
<td>Coefficient of variability</td>
<td>23%</td>
<td>32%</td>
<td>30%</td>
<td>5%</td>
<td>24%</td>
</tr>
<tr>
<td></td>
<td>Mean difference (%)</td>
<td>0.48 ± 2.2</td>
<td>0.75 ± 4.80</td>
<td>0.7 ± 3.9</td>
<td>0.02 ± 0.76</td>
<td></td>
</tr>
</tbody>
</table>

The smallest pixel size found in the literature is 0.2 × 0.2 mm using a 3T scanner (Oliver et al., 2012). However, the authors did not specify the slice thickness used. The smallest slice thickness documented is 3 mm, with a pixel size of 0.3 × 0.3 mm (Lee et al., 2007). The slice thickness should be as small as possible because thick slices might lead to partial volume effect with associated overestimation of the diameter if the imaging plane is not exactly perpendicular to the vessel (Oelhafen et al., 2006). Terms used in MRI such as the partial volume effect will be discussed further in the MRI physics section.

The scan duration for the studies reviewed ranged from 12 -25 seconds as shown in table 2-2, with phase contrast imaging having the longest scan time. Most of the studies only measured the vessel diameter at baseline and at 60 seconds after the occlusive cuff was deflated based on the previous research which suggests that peak dilatation occurs around 60 seconds post cuff deflation (Corretti et al., 2002). Only one study measured the vessel diameter at multiple time points (Oliver et al., 2012). In this study, a temporal resolution of 15 seconds was achieved using a 3T scanner with a pixel size of 0.2 × 0.2 mm but the authors did not state the slice thickness.
used (Oliver et al., 2012). Obtaining the vessel diameter only at one time point post cuff deflation might be inappropriate if the time to peak dilatation is before or after this time point because FMD will be inaccurately measured. This may obscure the true picture of endothelial function in the presence of disease or improvements in endothelial function with interventions may not be detected (Black et al., 2008). However, measuring at various time points may require high temporal resolution. To accurately detect the peak dilatation, the Nyquist sampling interval should be less than ½ the time to peak (Luke, 1999). With ultrasonography, time to peak as low as 25.8 seconds has been detected (Fernandes et al., 2014). Based on this, the sampling interval during MRI-FMD should be less than 13 seconds in order to obtain sufficient samples that are representative of the dynamic changes in arterial size during reactive hyperemia. The likelihood of identifying the peak dilatation will increase as the sampling interval decreases below 13 seconds.

2.4 Basic MRI physics and sequence optimization techniques

2.4.1 Spin resonance and relaxation

Water is a major component of the human body. Protons within the water molecules spin on their axis like small magnets in a disorderly manner (van Geuns et al., 1999). When a patient is placed within a magnetic field, the axis of these protons aligns either in the direction of the magnetic field (B₀) or in the exactly opposite direction. However, the protons continue to spin around their axis at a frequency called the Larmor frequency (McRobbie et al., 2006). At this point, the sum of the magnetic fields from each of the protons or the net magnetization is called the longitudinal magnetization (Mₐ) (Pooley, 2005).
**Figure 2-4. Effect of the magnetic field and RF pulse on the spins.** (a) A proton spinning on its axis and also aligned within the magnetic field. (b) Application of a 90° RF pulse results in a flip in net magnetization from the longitudinal plane to the transverse plane.
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**Figure 2-5. Longitudinal and transverse relaxation times.** (a) The time it takes to attain 63% of the equilibrium longitudinal magnetization (M₀) is called the longitudinal relaxation time or T₁. (b) The time it takes for the transverse magnetization to decay to 37% of its maximum value is called the transverse relaxation time or T₂.

When a 90° radio frequency (RF) pulse that is centered around the Larmor frequency is applied to the magnetized tissue, it causes more protons to align in the opposite direction, which is a higher energy state (van Geuns et al., 1999). It also makes the protons spin in phase with resultant 90° flip in the net magnetization. The net magnetization is then called the transverse magnetization (M_xy) (Pooley, 2005) as shown in Figure 2-4. On switching off the RF pulse, the excited protons gradually lose their magnetization and return to the lower energy state (Khademi, 2012). The relaxation time is the time taken for the protons to return to their initial energy state and it differs with the tissue imaged. This difference in the relaxation times of different tissues is used to provide tissue contrast during MR imaging (Buxton, 2009).

There are two types of relaxation times, namely the longitudinal relaxation time or T₁ and the transverse relaxation time or T₂ (Hendrick, 2008). The longitudinal relaxation time (T₁) is the time it takes for the longitudinal magnetization to attain 63% of its final value when a 90° pulse is used (Figure 2-5) or the time within which 63% of the excited protons realign with the magnetic field (Pooley, 2005; Hornak, 2006a). Various tissues have different T₁ values depending on how fast their longitudinal magnetization re-grows. The transverse relaxation time...
(T₂) is the time it takes for the transverse magnetization to decay to 37% of its initial value or the time it for 37% of the protons to dephase (Pooley, 2005; Hornak, 2006a). The rate at which different tissues lose their magnetization will vary.

2.4.2 Signal acquisition

A receiver coil placed around the patient detects the energy released when the RF pulse is switched off. The energy is converted into a signal called the free induction decay. The signal is initially strong then gradually gets dampened as the protons lose their energy (Armstrong & Keevil, 1991). The rate of signal damping depends on the T₂ relaxation time of the tissue and the inhomogeneity of the external magnetic field. The signal decay due to the magnetic field inhomogeneity is called T₂* effects (Brix et al., 2008). The time between the application of the 90° RF pulse and maximal echo detected by the receiver coil is called the echo time (TE), while the time between the 90° RF pulse and onset of another 90° RF pulse is called the repetition time (TR) (Pooley, 2005). Images are created by choosing a repetition time at which point the different tissues within the imaged volume will have attained different degrees of longitudinal magnetization recovery or by adjusting the echo time since the rate at which different tissue lose their magnetization may vary (Lipton, 2008).

For example, fat and water recover their longitudinal magnetization and lose their transverse magnetization at different rates. The T₁ of fat is shorter than that of water so if the TR fixed at a point where these tissues show a differential in recovery (Figure 2-6a) then the signals produced will differ and there will be good tissue contrast. On the other hand, the T₂ of fat is longer that of water so the TE can be adjusted in order to create a contrast between the tissues as shown in figure 2-6b (Bitar et al., 2006). Another factor that affects the quantity of signal produced and characterizes different tissues is the amount of protons within the tissue or proton density (ρ). The higher the proton density, the higher the signal (Armstrong & Keevil, 1991). T₁, T₂ and ρ tissue characteristics can be exploited to produce image contrast (Oshio & Jolesz, 1993).
Figure 2-6. **Fat and water have different longitudinal and transverse magnetization.** (a) The longitudinal magnetization of fat and water recover at different rates. So if the 90° RF pulse is repeated within a short TR, the two tissues will produce signals with different amplitude. (b) The rate of transverse magnetization decay of the two tissues differs. So the TE can be adjusted to show contrast between fat and water signals.

2.4.3 Pulse sequences

The addition of more RF pulses and/or gradients produces various imaging sequences such as the spin echo, inversion recovery and gradient echo sequences, with these three sequences being modifiable to yield different variants (Brown & Semelka, 1999). For vascular imaging, sequences are classified as dark or bright blood variants depending on the contrast between the lumen and the surrounding structures. Dark blood sequences are good for examining the vessel wall while bright blood sequences are good for flow quantification or fast imaging (Kimura et al., 2009).

2.4.3.1 Spin echo sequence

This a dark blood sequence in which a 180° refocusing RF pulse is introduced after the initial 90° RF pulse as shown in figure 2-7. Application of a refocusing RF pulse results in the rephasing of the spins and an increase in the received signal (Pooley, 2005). T₁ weighted spin-echo sequences are obtained using a short TR and short TE, while T₂ weighted spin-echo sequences employ long TR and long TE. With T₁ weighting water appears dark while it appears bright on T₂ weighted images (Blink, 2004). Proton density imaging is obtained by using a long TR and short TE (Lipton, 2008).
2.4.3.2 Inversion recovery sequence

This is another black blood imaging technique and it is similar to the spin echo sequence. In this case, an initial 180° RF pulse is used to invert the net magnetization (Figure 2-8a). The extra pulse is included in order to suppress signals from a particular tissue. After the 180° RF pulse is turned off, the longitudinal magnetization begins to re-grow. When the longitudinal magnetization of the tissue to be suppressed re-grows up to zero, a 90° RF pulse is applied that flips all signals from all the other tissues into the transverse plane (Figure 2-8b). However, since the tissue of interest has no signal at this point nothing is rotated into the transverse plane.

Another 180° RF pulse is then applied just like with the spin echo sequence. This method can be used to suppress water or fat when visualizing the vessel wall.

The inversion time (TI) is the time between the initial 180° RF pulse and the 90° RF pulse (Pooley, 2005; Bitar et al., 2006). Examples include fluid-attenuated inversion recovery (FLAIR) and short-tau inversion recovery (STIR) sequences which are used to suppress water and fat respectively (Brix et al., 2008). The dual echo fast spin echo is a variant of the T₂ weighted spin echo sequence. In this case, two images are obtained within one acquisition period. The first one could be a proton density image obtained with a short TE and the second image is obtained with a longer TE (Elster 2015).
Figure 2-8. Inversion recovery sequence (a) An initial 180° RF pulse inverts the longitudinal magnetization. Subsequently, a 90° RF pulse and another 180° RF pulse are applied just like the spin echo sequence. (b) When the longitudinal magnetization of the tissue for suppression recovers up to 0, the 90° RF pulse is applied.

2.4.3.3 Gradient recalled echo (GRE) sequence

This is a bright blood imaging technique. The difference between a GRE sequence and a spin echo sequence is that the flip angle for the initial RF pulse may be less than 90° and there is no 180° refocusing RF pulse (Pooley, 2005). Rather, gradients are used to dephase and rephase the transverse magnetization (Pooley, 2005). With this sequence, when the flip angle is less than 90° the net magnetization is incompletely rotated into the transverse plane. Therefore, less time is needed for the longitudinal magnetization to return back to equilibrium ($M_0$) in comparison with a spin echo sequence. This makes it possible to shorten the TR and imaging time. Many vascular imaging sequences are modifications of the GRE sequence and the vascular contrast is partly or entirely due the time of flight (TOF) effect. The TOF effect shall be explained in a subsequent section of this chapter.

2.4.3.4 Signal intensity equations

The signal intensity of an imaged voxel can be calculated using the sequence specific equations listed below (Hornak, 2006b; Brix et al., 2008).

Spin echo sequence

$$S = kp \left(1 - e^{-TR/T_1}\right)e^{-TE/T_2}$$ (2.18)

Inversion recovery sequence

$$S = kp \left(1 - 2e^{-TI/T_1}\right) + e^{-TR/T_1} \cdot e^{-TE/T_2}$$ (2.19)

Gradient echo sequence

$$S = \frac{kp(1 - e^{-TR/T_1})\sin\theta \cdot e^{-TE/T_2}}{1 - e^{-TR/T_1}\cos\theta}$$ (2.20)

where $S$ is the amplitude of the signal in the frequency domain, $k$ is a constant specific to the scanner, $\rho$ is the proton density of the tissue, $T_1$ is the longitudinal relaxation time of the tissue, $T_2$ is the transverse relaxation time of the tissue, TR is the repetition time, TE is the echo time, TI is the inversion time and $\theta$ is the flip angle.
2.4.4 Image formation

Frequency and phase encoding gradients are used to determine what location within the imaged volume that the signal received originated from. This involves applying two short temporary gradients after the initial RF pulse. The two gradients are applied one step at a time, in perpendicular directions (x, y or z planes) thereby creating a two dimensional matrix which comprises of a phase-encoding and a frequency encoding direction (van Geuns et al., 1999). The phase encoding gradient is applied orthogonally to the imaged slice and it causes a shift in the phase of only protons within a selected portion of the imaged slice. The frequency encoding gradient is then applied in a perpendicular direction and the signal is measured during the frequency encoding phase. Frequency encoding is a means of distinguishing between portions of the slice that have the same phase encoding. The process of phase and frequency encoding are repeated several times until the all portions of the slice have been encoded in both directions (van Geuns et al., 1999; MMcRobbie et al., 2006). The raw data obtained comprises of spatial frequencies that are within a specific bandwidth. In addition to the actual signals containing useful information on the imaged tissue, the bandwidth also contains electronic noise. The noise is due to arbitrary variations in the values assigned to each pixel. Some of the noise is caused by the currents within the patient due to the inductive effects of the magnetic field (Hoult & Lauterbur, 1979). Magnetic field inhomogeneities and thermal noise from the RF coils also contribute to the noise (Weishaupt et al., 2006).

Both the random noise and the actual signal within the bandwidth are stored on an abstract grid called k-space, which comprises of three coordinates $k_x$, $k_y$, and $k_z$ (Mezrich, 1995). The k-space grid is filled along the directions of its three coordinates with each data point in k-space contains some details on the entire MR image (Mezrich, 1995). The central part of k-space contains details on the image contrast while the outer portion contains details on the spatial resolution of the image. The k-space data is subsequently transformed into an image using an algorithm called fast Fourier’s transform (FFT) (Chen et al., 1999). The resultant image comprises of several picture elements or pixels. Each pixel is a 2-dimensional representation of the signals emanating from a small volume (volume element or voxel) within the object imaged. In addition to the signal, each pixel also contains the background noise included during image acquisition. The
relationship between the signal and the background noise is expressed as the signal to noise ratio or SNR (McRobbie et al., 2006). SNR is calculated as the ratio of the mean signal intensity of a region of interest to the standard deviation (SD) of the background air (Firbank et al., 1999).

2.4.5 Effects of sequence parameters on SNR, temporal resolution and/or spatial resolution

Image acquisition is a trade-off between signal-to-noise ratio (SNR), temporal and spatial resolution (Oelhafen et al., 2006). These three factors are affected by MRI scan parameters in differing and sometimes opposing degrees as shown in figure 2-9.

![Diagram showing the trade-off between SNR, temporal and spatial resolution and the effect of various scan parameters.](image)

**Figure 2-9. A trade-off exists between SNR, temporal and spatial resolution and the three variables are affected by various scan parameters.**

The scan parameters can be modified by the operator based on which factor(s) out of SNR, temporal and/or spatial resolution is/are important. Scan parameters that increase SNR include the repetition time (TR), the number of excitations (NEX) and slice thickness; while those that decrease SNR include echo time (TE), receiver bandwidth and matrix size. SNR can also be affected by hardware specific parameters such as the magnetic field strength and the type of RF coils used (McRobbie, et al. 2003).

The relationship between SNR and the scan parameters is summarized in equation 2.21 (McRobbie, et al. 2003).

\[
SNR = K \times S \left( \frac{FOV_{PE}}{N_{PE}} \times \frac{FOV_{FE}}{N_{FE}} \times L \right) \sqrt{\frac{N_{FE} \times N_{PE} \times NEX}{BW}}
\]

(2.21)
where $\text{FOV}_{\text{PE}}$ and $\text{FOV}_{\text{FE}}$ are the phase and frequency directions of the field of view respectively, $N_{\text{PE}}$ and $N_{\text{FE}}$ are the number of encoding steps in the phase and frequency direction, $L$ is the slice thickness, $\text{NEX}$ is the number of excitations and $\text{BW}$ is the bandwidth. $K$ comprises of hardware specific factors like the magnetic field strength and the RF coil and $S$ is the signal value obtained from the signal intensity equation.

Equations for the signal intensity are sequence-specific and the equations for various sequences were given in section 2.4.3. The pixel length in each direction is the quotient of the corresponding field of view and number of encoding steps. Therefore, the first half of equation 2.21 represents the size of the imaged voxel. The scan time is a product of $\text{NEX}$, $\text{TR}$ and $N_{\text{PE}}$ (McRobbie et al., 2006a). Two of these parameters ($\text{NEX}$ and $N_{\text{PE}}$) are part of the second half of the equation 2.21. Therefore, SNR is proportional to the voxel size and square root of the acquisition time (Macovski, 1996).

$$\text{SNR} \propto \text{voxel size} \times \sqrt{\text{scan time}}$$

Some of the scan parameters also affect spatial and temporal resolution as depicted in figure 2-9 and these will be discussed in more detail below.

### 2.4.5.1 Slice thickness, field of view and matrix size

The image data is usually displayed as a matrix (McRobbie et al., 2006b). As mentioned earlier, frequency encoding and phase encoding are techniques for spatial location of received signals within the matrix using the spatial frequency and phase of magnetization of each proton. The rows and columns of the matrix represent the frequency and phase encoding directions respectively (McRobbie et al., 2006b). Since the pixel size is calculated by dividing the field of view by the matrix size, the spatial resolution improves with increasing matrix size and a decreasing field of view. The spatial resolution also improves as the slice thickness decreases, thereby preventing partial volume averaging of the boundary pixels and making it easier to define the luminal boundary (Weishaupt et al., 2006; Jackson et al., 2009). However, a large slice thickness, high field of view and low matrix size are required for adequate SNR because as the voxel size increases, the proportion of signal to the random noise emanating from the voxel increases (Weishaupt et al., 2006).
2.4.5.2 Number of phase encoding steps

The matrix size in the phase direction determines how many times the sequence is repeated (number of phase encoding steps) and therefore affects scan time (McRobbie et al., 2006b). Reducing the number of phase encoding steps by limiting the field of view to the region of interest, improves the temporal resolution (Weishaupt et al., 2006). In this situation, spatial resolution is not compromised because the spatial resolution will still be calculated based on the actual field of view. The only challenge is that there could be phase wrapping artifact, a situation where signal originating from outside the region of interest are mapped onto a wrong location in the image (Weishaupt et al., 2006).

2.4.5.3 TR, TE and Flip angle

SNR increases with TR due to greater longitudinal magnetization recovery (Bushberg et al., 2011). On the other hand, SNR decreases with TE due to increased transverse magnetization decay (Weishaupt et al., 2006). Unfortunately, increasing TR also increases temporal resolution.

2.4.5.4 Number of excitations (NEX)

A strategy used to reduce image noise involves scanning the imaging slice repeatedly and averaging the signals obtained (Bushberg et al., 2011). As the number of excitations increase, the sum of the signal increase by the same factor. However, the noise only increases by the square root of the factor (Hashemi et al., 2010). This is because the signal obtained from each excitation is relatively constant while the noise has more variance (Hashemi et al., 2010). Therefore, SNR increases by the square root of the NEX (Bushberg et al., 2011). However, increasing the number of signal averages also increases the scan time (Weishaupt et al., 2006).

2.4.5.5 The Radiofrequency (RF) coils

Different types of RF coils are available to suit the body part imaged. These include volume coils, surface coils and phase array coils (Welker et al., 2001; Weishaupt et al., 2006). RF coils could be used for transmission and/or reception of the RF signal. The closer the RF coil is to the region of interest, the greater the SNR (Weishaupt et al., 2006). Volume coils can be used to transmit or receive RF signals. The coil circumscribes the imaged volume and provides homogenous signals. It is commonly used for neuroimaging, but the SNR is limited (Welker et
Surface coils are receiver coils with excellent SNR for volumes near a surface coil but they have poorer SNR for volumes at a distance from the coil. Reducing the coil diameter improves SNR because of a decrease in the sample size and invariably the background noise (Hayes & Axel, 1985; Darrasse, 2003).

However, the field of view (FOV) is half the diameter of the coil (Antonio et al., 2004). Therefore, as the coil size reduces, depth sensitivity also reduces. For example, a superficial coil of 4 cm diameter, produces optimal signal up to 2 cm away from the coil (Antonio et al., 2004). Surface coils are used for MRI-FMD studies because the conduit arteries such as the brachial and popliteal arteries are superficially located at the elbow and knee respectively. Phase array coils contain features of both volume and surface coils (Welker et al., 2001). Phased array coils consist of multiple coils and when data from all these coils are summed up, SNR increases (Bushberg et al., 2011).

2.4.5.6 Magnetic field strength

Higher magnetic field strengths produce greater SNR (Kuhl et al., 2008), but high magnetic field strengths are also associated with susceptibility artifacts (Oshinski et al., 2010). Susceptibility artifacts are common with cardiac imaging. An example is signal loss at tissue interfaces that have a large difference in their magnetic susceptibility (Oshinski et al., 2010). As the magnetic field strength increases, greater RF absorption and heating effects occur (Bushberg et al., 2011).

2.4.6 MR angiography

Different flow dependent bright blood imaging techniques may be used for cardiovascular imaging. Electrocardiographic (ECG) gating is employed for cardiac imaging devoid of motion artifacts. This is done by acquiring data at a specific period in the cardiac cycle. One cardiac cycle is often insufficient for capturing all data required to create the image, therefore imaging occurs over several heart beats (Nacif et al., 2012). For contrast enhanced MRA of peripheral arteries and their smaller branches, systolic gating is used to time image acquisition during peak blood flow in order to improve vascular contrast especially in areas of slower flow (Hartung et al., 2011). However, imaging during diastole may be preferable for luminal area measurements because the arterial size varies with the cardiac cycle and maximal distension occurs during the forward flow of late systole (Chuang et al., 2002). With ultrasonography, ECG gating allows for
end-diastolic measurements at the R wave (Chuang et al., 2002). Diastolic trigger delay techniques have also been used with non-contrast based bright blood imaging techniques to obtain still images of an artery for accurate luminal area measurements (Sorensen et al., 2002; Leeson, 2006). There are two main types of non-contrast based bright blood imaging techniques: Time-of-flight and phase contrast MR angiography (Laub et al., 1998).

2.4.6.1 Phase contrast imaging

Phase contrast imaging can be used to measure the flow velocity and direction (Bitar et al., 2006). The technique measured changes in the phase of transverse magnetization of excited spins in the blood relative to magnetic gradients (McRobbie et al., 2006c). Three flow encoding bi-polar gradients are used to encode the flow in the x, y and z directions. One part of the bi-polar gradient is sensitive to flow while the other is not. The flow sensitive data from each bi-polar gradient is subtracted from non-flow sensitive data so that signals from stationary tissues are eliminated (Laub et al., 1998). The difference in the phase depends on the spin’s velocity, therefore, the blood velocity can be derived from the phase data and the magnitude data can be used to construct an image of the lumen (Laub et al., 1998).

The phase of the MR signal increases as blood flow increases. However, the maximum phase shift that can be detected is 180° (Laub et al., 1998). Therefore, a maximum value for the expected velocities within the vessel of interest is determined and this value is called venc (McRobbie et al., 2006c). Encoding in the three directions increases the scan time because each bi-polar gradient is applied after a separate 90° RF pulse, introduced at the repetition time (TR). So the time it takes to encode in all directions will be three-fold of the TR (McRobbie et al., 2006c). Although phase contrast imaging has good vascular contrast and it is excellent for measuring flow direction and rate, its poor temporal resolution can be a limitation to MRI-FMD applications (Pai, 2007).

2.4.6.2 Time-of-flight imaging

Gradient recalled echo sequences produce bright vessel lumina due to a phenomenon that occurs when an RF pulse and then a refocusing gradient are repeatedly applied to an imaging slice using a short TR and short TE (McRobbie et al., 2006c). This phenomenon, called the time of flight (TOF) effect, was first reported by Suryan in 1959 and it was subsequently demonstrated in the
blood vessels of the wrist (Hinshaw et al., 1977; Kim & Parker, 2012). TOF imaging utilizes the relative difference in longitudinal magnetization between flowing blood and adjacent stationary tissues after repeated RF pulses (Kim & Parker 2012b). What happens is that stationary tissue experience several RF pulses and become saturated, while flowing blood experience fewer RF pulses and become only partially saturated. With TOF imaging, pixels from areas with saturated spins appear dark because only a few signals are detected in the region, while those from partially magnetized spins are grey and those from fully magnetized spins appear very bright because of the associated high signals produced (Hashemi et al., 2010). Only flow that is perpendicular to the imaging plane produce signals, which is why the amount of signal detected decreases with turbulent flow and signal void may occur in tortuous vessels when the imaging plane is no longer perpendicular to the vessel (Brix et al., 2008; Chiewvit et al., 2011).

The signals produced from an intraluminal voxel of blood is not uniform, rather the signal decreases as the flow advances into the slice. Assuming that the volume of blood within the imaging slice at a given time is divided into segments as shown in Figure 2-10a, the first segment will contain fresh unsaturated spins that just entered into the slice with full equilibrium magnetization ($M_0$) so will produce high signals (Laub et al., 1998). The other segments will contain flowing spins at different degrees of saturation, with the amount of saturation increasing as the flow advances further and further into the imaging slice because of exposure to increasing number of RF pulses (Kim & Parker 2012b).
Figure 2-10. Effects of velocity on signal intensity (a) When the blood velocity is less than the threshold, there will be segments of flow within the slice that are at different levels of saturation. The length of each segment ($\Delta L$) depends on the blood velocity. (b) The transverse magnetization ($M'_{SS}$) increases with velocity until it gets to $M_0$. The velocity at this point is the threshold velocity and it is the quotient of $L$ & $TR$. (c) If the velocity is slow, some segments within the lumen will receive multiple RF pulses, with their longitudinal and transverse magnetizations decreasing as the number of RF pulses increases until a steady state is achieved.

With repeated RF pulses, the amount of recovery in longitudinal magnetization gradually decreases until it gets to a steady state ($M_{SS}$) therefore the amount of transverse magnetization (signal detected) also gradually decreases until it gets to a steady state ($M'_{SS}$) as shown in Figure 2-10c (Elster 2015). The velocity of the blood determines how far the fresh spins advance into the slice ($\Delta L$) before they experience an RF pulse and $\Delta L$ determines the number of segments that the volume of blood within the slice can be divided into. If the velocity is high up to the point where $\Delta L$ becomes $L$, then all of the saturated blood would exit the slice before the next TR meaning that there will be only one segment and the segment will only contain fresh blood at equilibrium magnetization ($M_0$).

A similar result is seen with very small slice thicknesses or long TR values. In these cases, the slice will be completely filled up with fresh fully magnetized blood each time so it will produce maximal signal intensity. It is important to mention that although a long TR will produce high signals in the lumen, the vascular contrast may not be satisfactory because of associated recovery in longitudinal magnetization of the adjacent tissues (Kim & Parker 2012b). GRE sequences with long echo times are T2* weighted. With T2 weighting, susceptibility artifacts may occur because the rate of signal decay due to inhomogeneity of the external magnetic field differs between tissues (Bitar et al., 2006; Brix et al., 2008).

2.4.6.2.1 Types of GRE sequences

During GRE imaging, by the time the next RF pulse flips the longitudinal magnetization into the transverse plane, there is usually some residual transverse magnetization and it contributes to the
signal detected if it is not removed (Elster, 1993). There are different types of GRE sequences based on what is done with the residual transverse magnetization. The first types are the steady state GRE sequences. With the coherent or partially refocused steady state GRE sequence, a rewind gradient is used to rephase the T$_2^*$ magnetization (Bitar et al., 2006). An example is the segmented (FLASH) technique which was used for the first MRI-FMD study (Sorensen et al., 2002). With the fully refocused or balanced steady state GRE sequences the RF pulse phase is alternated between 0° and 180° and all the transverse magnetization is refocused therefore high signals are produced and the TR can be very short. A short TR makes rapid image acquisition possible, which is why the technique is suitable for cardiac imaging (Bitar et al., 2006).

However, the technique is susceptible to inhomogeneities in the magnetic field and banding artifacts (Bitar et al., 2006; Chavhan et al., 2008). Examples include the true FISP, FIESTA and balance FFE techniques that have been used for FMD studies (Wiesmann et al., 2004; Leeson et al., 2006; Chavhan et al., 2008; Shan et al., 2012). A second type of GRE sequence is the in-phase and out-of-phase sequence which consists of paired GRE sequences within the same TR but at separate echo times. It is often used to assess fat containing lesions (Ramalho et al., 2012). With the spoiled GRE sequence, the residual transverse magnetization is removed before the next RF pulse (Elster 2015b).

The transverse magnetization is the measured MR signal intensity and it depends on the associated longitudinal magnetization. Removal of the residual transverse magnetization before the next RF pulse ensures that with the spoiled GRE sequence, any measured signal originates from fresh longitudinal magnetization (Elster, 2015b). The longitudinal magnetization depends on the blood velocity, slice thickness (L) and repetition time (TR).

**2.4.6.2.2 Relationship between velocity and signal intensity on a spoiled GRE sequence**

The relationship between velocity and signal intensity on a spoiled GRE sequence is linear until a threshold velocity ($V_{thresh}$) that is defined by the quotient of L and TR. After this point, the graph plateaus as depicted in Figure 2-10b (Hashemi et al., 2010). The linear aspect of the graph can be expressed as equation 2.22 (Hashemi et al., 2010).

\[
\text{Signal intensity} = M_{ss} + (M_0 - M_{ss}) \frac{TR}{L} v
\]  

\begin{equation} 2.22 \end{equation}
where $M_{SS}$ is the signal intensity of blood at steady state, $v$ is the velocity and $\frac{TR}{L}$ is the inverse of the threshold velocity.

If the flow is parabolic and the threshold velocity is not exceeded, then the integrated signal intensity of a lumen with flowing fluid can be calculated as equation 2.23 (Gao & Liu, 2012)

$$\text{IntSI} = (M_{SS} \cdot L \cdot A) + (M_0 - M_{SS})TR \cdot A \cdot \bar{v} \quad \text{where} \quad \bar{v} \leq \frac{L}{2 \cdot TR} \quad (2.23)$$

With spoiled GRE sequences, the longitudinal magnetization after an amount of RF pulses ($n^\iota$), before steady state is achieved is calculated as (Kim & Parker, 2012)

$$M_z(n^\iota) = M_{z,SS} + (e^{-TR/T_1 \cos \theta})^{n-1} (M_0 - M_{z,SS}) n \geq 1 \quad (2.24)$$

The time of flight sequence is a spoiled GRE sequence that is optimized to provide good vascular contrast. The sequence is optimized by using a short repetition time (TR) and a high flip angle in order to enhance flow related enhancement (FRE) and saturate stationary tissue (Kim & Parker, 2012). A long TR ensures that there is only fresh blood within the slice during each image acquisition (Hashemi et al., 2010). Small voxel sizes and short echo times are used to minimize loss of signal, due to loss of phase coherence between spins in the voxel (Kim & Parker, 2012). Other strategies for improving vascular contrast during TOF arteriography include using fat saturation pulse and venous saturation band to remove adjacent fat and venous signals (Chen et al., 1999). A magnetization transfer contrast (MTC) pulse could be used to improve contrast between the vessel and the background (Graham & Henkelman, 1997) although, these additional pulses add to the scan time. Temporal resolution can be improved using segmented k-space technique (Chen et al., 1999).

Flow compensation may be used to decrease flow related artifacts, but it results in a longer TE and decreased signal (Jeong et al., 2002). Ghosting artifacts may occur in the phase encoding direction with pulsatile flow and this artifact may blur the boundary of the lumen (Leeson et al., 2006; Kim & Parker, 2012). The artifact can be decreased by adding another lobe to the phase-encoding gradient but this leads to an increase in the echo time (Kim & Parker, 2012).
2.5 Thesis Aims and Hypotheses

2.5.1 Thesis Aims

Hyperemia induced flow mediated dilatation is transient, therefore serial area measurements with high sampling frequency is required for detecting the peak dilatation. Ultrasound FMD is the current gold standard for assessment but it is operator dependent with a steep learning curve. MRI is less operator dependent but it is limited by the trade-off between temporal and spatial resolution. The primary aim of this thesis is to develop an MRI-FMD technique that is more repeatable than ultrasound-FMD. The MRI-FMD technique should be able to obtain rapid, reliable serial area measurements. A secondary aim is to use the MRI-FMD technique to qualitatively assess reactive hyperemia.

2.5.2 Hypotheses

1. Reliable, rapid, serial measurements of the luminal area can be obtained in phantoms using an MRI integrated signal intensity approach

2. There is agreement between popliteal artery measurements’ obtained using an MRI integrated signal intensity approach on moderate resolution images and that obtained by pixel counting of high resolution images.

3. Popliteal MRI-FMD using an MRI integrated signal intensity (IntSI) approach for serial area measurements is more repeatable than US-FMD.
Chapter 3  Developing an MRI integrated signal intensity (IntSI) technique for measuring the luminal area and testing it in a flow phantom
3.1 Abstract

Objective: To develop a semi-automated MRI technique for measuring the luminal area that offers better temporal resolution than the conventional pixel counting approach.

Background: Current methods of measuring the luminal area during studies such as flow-mediated dilatation rely on high spatial resolution but this entails a trade off involving temporal resolution and SNR. High temporal sampling frequency is however required to detect the peak dilatation.

Methods: A method for measuring luminal area was derived based on the integrated signal intensity of the luminal pixels and the central pixel intensity. This integrated signal intensity (IntSI) technique was derived using hemodynamic principles and the time of flight equation. The equation was based on the assumption that the luminal signal intensity has a parabolic profile when the velocity has a fully formed parabolic profile and the maximal velocity did not exceed the threshold velocity. Another assumption was that the ratio of the pixel area to the luminal area was very small. Using a flow phantom with 12 known luminal areas of different sizes and a small pixel area (0.4 mm²), the effect of velocity and its profile on the accuracy of areas measured using this equation was assessed.

The effect of the pixel-to-luminal area ratio on the accuracy of areas measured using the technique was also assessed. Then the reliability of the IntSI and conventional pixel counting techniques for measuring luminal area was compared at different pixel sizes using the mean bias and coefficient of repeatability (CR) obtained from Bland Altman’s plots. Finally, non-inferiority testing between pixel counting at 0.4mm² pixels and the IntSI technique (at 0.4 mm² and 1.4 mm² pixels respectively) was performed with a two one-sided test (TOST) for non-inferiority.

Results: The IntSI technique had greater measurement error when there was a mismatch between velocity and the entrance length for parabolic flow as opposed to when the velocity and entrance length were compatible for a fully formed velocity profile and the difference was statistically significant. When the pixel-to-luminal area ratio did not exceed 0.1, the difference in area measurement was at most 10%. The reliability of the IntSI technique at a pixel area of 1.4 mm² (Mean bias ± CR: 0.22 ± 1.43 mm², ICC: 0.998) was non-inferior to that using pixel counting at 0.4 mm² pixel area (Mean bias ± CR: -0.07 ± 1.12 mm², ICC: 0.998).

Conclusion: The IntSI technique provides a reliable means of measuring the luminal area provided the assumptions are not violated.
3.2 Introduction

3.2.1 Limitations of current FMD measurement techniques

As discussed in chapter 2, ultrasound based methods measure FMD as change in the luminal diameter, while MRI-based methods measured FMD as change in luminal cross-sectional area (Leeson et al. 2006). Like other groups who have measured FMD as a function of change in area, I believe that area measurements are more appropriate because it captures multi-directional vessel dilatation unlike longitudinal imaging with US, thereby adequately measuring changes in vessel caliber (Chaudhry et al. 2007). However, area measurements using pixel counting may over/under estimate the vessel size because only pixels above a specific signal intensity threshold are included in the measured area (Chia, 1999). The pixels at the edge experience partial volume averaging because more than one tissue is responsible for the signal within the pixel (Khademi et al. 2014). These edge pixels that partially contain luminal signals may or may not be included in the luminal area measurements based on whether their signal intensity values are above or below the threshold. Therefore, area measurement by pixel counting is prone to both over-estimation and under-estimation measurement errors.

In order to minimize the measurement errors associated with pixel counting, the pixel size can be reduced as much as possible. Pixel sizes as low as 0.3 mm × 0.3 mm have been used for phase contrast imaging but this required a scan time of 25 s (Silber et al., 2001), which is long considering the dynamic changes in arterial size during FMD. Oliver et al (2012) used an SSFP sequence to achieve a pixel size of 0.2 mm × 0.2 mm and with a scan time as low as 15 s using a 3T scan but they did not specify the slice thickness used. Further decrease in the pixel size will improve the vessel boundary definition, but at the cost of either SNR or temporal resolution or both.

The low FMD response observed in patients at risk for cardiovascular disease, may be due in part to impairment of the microvasculature (Gibbs et al., 2011). This is because when there is distal microvascular disease, these resistant peripheral vessels no longer dilate in response to ischemia and accumulation of vasoactive metabolites. Therefore, there is an absence of the normal pressure gradient that is expected between the conduit arteries and the resistant vessels when the cuff is released during an FMD study. This leads to a poor hyperemic response, less
shear stress on the endothelium and a smaller FMD (Lauer et al., 2008). Ultrasound based methods for FMD can measure the blood velocity in order to assess the hyperemic response and estimate how much shear stress is applied to the endothelium (Gibbs et al., 2011). MRI-FMD studies using phase contrast imaging can demonstrate changes in velocity (Silber et al., 2001). Other studies using SSFP did not comment on the velocity (Sorensen et al., 2002; Leeson et al., 2006). An ideal MRI-FMD technique is one that can obtain reliable area measurements with a high temporal frequency and also demonstrate changes in velocity.

3.2.2 Another approach for measuring area

In view of the limitations of area measurement by pixel counting, a different approach for measuring FMD with MRI is suggested. This method uses the signal intensity of the lumen to estimate the luminal area and it provides a means of overcoming some of the constraints of SNR, spatial resolution and temporal resolution. Assuming that it is possible to image an artery using a pixel size that is larger than the cross-sectional area of the artery and there are no adjacent structures nearby, then the integrated signal intensity (IntSI) of that pixel will be based on only luminal signal. If the artery increases in size, the measured signal intensity will also increase. The integrated signal intensity of a lumen with flowing blood is also affected to some extent by velocity (McRobbie et al., 2006c). Therefore area and velocity affect the integrated signal intensity (IntSI) of the lumen as depicted in figure 3-1a.

If smaller pixels are used for imaging, the luminal IntSI will be the sum of all luminal pixel intensities. If the cross-sectional area of the lumen increases as shown in figure 3-1b and 3-1c, while all other parameters remain constant, then the signals produced will be spread over more pixels in the image and the luminal IntSI will increase. Since luminal integrated signal intensity (IntSI) increases with cross-sectional area, the luminal IntSI can be used as a surrogate measure of the luminal area and provided other factors remain constant, any increase in the integrated signal intensity of a lumen with static blood can be ascribed to an increase in the luminal cross-sectional area.

A benefit of this technique is that the edge pixels will contribute to the measured signal intensity and their contribution will be proportional to the partial volume fraction of the corresponding voxel.
Figure 3-1. An illustration of the effect of increases the luminal area and velocity on signal intensity. (a) The artery is imaged with a pixel that encloses the arterial lumen. As area or velocity increase, IntSI also increases. When both area and velocity increase, there is a combined increase in IntSI. (b and c) When the lumen is imaged with smaller pixels, the intensity of the starred pixel in (c) is higher than that of (b) because the partial volume of the lumen in (c) is higher.

Therefore, regardless of the pixel size, the partial contribution of the luminal signals within the edge pixels will be included in measurements of the luminal IntSI. In view of the decreased need for high spatial resolution, the pixel size can be increased resulting in a decrease in scan time and consequently an improved temporal sampling frequency.

### 3.2.2.1 Adjusting for the effects of velocity on the integrated Signal intensity

As discussed in chapter 2, the TOF effect is the increase in luminal signal intensity due to fresh blood flowing into the imaging slice during data acquisition. The TOF effect is more profound during the hyperemic phase of an FMD study due to the high velocities that occur at this point. This increase in luminal signal intensity is useful because it provides evidence that the hyperaemic response is adequate and the distal microvasculature is healthy but it may obscure the more subtle increase in signal intensity due to the increase in the luminal area. Using certain
assumptions of hemodynamics and the TOF effect, a technique has been derived to adjust for the effects of velocity when measuring the luminal area using the integrated signal intensity of the luminal pixels.

3.2.3 Hypothesis

Reliable, rapid, serial measurements of the luminal area can be obtained in phantoms using an MRI integrated signal intensity approach

The aims of this chapter were:
1) to determine a suitable bright blood imaging technique that provides high vascular contrast, improved temporal resolution compared with previous MRI-FMD techniques and the ability to demonstrate flow information;
2) to derive a method for measuring area that adjusts for the contribution of the TOF effect to the luminal integrated signal intensity;
3) to test the reliability of the IntSI technique using a phantom; and 4) to compare the IntSI technique with a conventional high resolution, pixel counting approach.
3.3 Materials and Methods

3.3.1 Effects of the sequence on the vascular contrast and scan time

Various bright blood imaging techniques were considered for imaging with the IntSI technique. These included phase contrast imaging, spoiled GRE sequence, SSFP sequence and arterial spin labeling. SSFP was not used because the associated banding artifacts may lead to an unpredictable decrease in the integrated signal intensity (Chavhan et al., 2008) and this will add variability to the measured area. Arterial spin labeling was not used because it has low SNR and temporal resolution (Borogovac & Asllani, 2012). Only phase contrast and spoiled GRE sequences were compared for scan efficiency.

A volunteer was scanned with these two cardiac gated bright blood techniques using a 3T Skyra Siemens scanner at St Michael’s hospital. Ethical approval for the study and informed consent were obtained prior to the study. A volunteer was scanned rather than a phantom in order to include the effects of cardiac gating on the scan time. For convenience, the popliteal artery was scanned since it is a relatively large artery and can be imaged with the volunteer’s head free from the magnet, a position acceptable to those with claustrophobia. The volunteer was positioned supine on the examination table and the right knee was placed within a knee coil. ECG leads were placed on the chest. The table was advanced feet first into the bore of the magnet. Ten axial 2D images of the knee were obtained using the two sequences. A flip angle of 90° was used for both sequences since SNR is maximal at this flip angle if the TR is very long (Bushberg et al., 2011). For both techniques, the number of excitations (NEX) used was 1 in order to reduce the scan time.

Other sequence parameters were also optimized in order to obtain a reasonable spatial and temporal resolution. For phase contrast imaging, the other sequence parameters were TR: 888.4 ms slice thickness: 5 mm, FOV: 222 mm × 83 mm, matrix: 128 × 34, pixel area: 3.0 mm², TE: 4.0 ms. A fat saturation pulse was also applied in order to suppress signal from fatty tissue surrounding the lumen. For the spoiled GRE sequence, the scan parameters were group TR: 752 ms, number of segments: 17, pixel area: 1.9 mm², slice thickness: 3.5 mm, FOV: 350 mm × 153 mm, matrix: 256 × 112, TE: 3.7 ms. In addition to fat saturation and flow compensation, segmented k-space and magnetization transfer constant (MTC) were used to optimize the spoiled
GRE sequence. The phase contrast and spoiled GRE sequences were compared based on their vascular contrast and CNR efficiency (Edelstein et al., 2011).

The vascular contrast to noise ratio (CNR) was calculated as equation 3.1 (Magnotta & Friedman, 2006).

\[
\text{CNR} = \frac{S_L - S_M}{\sigma}
\]  
(3.1a)

where \( S_L \) and \( S_M \) are mean signal intensities of ROIs placed over the lumen and adjacent muscle respectively and \( \sigma \) is the standard deviation of the background noise.

Scan efficiency was calculated as equation 3.1b (Edelstein et al., 2011).

\[
\text{CNR efficiency} = \frac{\text{CNR}}{\text{scan time}}
\]  
(3.1b)

The CNR efficiency per unit volume was also calculated by dividing the CNR efficiency with the voxel volume.

### 3.3.2 Deriving the integrated signal intensity equation for measuring luminal area on a spoiled gradient recalled echo (GRE) sequence

The equilibrium magnetization (\( M_0 \)) is the value of the longitudinal magnetization when the net magnetization vector aligns with the applied magnetic field (Hornak, 2006a). At a flip angle of 90°, the net magnetization lies in the transverse plane and it is equal to the equilibrium magnetization (\( M_0 \)) (Hornak, 2006a). When stagnant blood experiences a single RF pulse in a spoiled GRE pulse sequence, the transverse magnetization is at a maximal value (\( M_{\text{peak}} \)). The maximal value is attained because all the spins were unsaturated prior to application of the RF pulse (Hashemi et al., 2010). The magnitude of \( M_{\text{peak}} \) depends on the flip angle, with the highest value of \( M_0 \) attained when a 90° RF pulse is applied. With repeated RF pulses and incomplete relaxation, the transverse magnetization gradually decreases to a steady state (\( M_{\text{SS}} \)).

When the lumen contains flowing blood and the imaged slice experiences several RF pulses, the resultant transverse magnetization of the spins in the lumen will vary depending on the blood velocity. If the velocity is high enough for the slice to be completely re-filled with fresh blood after each RF pulse then the transverse magnetization of the fresh blood will be at the peak value (\( M_{\text{peak}} \)). However, if the velocity is not high enough to completely refresh the slice with blood,
then only a portion of blood within the slice will be at the peak magnetization ($M_{\text{peak}}$) while the other portion of blood will be partially saturated (Kim & Parker, 2012). If $M_{\text{Sat}}$ represents the magnetization of the partially saturated blood, then the total signals emanating from the lumen or the integrated signal intensity of the lumen (IntSI) can be calculated as equation 3.2 (Gao & Liu, 2012).

\[
\text{IntSI} = Kp \left[ (M_{\text{Sat}} \cdot A \cdot L) + Kp(M_{\text{peak}} - M_{\text{Sat}})A \cdot TR \cdot \bar{v} \right]
\]

(3.2)

where $K$ is the gain of the scanner, $\rho$ is the proton density, $A$ is luminal area, $L$ is slice thickness, $\bar{v}$ is mean blood velocity, and $\bar{v} \leq \frac{L}{2TR}$

Averaging $M_{\text{Sat}}$ over all the RF pulses in order to quantify the IntSI involves complex equations that might not be readily applicable in the clinical setting. However, $M_{\text{Sat}}$ can be calculated easily if the flip angle is 90°. When the flip angle is 90°, $M_{\text{Sat}}$ will be the steady value ($M'_{\text{SS}}$) because steady state is achieved after the first RF pulse. In addition, the magnetization of fresh blood ($M_{\text{peak}}$) after the first RF pulse will be the equilibrium magnetization ($M_0$). The reasons for these are explained in section 3.3.2.1 and 3.3.2.2 below.

### 3.3.2.1 Calculating the transverse magnetization of static blood after a single 90° RF pulse

For a spoiled GRE sequence, the longitudinal magnetization of stagnant blood at steady state ($M_{\text{SS}}$) is given as equation 3.3a (Kim & Parker, 2012)

\[
M'_{\text{SS}} = M_0 \frac{1 - e^{-TR/T_1}}{1 - e^{-TR/T_1} \cdot \cos \theta}
\]

(3.3a)

while the transverse magnetization of stagnant blood at steady state detected by the receiver coil ($M'_{\text{SS}}$) is given as equation 3.3b (Kim & Parker, 2012)

\[
M'_{\text{SS}} = M_0 \frac{(1 - e^{-TR/T_1}) \sin \theta \cdot e^{-TE/T_2}}{1 - e^{-TR/T_1} \cdot \cos \theta}
\]

(3.3b)

where $TR$ is the repetition time, $TE$ is the echo time, $T_1$ is the longitudinal relaxation time of blood, $T_2$ is the transverse relaxation time of blood and $\theta$ is the flip angle.

$(M'_{\text{SS}})$ is a product of $M_{\text{SS}}$ and $(\sin \theta \cdot e^{-TE/T_2})$. The greater the flip angle, the greater the detected signal (Bushberg et al., 2011). The longitudinal magnetization for a spoiled gradient
echo sequence immediately after n RF pulses, before steady state is achieved is expressed in equation 3.3c (Kim & Parker, 2012)

\[ M_Z(n) = M_{SS} + \left( e^{-TR/T_1 \cdot \cos \theta} \right)^{n-1} (M_0 - M_{SS}) \quad n \geq 1 \] (3.3 c)

where \( M_Z(n) \) is the longitudinal magnetization after nRF pulses, \( M_{SS} \) is the longitudinal magnetization at steady state and \( \theta \) is the flip angle.

Using equation 3.3c, when the flip angle used for imaging is 90°, the longitudinal magnetization at the first RF pulse can be calculated as equation 3.3d.

\[ M_Z(1) = M_{SS} + \left( e^{-TR/T_1 \cdot \cos 90^\circ} \right)^{1-1} (M_0 - M_{SS}) \] (3.3 d)

\( \cos 90^\circ \) is zero therefore

\[ M_Z(1) = M_{SS} + (0)^0 (M_0 - M_{SS}) \] (3.3 e)

and \( x \) raised to the power of zero is 1, therefore

\[ M_Z(1) = M_{SS} + (1)(M_0 - M_{SS}) \] (3.3 f)

\[ M_Z(1) = M_0 \] (3.3 g)

### 3.3.2.2 Calculating the transverse magnetization of static blood after two successive 90° RF pulses

The longitudinal magnetization at the second RF pulse can be calculated as follows using equation 3.3c

\[ M_Z(1) = M_{SS} + \left( e^{-TR/T_1 \cdot \cos 90^\circ} \right)^{2-1} (M_0 - M_{SS}) \] (3.4 a)

\[ M_Z(2) = M_{SS} + (0)^1 (M_0 - M_{SS}) \] (3.4 b)

and \( x \) raised to the power of one is \( x \), therefore

\[ M_Z(2) = M_{SS} \] (3.4 c)

Therefore the transverse magnetization after the first RF pulse equals \( M_0 \), while steady state magnetization (\( M_{SS}' \)) is achieved after the second RF pulse.
3.3.2.3 Calculating the luminal integrated signal intensity of a vessel with flowing blood when the flip angle is 90°

When stationary fluid experiences 90° RF pulses, the contrast of the image produced will vary depending on the k-space trajectory. This is because image contrast information which is encoded in the center of k-space (Bitar et al., 2006), has a magnitude that is affected by the trajectory used to fill k-space. If a radial or spiral trajectory is used, then the bright signal from the first RF pulse will be included in the contrast data that is stored in the center of k-space. In this case, the image contrast of the stationary fluid will be an average of the bright first signal and a number of steady state signals used to fill k-space. On the other hand, if a Cartesian trajectory is used and k-space is filled from top to bottom then the bright signal associated with the first RF pulse, will be at the periphery and the center of k-space will be filled by only steady state signals. In this situation, equation 3.2 can be re-written as 3.5a

\[
\text{IntSI} = K_p (M_{SS}' \cdot A \cdot L) + K_p [(M_0 - M_{SS}')A \cdot TR \cdot \overline{v}] \quad \text{where} \quad \overline{v} \leq \frac{L}{2 \cdot TR} \quad (3.5a)
\]

---

**Figure 3-2. Illustrations of the relationships between transverse magnetization, the number of RF pulses and blood velocity.** (a) When the flip angle is 90°, the transverse magnetization after the first RF pulse is at \( M_0 \) while steady state is achieved by the second RF pulse. Therefore, the TOF effect is easily quantified as the difference between \( M_0 \) and \( M_{SS}' \). (b) There is a linear increase of signal intensity with velocity until the threshold velocity defined by the quotient of the slice thickness (L) and TR.
The time of flight effect is the difference between the equilibrium magnetization and the steady state magnetization as illustrated in Figure 3-2a.

\[
\text{TOF effect} = M_0 - M'_{\text{SS}}
\]

Equation 3.5b

As the velocity increases, the signal intensity increases because there is relatively more fresh blood than saturated blood within the slice. The linear relationship between velocity and the pixel intensity persists until a threshold velocity (L/TR) beyond which no further increase occurs, as illustrated in 3-2b.

\[
\text{IntSI} = K\rho(M'_{\text{SS}} \cdot A \cdot L) + K\rho(M_0 - M'_{\text{SS}})A \cdot TR \cdot \frac{V_{\text{max}}}{2}
\]

\[
\text{P}_{\text{max}} = K\rho(M'_{\text{SS}} \cdot a) + K\rho(M_0 - M'_{\text{SS}})a \cdot TR \cdot V_{\text{max}} \left(1 - \frac{a}{A}\right)
\]

**Figure 3-3. The TOF effect within the lumen and that within a small central voxel** (a) shows the volumetric contribution of fresh spins and saturated spins to the integrated signal intensity of the lumen. (b) shows the volumetric contribution of the spins within the central voxel with cross-sectional area denoted by a. \(V_{\text{max}}\left(1-a/A\right)\) is the mean velocity within a radius from the centre of the lumen to the boundary of the central voxel as explained in the supplementary methods.

Equation 3.5a can be graphically illustrated by assuming that the arterial lumen has a cylindrical volume, with cross-sectional area (A) and height equal to slice thickness (L). When there is stagnant blood in the lumen, the integrated signal intensity of the lumen will be the product of the steady state signal intensity (M’_{SS}) and the luminal volume. If there is blood flowing in the lumen with a parabolic velocity profile and the threshold velocity is not exceeded, the integrated
signal intensity of the lumen will contain an extra paraboloidal volume of signal due to the TOF effect from fresh blood that has just entered the slice. The height of the paraboloid ($\Delta L$) will be a product of the TR and the mean blood velocity ($V_{\text{mean}}$). Due to the parabolic nature of the flow, $V_{\text{mean}}$ will be half of the maximal velocity ($V_{\text{max}}$).

### 3.3.2.4 Deriving the luminal area from the integrated signal intensity equation

Assuming that the flow is parabolic, then the mean luminal velocity ($\bar{V}$) is half of the maximal velocity. Substituting $\bar{V}$ with half of $V_{\text{max}}$ in equation 3.5 yields:

$$\text{IntSI} = K\rho(M'_{\text{SS}} \cdot A \cdot L) + K\rho \left[(M_0 - M'_{\text{SS}}) \cdot A \cdot \text{TR} \cdot \frac{V_{\text{max}}}{2}\right] \tag{3.6a}$$

Multiplying both sides by 2

$$2 \cdot \text{IntSI} = 2 \cdot K\rho \left(M'_{\text{SS}} \cdot A \cdot L\right) + K\rho \left[(M_0 - M'_{\text{SS}}) \cdot A \cdot \text{TR} \cdot V_{\text{max}}\right] \tag{3.6b}$$

Solving for the luminal area

$$2 \cdot \text{IntSI} = A \cdot \left[2 \cdot K\rho \left(M'_{\text{SS}} \cdot L\right) + K\rho \left[(M_0 - M'_{\text{SS}}) \cdot \text{TR} \cdot V_{\text{max}}\right]\right] \tag{3.6c}$$

$$A = \frac{2 \cdot \text{IntSI}}{2 \cdot K\rho \left(M'_{\text{SS}} \cdot L\right) + K\rho \left[(M_0 - M'_{\text{SS}}) \cdot \text{TR} \cdot V_{\text{max}}\right]} \tag{3.6d}$$

The luminal area can be calculated with equation 3.6d if $V_{\text{max}}$ is known. However, if $V_{\text{max}}$ is unknown, it can be determined from the maximal pixel intensity ($P_{\text{max}}$) since velocity affects the fractional contributions of fresh spins to the $P_{\text{max}}$ as illustrated in figure 3-3. The mean velocity within a radius defined by the central voxel ($V_{P}$) can be used as an approximation of $V_{\text{max}}$ if the pixel to luminal area ratio ($a/A$) is small as explained in Supplementary Methods at the end of this chapter.

$$V_{P} \sim V_{\text{max}} \tag{3.6e}$$

Based on Figure 3-3b, $V_{P}$ can be determined from $P_{\text{max}}$ using equation 3.6g which is a modification of equation 3.6a

$$P_{\text{max}} = K\rho(M'_{\text{SS}} \cdot a \cdot L) + K\rho[(M_0 - M'_{\text{SS}}) a \cdot \text{TR} \cdot V_{P}] \tag{3.6f}$$

where $a$ is the pixel area.
Solving for $V_P$ gives the value for $V_{max}$

$$V_P = \frac{P_{max} - K\rho(M'_{SS} \cdot a \cdot L)}{K\rho[(M_0 - M'_{SS}) \cdot a \cdot TR]} = V_{max} \quad (3.6\ g)$$

Replacing $V_{max}$ in equation 3.6d with the approximated value obtained in equation 3.6g gives equation 3.7a

$$A = \frac{2 \cdot \text{IntSI}}{2 \cdot K\rho (M'_{SS} \cdot L) + K\rho [(M_0 - M'_{SS}) \cdot TR \cdot V_{max}]} \quad (3.6\ d)$$

$$A = \frac{2 \cdot \text{IntSI}}{2 \cdot K\rho (M'_{SS} \cdot L) + K\rho (M'_{SS} \cdot a \cdot L)} \quad (3.7\ a)$$

Cancelling out $K\rho[(M_0 - M'_{SS}) \cdot TR]\]

$$A = \frac{2 \cdot \text{IntSI}}{2 \cdot K\rho (M'_{SS} \cdot L) + \frac{P_{max} - K\rho(M'_{SS} \cdot a \cdot L)}{a}} \quad (3.7\ b)$$

Simplifying the equation

$$A = \frac{2 \cdot \text{IntSI} \cdot a}{2 \cdot K\rho(M'_{SS} \cdot a \cdot L) + P_{max} - K\rho(M'_{SS} \cdot a \cdot L)} \quad (3.7\ c)$$

Subtracting $K\rho(M'_{SS} \cdot a \cdot L)$

$$A = \frac{2 \cdot \text{IntSI} \cdot a}{K\rho(M'_{SS} \cdot a \cdot L) + P_{max}} \quad (3.7\ d)$$

Since $K\rho(M'_{SS} \cdot a \cdot L)$ is the central pixel’s intensity at steady state when there is no flow ($P_{SS}$), therefore equation 3.7d can be written as

$$A = \frac{2 \cdot \text{IntSI} \cdot a}{P_{SS} + P_{max}} \quad (3.7\ e)$$
3.3.2.5 Summary of the assumptions made while deriving the IntSI technique for measuring luminal area with a spoiled gradient echo sequence

1. The TOF effect increases with the velocity up to a threshold velocity beyond which no further increase in the TOF effect occurs.
2. When the flip angle is $90^\circ$, spins in the slice will either be completely fresh spins or completely saturated spins.
3. When stationary fluid experiences $90^\circ$ RF pulses and a Cartesian trajectory is used to fill k-space, that the image contrast will be based solely on the steady state signals.
4. The imaged arterial lumen has a cylindrical volume, with a circular cross-sectional area $(A)$ and height of slice thickness $(L)$.
5. All velocities within the slice are less than the threshold velocity.
6. The velocity has a fully formed parabolic profile in which the mean velocity is half of the maximal velocity.
7. The mean velocity within the most central pixel $(V_p)$ can be used as an approximation for $V_{\text{max}}$ provided the pixel-to-luminal area ratio is small.

Assumptions 1, 2 and 3 are based on basic MRI physics, as discussed in chapter 2. Assumption 4 may be violated if the imaging plane is not perpendicular to the long axis of the artery. Assumption 5, 6 and 7 may be violated depending on the velocity during imaging, the pixel area and the luminal area of the vessel imaged. A phantom study was designed to test the reliability of the IntSI technique when assumptions 6 and 7 no longer hold true.

3.3.3 The phantom study

A 3D printed model fabricated by the machine shop of the Sunnybrook Research Institute was used. The model consisted of 12 rigid tubes (A to L) connected in series and attached to a flow pump (Mityflex peristaltic pump model no 913-24127, FL, USA), that had an adjustable flow rate (range 0.47-13.33cc/s). The cross-sectional areas of the tubes were 4.91 mm$^2$, 7.07 mm$^2$, 9.62 mm$^2$, 12.6 mm$^2$, 15.9 mm$^2$, 19.6 mm$^2$, 23.8 mm$^2$, 26 mm$^2$, 28.3 mm$^2$, 33.2 mm$^2$, 35.8 mm$^2$ and 38.5 mm$^2$. The areas were comparable to the brachial and popliteal luminal areas.
There was a smooth transition in diameter between the tubes and the tubes had 7 mm spacing between them in order to prevent flow artifacts from one tube overlapping on the image of another tube. The width of the phantom was 12 cm and this defined the length of the tubes.
The required entrance length for fluid to establish a fully developed parabolic profile was taken into consideration. The entrance length for a fully developed parabolic flow profile \( (l_e) \) was calculated with the formula (Tongpun et al., 2014).

\[
l_e = 0.06 \cdot \text{Re} \cdot D
\]  

(3.8 a)

where \( l_e \) is the entrance length for fully developed laminar flow in cm, \( \text{Re} \) is Reynolds number, and \( D \) is the luminal diameter in cm. Reynolds number was calculated using the formula (Mott, 2006).

\[
\text{Re} = \frac{\bar{v} \cdot D}{k_v}
\]  

(3.8 b)

where \( \bar{v} \) is the mean velocity in cm/s, \( D \) is the luminal diameter in cm, \( k_v \) the kinematic viscosity of water in \( \text{cm}^2/\text{s} \).

The smallest tube (Tube A) had a luminal diameter of 0.25 cm. If the kinematic viscosity of water at 20°C is 0.01 \( \text{cm}^2/\text{s} \), (Vanoni, 2006) and the mean velocity was 25 cm/s in this smallest tube, then the Reynolds number and entrance length for tube A were calculated as 625 and 9.38 cm respectively. At a mean velocity of 25 cm/s within Tube A, the mean velocity within the largest tube (Tube L) will be 3.19 cm/s because velocity is inversely proportional to the luminal area when the flow rate is constant. Therefore, the Reynolds number and entrance length for Tube L will be 223.3 and 9.38 cm respectively.

The tubes were filled with water using the flow pump and the water was recycled through the tubes. Although recycling of fluid during imaging may result in heating and affect the kinematic velocity, we did not expect any significant increase in temperature because the room temperature was controlled. All air bubbles were expelled before imaging commenced. Imaging was performed with a 3T Siemens MRI scanner and a surface coil. The imaging slice was located perpendicular to the tubes and at a distance of 9.5 cm from the origin of the tubes, so that water in the imaging slice would have had a fully developed parabolic flow profile at this point.

### 3.3.3.1 The effect of velocity on area measurements

A spoiled GRE sequence was used for testing the effect of velocity on area measurements. The scan parameters were flip angle: 90°, TR: 20 ms, TE: 4.6 ms, slice thickness: 10 mm, NEX: 1, FOV: 280 mm × 280 mm, matrix: 448 × 448, pixel area: 0.4 mm², scan time: 9.0 s. Based on the
TR and slice thickness, the threshold velocity was 50 cm/s. The upper limit for the range of velocities used for imaging was calculated from a predetermined entrance length and the luminal diameter using equation 3.8c, a derivative of equations 3.8a and 3.8b.

\[ V_{\text{max}} = \frac{2 \cdot k \cdot l}{0.06 \cdot D^2} \]  

Equation 3.8c was used to calculate the highest mean velocity that when combined with an entrance length of 9.5 cm will accommodate a fully formed parabolic flow profile. The number 2 in the equation was included in order to obtain \( V_{\text{max}} \) from the mean velocity since \( V_{\text{max}} \) is twice the mean velocity.

During the experiments, the tube velocities were varied by adjusting the flow rate in incremental steps and in order to ensure that the data acquisition was at a defined flow rate, a five-second pause was introduced between each image acquisition and the flow rate was adjusted during this period.

### 3.3.3.1.1 Effect of velocities compatible with full formed parabolic flow on the IntSI technique

The first experiment was performed to test the effect of velocity on the IntSI technique when the tube velocities were compatible with the entrance length required for parabolic flow and the TOF threshold velocity was not exceeded. Two separate image acquisitions were obtained at different flow rates. The flow rates were values at which the associated tube velocities were compatible with the entrance length of 9.5 cm. The tube velocities did not exceed the threshold of 50 cm/s, a value that was calculated as the quotient of the slice thickness and \( T_R \). To determine the steady state pixel intensity \( (P_{SS}) \), two images were acquired without flow and the maximal luminal pixel intensity from these images was obtained. An average obtained from analysis of the two images of the static fluid was used for \( P_{SS} \) as described subsequently in the post processing section.

### 3.3.3.1.2 The effect of velocity/entrance length mismatch on the IntSI technique (assumption 5)

The second experiment was designed to assess the effect of violating assumption 5, a situation in which the velocity has a blunted parabolic profile because the entrance length is insufficient for the development of a fully formed parabolic profile. Therefore, the mean velocity is greater than
half of the maximal velocity. This will make areas calculated with the IntSI technique unreliable since one of the assumptions made while deriving the equation is that the velocity has a fully formed parabolic profile. For this phase, the flow rate was increased so that the tube velocities were higher than that compatible with a fully developed parabolic flow as calculated with equation 3.8c at the given entrance length and tube diameter. Two images were obtained at different high flow rates.

3.3.3.1.3 Post processing of the MR images

The images were post processed with imageJ (National Institutes of Health, Bethesda, USA). The display contrast and ambient light were kept constant throughout the study. For measuring luminal area using the IntSI technique, a polygonal ROI was used to enclose all pixels that appeared to contain any amount of luminal signals. A polygonal ROI was used rather than a circular ROI because a polygonal ROI offers the operator more flexibility when enclosing luminal pixels. The integrated signal intensity (IntSI) of the ROI was measured by summing the intensities of all the pixels. $P_{\text{max}}$ was determined as the maximal pixel intensity obtained from a polygonal ROI placed within the lumen. $P_{\text{SS}}$ was the value of $P_{\text{max}}$ when the velocity was zero. Each image was processed by the same observer five times and the average of five area measurements was recorded. The luminal areas were calculated using the IntSI technique.

$$A = \frac{2 \cdot \text{IntSI} \cdot a}{P_{\text{SS}} + P_{\text{max}}}$$

(3.7e)

The difference in area measurement between the observed and the known area was calculated as

$$\text{Relative error in area measurement} = \left[ \frac{\text{Observed area} - \text{Known area}}{\text{Known area}} \right] \cdot 100$$

To see the effect of velocity on the accuracy of the IntSI technique based area measurements, the relative error between the observed and expected luminal areas was plotted against the velocity. The mean value of the two images per flow rate was used.

3.3.3.2 The effect of the pixel to luminal area ratio on the measured area (Assumption 7)

To test for the effect when the area ratio is not small and therefore the averaged velocity within the most central pixel ($V_p$) cannot be assumed to be very close to $V_{\text{max}}$, other experiments were
performed using larger pixel areas. Firstly, the pixel area was increased to 1.4 mm\(^2\) using a matrix size of 256 \(\times\) 256 and a FOV of 300 mm \(\times\) 300 mm, while the FOV, flip angle, NEX and TE remained unchanged. This reduced the scan time to 5.6 s. Subsequently, the experiment was repeated a second time using a larger FOV (500 mm \(\times\) 500 mm) while all other parameters remained constant in order to increase the pixel area further to 3.8 mm\(^2\). The images were post processed as described previously and the area measurement errors obtained by comparing the observed luminal area and the known area was also calculated as described previously for each pixel size. The images were not anonymous because the reader could guess the pixel size by visual inspection.

3.3.3.2.1 Post processing of the MR images

IntSI, \(P_{\text{max}}\) and \(P_{\text{SS}}\) were obtained with the method described in section 3.3.3.4.1. Different pixel-to-luminal area ratios were generated using the three pixel sizes (0.4 mm\(^2\), 1.4 mm\(^2\) and 3.8 mm\(^2\)) and the twelve luminal areas. In order to determine when the area ratio has negligible effect on the calculated area, the area measurement error at each point was plotted against the corresponding area ratio.

3.3.3.3 The reliability of area measurements using the IntSI technique versus a pixel counting approach.

In order to determine the reliability of the IntSI technique, areas measured with the IntSI technique were compared with the known luminal areas of the tubes in the flow phantom and also compared with values obtained by the pixel counting approach. For area measurements by pixel counting, an average of five area measurements was recorded.

3.3.4 Statistical analyses

The results were expressed as mean \(\pm\) SD. The intraclass correlation coefficient (ICC) was used to test for agreement between the observed luminal area and the known luminal area. The ICC was calculated for luminal areas measured with the IntSI technique and areas obtained via thresholding and pixel counting respectively. Bland Altman plots were used to assess the presence of systemic bias. The coefficient of repeatability (CR), which is two standard deviations from the mean difference between the observed and known luminal areas was used to estimate
the measurement reliability of each method (Vaz et al., 2013). A sample size of 10 tubes with 5 observations per subject achieves 80% power to detect an intraclass correlation (ICC) of 0.9 under the alternative hypothesis when the null hypothesis is an ICC of 0.7 using an F-test with a significance level of 0.05 (Walter et al., 1998). Therefore, a sample size of 12 tubes was sufficient to meet the sample size requirement for testing the reliability of the IntSI technique. The mean value obtained from five measurements was used for precision. All calculations were carried out using the R Project for Statistical Computing version 3.1.3 (by R Foundation for Statistical Computing, Vienna, Austria).

Lin’s concordance correlation coefficient ($\rho_c$) was used as a measure of the strength of agreement between each measurement technique and the known luminal areas. As the reduced major axis of the data gets closer to the line of perfect concordance, $\rho_c$ increases (Huang et al., 2015). The strength of agreement criteria for $\rho_c$ were as follows: >0.99 for almost perfect agreement; 0.95–0.99 for substantial agreement; 0.90–0.95 for moderate agreement; <0.90 for poor agreement (McBride, 2005).

A two-one-sided t-test (TOST) using the function rTOST in the equivalence package of R was used to test for non-inferiority between areas measured with high resolution at 0.4 mm$^2$ pixels and those with the IntSI technique (0.4 mm$^2$ and 1.4 mm$^2$ pixels) at an alpha of 0.1 and power of 0.8. The null hypothesis was that the IntSI technique (at 0.4 mm$^2$ and 1.4 mm$^2$ pixels respectively) was inferior to pixel counting at 0.4 mm$^2$ pixels, while the alternative hypothesis was that the IntSI technique (at 0.4 mm$^2$ and 1.4 mm$^2$ pixels respectively) was non-inferior to pixel counting at 0.4 mm$^2$ pixels. The margin of similarity was the CR for the mean difference between the known luminal area and areas measured by pixel counting at 0.4 mm$^2$ pixels.

![Image of the lower half of the flow phantom using a spoiled GRE sequence.](image)

Figure 3-5. An image of the lower half of the flow phantom using a spoiled GRE sequence. The image was acquired with pixel area of 1.4 mm$^2$. The 12 lumina appear bright against a dark background on the spoiled GRE sequence.
3.4 Results

3.4.1 Effects of the sequence on the vascular contrast and scan time

Despite using pixels as large as 3.0 mm\(^2\), the scan time for phase contrast imaging was still 24s (Table 3-1). The contrast to noise ratio (CNR) was highest with phase contrast. Although the spoiled GRE sequence had a CNR that was a bit lower than that of phase contrast imaging, the pixel area used for the spoiled GRE sequence was lower than that of phase contrast and the associated scan time was one-third that of the phase contrast sequence (Table 3-1). The spoiled GRE sequence had higher CNR efficiency. It also had a higher CNR efficiency per unit volume, despite the fact that the slice thickness used for the spoiled GRE sequence was smaller than that of the phase contrast sequence (Table 3-1). Therefore, the spoiled GRE sequence was the more suitable technique to use for area measurements with the IntSI technique.

Table 3-1. Pixel areas, CNRs and scan times of the two bright blood sequences in a volunteer.

<table>
<thead>
<tr>
<th></th>
<th>Phase contrast sequence</th>
<th>spoiled GRE sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pixel area (mm(^2))</td>
<td>3.0</td>
<td>1.9</td>
</tr>
<tr>
<td>CNR</td>
<td>727</td>
<td>677</td>
</tr>
<tr>
<td>Scan time (s)</td>
<td>24</td>
<td>7.1</td>
</tr>
<tr>
<td>CNR efficiency (s(^{-1}))</td>
<td>30.3</td>
<td>95.4</td>
</tr>
<tr>
<td>Slice thickness (mm)</td>
<td>5</td>
<td>3.5</td>
</tr>
<tr>
<td>Voxel volume (mm(^3))</td>
<td>15</td>
<td>6.7</td>
</tr>
<tr>
<td>(CNR efficiency)/volume (s(^{-1}).mm(^{-3}))</td>
<td>2.02</td>
<td>14.24</td>
</tr>
</tbody>
</table>
3.4.2 Effect of the velocity and entrance length mismatch on the IntSI technique.

When the velocities were compatible with the entrance length of 9.5 cm (velocity range: 0.7 - 27 cm/s), the difference in area measurement using the IntSI technique was within ±10% of the known area of the tubes (Figure 3-6). When the velocities were incompatible with the entrance length of 9.5 cm (velocity range: 6.9 - 42 cm/s), the difference in the area measurement was significantly higher (Figure 3-6). In all cases, the velocities did not exceed the threshold of 50 cm/s.

Figure 3-6. Box plot showing the effects of velocity and entrance length mismatch on area measurements obtained with the IntSI technique. (a) When the velocities during imaging were compatible with the entrance length, the difference in area measurements obtained with the IntSI technique was between -10% and 10%. (b) When the velocities were incompatible with the entrance length, the difference in area measurement was significantly higher.
3.4.3 Effects of pixel-to-luminal area ratio on the IntSI technique

Figure 3-7 is a plot of various pixel-to-luminal area ratios against the difference in area measurements when the velocities within the tubes were compatible with parabolic flow. There was a linear relationship between the pixel-to-luminal area ratio and the difference in the area measurements. When the pixel-to-luminal area ratio was less than 0.1, the difference between areas calculated with the IntSI technique and the known area was within 10%. As the area ratio increased beyond 0.1, the difference between the known and expected area measurements increased.

![Graph showing the relationship between pixel-to-luminal area ratio and the difference in area measurements.](image)

Figure 3-7. A scatter plot of the relative difference between observed and expected luminal area measurements versus the area ratio with the line of best fit shown. The error bars are ±1SD. For area ratios less than 0.1, the average difference in area measurement was 3.0 ±7.5%.
3.4.4 Reliability of area measures using the IntSI technique versus the pixel counting approach

Figure 3-8 consists of scatter plots of the observed luminal area (IntSI and pixel counting) against the known luminal area, with a reduced major axis included in each graph. The mean difference and coefficients of repeatability (CR) are presented with the Bland-Altman plots and ICCs in figure 3-9. Both area measurement techniques showed poorer values for the CR and ICC as the pixel area increased. When the pixel area used for imaging was 0.4 mm\(^2\) measurements obtained by IntSI technique were in agreement with the known values (Figure 3-9a; mean difference ± CR: 0.34 ± 1.17 mm\(^2\), ICC: 0.998) and they were comparable to that obtained by pixel counting (Figure 3-9b; mean difference ± CR: -0.07 ± 1.12 mm\(^2\), ICC: 0.998). When the pixel area increased to 1.4 mm\(^2\), areas measured with the IntSI technique (Figure 3-9c) (mean difference ± CR: -0.22 ± 1.43 mm\(^2\), ICC: 0.998) were comparable to the IntSI and pixel counting methods at 0.4 mm\(^2\) pixels. Using Lin’s concordance correlation coefficient (\(\rho_c\)) to test for accuracy and precision, pixel counting at 0.4 mm\(^2\) pixels was not better than IntSI technique at 0.4 mm\(^2\) and 1.4 mm\(^2\) pixel areas respectively (Figure 3-8). The pixel counting approach at 1.4mm\(^2\) pixels was less reliable than the methods mentioned above (Figure 3-9d; mean difference ± CR: 0.69 ± 6.15 mm\(^2\), ICC: 0.971). When the luminal area was less than 15 mm\(^2\), measurements obtained by pixel counting at 1.4 mm\(^2\) pixel size were overestimated, with a shift in the reduced major axis to the left from the line of perfect concordance, while the measurements were underestimated when the luminal area was greater than 15 mm\(^2\), with a shift of the reduced major axis to the right (Figure 3-8d).

When the pixel area was 3.8 mm\(^2\), the IntSI technique was less reliable (Figure 3-9e; mean difference ± CR: 5.86 ± 3.93 mm\(^2\), ICC: 0.916, \(\rho_c= 0.955\)) with a shift to the left of the line of perfect concordance (Figure 3-8e). Areas measured with pixel counting at 3.8 mm\(^2\) pixel size were also less reliable (mean difference ± CR: 7.34 ± 6.77 mm\(^2\), ICC: 0.854, \(\rho_c= 0.775\)) than that obtained using smaller pixels (Figure 3-9f).

Non-inferiority testing at an alpha of 0.1 showed that the IntSI technique (at 0.4 mm\(^2\) and 1.4 mm\(^2\) pixel areas respectively) was non-inferior to pixel counting at 0.4 mm\(^2\) pixels (Table 3-2). The margin of similarity for non-inferiority testing was the CR of the known luminal area versus pixel counting at 0.4 mm\(^2\) pixels.
Figure 3-8. Scatter plots of observed area versus the known area using the pixel counting approach and the IntSI technique. (a) and (b) are plots of the known luminal area versus the IntSI technique and pixel counting approaches respectively using 0.4 mm$^2$ pixels. (c) and (d) are plots of the known luminal area versus the IntSI technique and pixel counting approaches respectively using 1.4 mm$^2$ pixels. (e) and (f) are plots of the known luminal area versus the IntSI technique and pixel counting approaches respectively using 3.8 mm$^2$ pixels. LPC is the line of perfect concordance while RMA is the reduced major axis.
<table>
<thead>
<tr>
<th></th>
<th>IntSI @0.4 - Known Area (mm$^2$)</th>
<th>Pcount @0.4 - Known Area (mm$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean bias ± CR (mm$^2$)</td>
<td>0.36 ± 1.04</td>
<td>0.69 ± 1.12</td>
</tr>
<tr>
<td>ICC</td>
<td>0.998 (0.997 - 0.999)</td>
<td>0.971 (0.940 - 0.990)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>IntSI @1.4 - Known Area (mm$^2$)</th>
<th>Pcount @1.4 - Known Area (mm$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean bias ± CR (mm$^2$)</td>
<td>-0.22 ± 1.43</td>
<td>0.69 ± 6.15</td>
</tr>
<tr>
<td>ICC</td>
<td>0.998 (0.997-0.999)</td>
<td>0.971 (0.940-0.990)</td>
</tr>
</tbody>
</table>
**Figure 3-9.** Bland-Altman plots and ICCs (with 95% confidence intervals) of the known luminal area versus area obtained with the IntSI technique (IntSI) and the high resolution/pixel counting approach (Pcount) respectively. (a) and (b) are results for the known luminal area versus the IntSI technique and pixel counting approaches respectively using 0.4 mm$^2$ pixels. (c) and (d) are results for the known luminal area versus the IntSI technique and pixel counting approaches respectively using 1.4 mm$^2$ pixels. (e) and (f) are results for the known luminal area versus the IntSI technique and pixel counting approaches respectively using 3.8 mm$^2$ pixels.

**Table 3-2.** Testing for non-inferiority between the pixel counting (Pcount) technique at 0.4 mm$^2$ pixels and those of the IntSI technique (at 0.4 mm$^2$ and 1.4 mm$^2$ pixels respectively).

<table>
<thead>
<tr>
<th></th>
<th>Mean difference and confidence intervals (mm$^2$)</th>
<th>Se.diff</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.4 IntSI vs 0.4 Pcount</td>
<td>-0.43 (-0.56 to -0.31)</td>
<td>0.10</td>
<td>9.98e-11</td>
</tr>
<tr>
<td>1.4 IntSI vs 0.4 Pcount</td>
<td>0.15 (0.0001 to 0.30)</td>
<td>0.12</td>
<td>1.62e-13</td>
</tr>
</tbody>
</table>
3.5 Discussion

In this chapter, an area measurement technique was developed that does not require spatial resolution as high as that needed for measuring via pixel counting. This alternative approach therefore allows for improved temporal resolution. This method, termed the IntSI technique, measures the luminal area using the integrated signal intensity of the luminal pixels. The technique uses the maximal pixel intensity to adjust for effects of velocity on the integrated signal intensity.

3.5.1 Choosing an appropriate bright blood sequence

Features that were considered when choosing an appropriate bright blood sequence for measuring luminal area with the IntSI technique included temporal resolution, vascular contrast and velocity information. A high temporal resolution is required to enable rapid serial area measurements during FMD studies. Vascular contrast is necessary in order to ensure that signals from adjacent structures like the muscle and fat do not contribute to the integrated signal intensity and result in overestimation of the luminal area. Although the SSFP sequence is routinely used for MRI-FMD, it is unsuitable for measuring area with the IntSI technique because of associated banding artifacts that occur due to field inhomogeneity (Chavhan et al., 2008). These low signal artifacts will confound the linear relationship between velocity and signal intensity, making it difficult to use the signal intensity as an indirect measure of reactive hyperemia. The sequences that were considered included a phase contrast sequence and a spoiled GRE sequence. Phase contrast imaging had good vascular contrast and it contained velocity information but despite using large pixels for imaging, the acquisition time was as long as 24s. Other authors have also noted this limitation of phase contrast imaging (Silber et al., 2005). The spoiled GRE sequence on the other hand had good vascular contrast and the scan time was three times less than that of the phase contrast sequence.

3.5.2 The IntSI technique and assumptions

The IntSI technique for area measurements was derived from an equation that calculates the total MRI signal within the artery on a spoiled GRE sequence (Gao & Liu, 2012). The technique was based on some MRI physics concepts, such as the TOF effect increasing with velocity up to a threshold value beyond which there is no further increase in velocity (Hashemi et al., 2010).
Another concept is that when a tube with flowing spins is subjected to repeated RF pulses on a spoiled GRE sequence using a 90° flip angle, the spins within the slice will either be completely saturated spins or fresh spins that are at equilibrium magnetization (Kim & Parker, 2012). Therefore, it is important that 90° RF pulses are used for imaging with the IntSI technique. In addition, a Cartesian k-space trajectory ensures that the PSS is solely based on the steady state signals. These can be incorporated as part of the protocol for area measurements with the IntSI technique. It is also assumed that the imaged arterial lumen has a cylindrical volume, with a circular cross-sectional area (A) and height of slice thickness (L). The other assumptions made while deriving the IntSI equation are not as straightforward as those mentioned above. These include the presence of a parabolic velocity profile (Zierler & Sumner, 2014) with the velocities being less than the threshold velocity (Hashemi et al., 2010) and the assumption that the mean velocity of the central pixel can be used as a substitute for the maximal velocity provided that the pixel-to-luminal area ratio is small. These other assumptions were tested in a phantom study.

3.5.3 Effect of the velocity profile on the IntSI technique

The fifth assumption made while deriving the IntSI technique was that the velocity profile was a fully formed parabolic type in which the mean velocity is half of the maximal velocity. A parabolic velocity profile is not attained immediately after fluid enters a tube. Rather, the fluid has to travel a distance within the tube before a fully formed parabolic flow profile develops and this distance depends on the tube velocity (Mott, 2006; Tongpun et al., 2014). The flow phantom had a finite length, just like vivo situations where the imaged artery has a finite length. Therefore to test for the effect of a velocity/entrance length mismatch, the tube velocity was varied. The difference in area measurement between the known area and that obtain with the IntSI technique was within the range of -10% to 10%, when the mean velocities in the tubes during imaging were compatible with that requirement for an entrance length of 9.5 cm. When the mean velocity was higher than that compatible with the given entrance length for the development of a fully formed parabolic flow, the difference in the area measurement varied from -2% to 42% (Figure 3-6b).

It was observed that the difference in area measurements increased as the velocity increased. This can be ascribed to a gradual change in the velocity profile from parabolic flow to plug flow at high velocities and it highlights the importance of ascertaining the velocity profile of an artery
when using the IntSI technique to calculate the luminal area. If the velocity profile is a blunted parabola or closer to plug flow, then the calculated luminal area will be overestimated. This is because the mean luminal intensity will be less than expected. Spectral Doppler ultrasound can be used to determine the velocity profile of peripheral arteries (Ade et al., 2012).

3.5.4 Effect of exceeding the threshold velocity on the IntSI technique

The sixth assumption is that the velocities during imaging do not exceed the threshold velocity associated with the TOF effect. When the velocities exceed the threshold there is no further increase in signal intensity with velocity. Therefore, all velocities beyond the threshold velocity are assigned the maximal signal intensity and then the TOF effect no longer has a parabolic profile like the corresponding velocity profile. Rather the profile becomes blunted and this leads to overestimation of the area measurements as shown in Figure 3-6b. When maximal velocity within the slice was higher than the threshold velocity of 50 cm/s, the difference in the area measurement was greater than 10%. This makes it important to ensure when an artery is measured with the IntSI technique, a suitable combination of the slice thickness and TR should be selected for imaging in order to arrive at threshold velocity that can accommodate the maximal possible arterial velocity.

3.5.5 Effect of the pixel-to-luminal area ratio on the IntSI technique

The seventh assumption is that the averaged velocity within the most central pixel \( V_P \) can be used as a substitute for the maximal velocity \( V_{\text{max}} \), provided that the pixel-to-luminal area ratio is small. When the pixel-to-luminal area ratio was varied with all other assumptions upheld, then provided that the pixel-to-luminal area ratio did not exceed 0.1, the difference in luminal area measurements was less than 10% (Figure 3-7). The effect of the pixel-to-luminal area ratio on the IntSI technique was further highlighted with the scatter plots (Figure 3-8). When the pixel size was as large as 3.8 mm\(^2\) the luminal area was over-estimated, with a shift to the left from the line of unity (Figure 3-8e). The overestimation is because when the pixel area is large, the average velocity in the central pixel \( V_P \) is no longer representative of \( V_{\text{max}} \). The minimum baseline diameters of the brachial and popliteal arteries are 2.6 mm and 3.9 mm respectively as seen with ultrasound in children who are at least 8 years old (Ostrem et al. 2014, Sandgren et al. 1998). These correspond to minimum area values of 5.31 mm\(^2\) and 11.95 mm\(^2\) respectively.
Therefore, provided that the pixel areas used for imaging these arteries do not exceed 0.531 mm^2 and 1.195 mm^2 respectively, the difference in the measured areas will not exceed 10%. Interestingly, it is difficult to measure vasodilatation with ultrasound when the vessel diameter is less than 2.5 mm (Sorensen et al., 1995), which means that even in the hands of a skilled sonographer, ultrasound has no advantage over MRI for diameters less than 2.5 mm. However, the likelihood of scanning an artery that small is slim, since the smallest brachial artery should be 2.6 mm in diameter (Ostrem et al. 2014). Although it is preferable to use smaller pixels in order to minimize the difference in area measurement, the use of smaller pixels may compromise temporal resolution and SNR.

3.5.6 Reliability of the IntSI technique

Area measurements using the IntSI technique were semi-automated, without a need to define the luminal boundary. The ROI for intensity measurements was located at a position where there was no luminal signal, so that all the boundary pixels were included in the ROI. This approach provides a means of reducing the effect of partial volume on area calculations. This is unlike the pixel counting approach in which the entire pixel is either included or excluded in the calculated luminal area, leading to measurement errors.

Other automated methods for area measurement have reported measurement error as low as 0.9% using phase contrast imaging (Oyre et al., 1998). Just like the IntSI technique, the authors defined the luminal boundary with three-dimensional paraboloid modeling of the velocity based on assumptions of laminar flow and a circular lumen area (Oyre et al., 1998). Velocity encoding was used to determine $V_{\text{max}}$ and the velocities within pixels at the luminal boundary and a second degree polynomial function was used to calculate the x and y co-ordinates for the circular luminal area. The low measurement error observed using this technique is expected because the pixel area used for imaging was 0.25 mm^2 and the imaged phantom had an internal diameter of 8 mm. If the imaged phantom had a circular lumen, then the luminal area will be 50 mm^2 and the area ratio 0.01. The authors did not specify the required scan time and acknowledged that for smaller luminal areas, a higher resolution will be required to achieve similar results. However, a higher resolution will require a longer scan time. Unlike Oyre et al (1998) the luminal areas used to test IntSI technique were between 4.9 mm^2 to 38.5 mm^2 which are representative of the
brachial and popliteal luminal areas (Sandgren et al., 1998; Ostrem et al., 2014). In another study, that used a pulsatility-based segmentation (PUBS) technique for defining the luminal boundary, the measurement error of a tube with internal diameter of 8 mm was at most 4.8%, while a smaller tube with internal diameter of 5 mm tube was overestimated by 28% (Alperin & Lee, 2003). The author ascribed the high error observed with the smaller tube to partial volume averaging. Despite the wide range of tube sizes used to assess the IntSI technique, the difference in area measurement with the technique did not exceed 10%, even when the luminal diameter was 5 mm or less, provided that area ratio was below 0.1 (Figure 3-7). This shows that partial volume averaging has less effect on area measurement with the IntSI technique as opposed to the pixel counting approach. With the IntSI technique, the partial volume of the edge pixels are included in the area calculations unlike with pixel counting where edge pixels are included or excluded from the area measurements based on whether their signal intensity values are above or below the threshold.

3.5.7 Comparing the IntSI technique with pixel counting

The accuracy and precision of the IntSI technique were compared with a pixel counting method for area measurements using different spatial resolutions. This was done in order to demonstrate that for a given pixel area, the IntSI technique is more reliable than pixel counting for a pixel area. It was also of interest to determine how large the pixel area can be when measuring the lumen with the IntSI technique and still obtain results comparable with pixel counting, so that the scan time could be shortened using moderately sized pixels for imaging. The reliability of area measurements using the IntSI technique at a pixel area of 1.4 mm$^2$ ($\rho_c = 0.999$) was comparable with that of pixel counting at the higher resolution of 0.4mm$^2$ pixel area ($\rho_c = 0.999$) (Figure 3-8). Increasing the pixel area from 0.4 mm$^2$ to 1.4 mm$^2$ led to a decrease in scan time from 9.0 seconds to 5.6 seconds. This decrease in scan time provides an opportunity to improve the temporal resolution during an FMD study.

This chapter demonstrates that it is possible to obtain reliable luminal area measurements with the IntSI technique using moderately sized pixels. The lower spatial resolution provides an opportunity to improve the temporal sampling frequency.
3.6 Supplementary Methods

This section explains why the mean velocity within a radius defined by the central pixel \((V_p)\) can be substituted for \(V_{\text{max}}\) when the pixel to luminal area ratio is small, as referred to on page 14.

If the luminal radius is \(R\) and the maximal velocity is \(V_{\text{max}}\), then the velocity at a point with radius \((r)\) from the center of the lumen is given below (Cengel & Cimbala, 2006).

\[
V_r = V_{\text{max}} \left( 1 - \frac{r^2}{R^2} \right)
\]  

(S3 - 1)

Figure 3-10. An illustration of the luminal area \((A)\) with radius \((R)\) and a small circular area \((a)\) with radius \((r)\).

If \(r\) is the radius from the center of the lumen to the boundary of a central voxel’s cross-section, then the velocity at radius \((V_r)\) can be calculated using equation S3-1 above.

If the central pixel defines the radius of interest, the mean velocity within the central pixel \((V_p)\) can be obtained by integrating all the velocities within that radius.

Equation S3-1 can also be expressed as a ratio of the central voxel’s cross-sectional area \((a)\) to the cross-sectional area of the lumen \((A)\) by multiplying with \(\pi\).

\[
V_r = V_{\text{max}} \left( 1 - \frac{a}{A} \right)
\]  

(S3 - 2)

As \(a\) gets smaller, \(V_r\) gets closer to \(V_{\text{max}}\).
Chapter 4  Popliteal artery spectral Doppler waveform analysis for in vivo adaptation of the IntSI technique
4.1 Abstract

Objective: To adapt the IntSI technique for in vivo measurements by assessing the spectral Doppler waveform of the artery.

Background: The IntSI technique measures luminal area as a function of the integrated signal intensity of the luminal pixels. This technique was shown in Chapter 3 to produce accurate results in a controlled setting using flow phantoms. Before applying this method in vivo, it is important to consider whether the assumptions made while deriving the technique hold true for arterial flow. Spectral Doppler analysis provides a means of assessing the assumption that the velocity profile is parabolic. It also makes it possible to determine \( V_{\text{max}} \) during the low flow rates of diastole and at different physiological states. Once \( V_{\text{max}} \) is known, the TOF threshold velocity can be calculated by modifying the slice thickness and TR so that we do not violate the assumption that \( V_{\text{max}} \) is less than the threshold value. The pixel intensity at steady state (P\(_SS\)) is required for measurements with the IntSI technique. Spectral Doppler analysis provides an opportunity to assess the time averaged velocity during diastole in an unperturbed artery. If this is close to zero, and the flip angle used for MR imaging is 90°, then data acquired during this period can be used as P\(_SS\).

Methods: To assess if the popliteal artery has a parabolic velocity profile, spectral Doppler analysis of the popliteal artery was performed on 10 healthy volunteers at rest, during distal occlusion and during reactive hyperemia. To determine what the TOF threshold velocity should be, the time averaged maximal velocity (TAV\(_{\text{max}}\)) during diastole was calculated. To assess if MRI data acquired during diastole in an unperturbed artery can be used as P\(_SS\), the diastolic time averaged mean velocity (TAV\(_{\text{mean}}\)) at baseline was obtained.

Results: Spectral Doppler analysis showed that the popliteal artery had a blunted parabolic flow profile with a \( V_{\text{mean}}/V_{\text{max}} \) ratio of 0.6 when averaged over diastole. The highest velocities at diastole occurred during hyperemia with a TAV\(_{\text{max}}\) up to 23.55 cm/s. In unperturbed arteries TAV\(_{\text{mean}}\) during diastole was -1.07 \( \pm \) 1.05 cm/s.

Conclusion: The IntSI technique may be used to measure the luminal area of the popliteal artery if adjustments are made for the blunted parabolic profile. MRI data acquired during diastole in an unperturbed artery (P\(_B\)) can be used as the steady state pixel intensity (P\(_SS\)) if signals from the first RF pulses of each segment are excluded from data used to determine the image contrast and adjustments are made for the small net retrograde flow that occurs during data acquisition.
4.2 Introduction

In Chapter 3, the integrated signal intensity (IntSI) technique was demonstrated as an accurate method for obtaining the luminal area in flow phantoms. The technique measures the luminal area as a function of the integrated signal intensity of luminal pixels. It adjusts for the effect of velocity on the signal intensity using the most central pixel’s intensity (with and without flow). The technique is based on certain assumptions and it is necessary to test if these assumptions hold true in peripheral arteries. The assumptions include:

1) The arterial velocity has a fully formed parabolic profile in which the mean velocity is half of the maximal velocity;
2) The maximal velocity ($V_{max}$) during data acquisition is less than the TOF threshold velocity; and
3) The averaged velocity within the most central pixel ($V_p$) can be used as a substitute for $V_{max}$ provided the pixel-to-luminal area ratio is small.

The popliteal artery was used to test the IntSI technique in vivo rather than the brachial artery which is the commonly used artery for ultrasound FMD function (Deanfield et al., 2007; Stoner et al., 2013). Reasons for using the popliteal artery include its anatomic advantage. The artery lies close to the midline therefore is expected to produce homogeneous MR signals when placed within the bore of the magnet since local field inhomogeneities increase with distance from the center of the magnet (Brix et al., 2008). Popliteal imaging offers a means of scanning patients with claustrophobia because the patient can be placed feet first into the bore and the head will be free of the confined space. Another reason for testing the IntSI equation with the popliteal artery is that atherosclerosis is seen more often in the lower limbs (Laredo & Lee, 2008). Therefore, developing an MRI-FMD technique that can identify dysfunction in the artery before structural damage occurs may be useful in those at risk for atherosclerosis.

4.2.1 The assumption of parabolic flow in the popliteal artery

The IntSI technique is based on an assumption that peripheral arteries have parabolic flow profiles with the mean velocity ($V_{mean}$) being half of the corresponding maximal velocity ($V_{max}$) at each time point (Ade et al. 2012). However, it is not clear if this is the case with the popliteal artery. As discussed in Chapter 2, the blood has to travel a distance from the origin of an artery before the velocity profile becomes a fully formed parabolic type. This distance called the
“entrance length” increases with the Reynolds number, the luminal diameter and blood velocity. Apart from the viscous forces that explain the parabolic flow profile, arterial flow also experiences inertial forces because arterial flow is pulsatile in nature (Womersley, 1955). The Womersley number (α) is a dimensionless number used to define the relationship between these two forces and characterize the flow profile (Womersley, 1955).

If the length of the popliteal artery is less than the required entrance length, the flow profile in the artery will not develop into a fully formed parabolic type; rather, the velocity profile will be blunted with the $V_{\text{mean}}/V_{\text{max}}$ ratio greater than 0.5 (Zierler & Sumner, 2014). Since the TOF effect varies with velocity, if the velocity profile is blunted, the TOF effect will have a blunted parabolic profile also and the areas calculated using the IntSI technique will be overestimated. This is because the central pixel intensity, which is the denominator in the IntSI equation, will be less than it should be. Spectral Doppler ultrasound can be used to determine the velocity profile of the popliteal artery (Ade et al., 2012).

4.2.2 The assumption that the maximal velocity in the popliteal artery does not exceed the TOF threshold velocity

Unlike the phantom study in which the flow is continuous, flow within an unperturbed peripheral artery is triphasic, with a high forward flow in the first phase, which corresponds to late systole. The second phase occurs during early diastole and consists of retrograde flow due to distal peripheral resistance while the third phase in mid diastole shows anterograde flow following the closure of the aortic valve (Scissons, 2008). The arterial size also varies with the cardiac cycle, with maximal distension occurring during the forward flow of late systole (Chuang et al., 2002). To reduce the effect of cardiac cycle-related variations on the arterial size, conventional MRI-FMD studies use ECG gating with diastolic trigger delay (Sorensen et al., 2002; Leeson et al., 2006). These studies acquire data during a diastolic window and several cardiac cycles are required to fill up all the lines in k-space. Imaging during diastole is also suitable for area measurement with the IntSI technique, partly to avoid cardiac cycle based variations in the luminal area as highlighted above. Diastolic gating is also important because of the assumption made while deriving the IntSI technique that the threshold velocity associated with the TOF effect is not exceeded (Hashemi et al., 2010). With diastolic gating, the high velocities of systole are avoided during MR data acquisition and imaging occurs during the slower velocities of
diastole. Diastolic gating is also useful during hyperemia because the average diastolic velocity during hyperemia is usually much lower than the averaged systolic velocity (Osada & Radegran, 2005).

Once the threshold velocity is exceeded, any additional increase in velocity will not lead to an increase in the signal intensity of centrally located pixels. However, with a parabolic velocity profile, flow close to the vessel wall will not attain the threshold velocity as fast as the central flow does, due to frictional forces. This means that luminal pixels close to the vessel wall will still show increased signal intensity with velocity. Therefore, the integrated TOF effect in the lumen will become a blunted paraboloid and the mean luminal TOF effect will be greater than half of the maximal value. This is undesirable because area measurements using the IntSI technique will then be overestimated since the method assumes that the mean TOF effect is half of the maximal value. Spectral Doppler analysis can be used to determine the highest possible velocity that may occur during diastole in order to select a slice thickness that will result in an appropriate threshold velocity (Kim & Parker, 2012).

4.2.3 The pixel intensity when there is no flow during imaging

When stagnant fluid in the phantom is imaged with a spoiled GRE sequence using a 90° flip angle, the signal detected after the first RF pulse will be at the maximal value (M₀) and signals detected after subsequent RF pulses will be at the lowest value (M’ss). Unlike the phantom study, central pixel intensity during arterial imaging may not be at steady state even when there is no flow during image acquisition. This is because the data is obtained over several cardiac cycles. During the systolic phase of each cardiac cycle, there will be a forward flow of fully magnetized spins into the slice. If the diastolic trigger delay is long enough, the slice will be completely re-filled with fresh blood and the first RF pulse at each new cardiac cycle will produce signals at M₀. The center of k-space contains image contrast information and the bright signal from the first RF pulse may or may not contribute to the image contrast, depending on the trajectory used to fill k-space (Perrin, 2013). If a radial or spiral trajectory is used to fill k-space and image contrast is determined from more than two or more cardiac cycle segments, then the bright signals from the first RF pulse of the second and subsequent cardiac cycle segments will make the pixel intensity when there is no flow higher than Pss. This increase in signal intensity can be avoided if a Cartesian trajectory is used for filling k-space and data from each segment is
Figure 4-1. Cardiac gating with a diastolic trigger delay ensures that imaging does not occur during the high velocities of systole. However, if the R-R interval is long enough, the slice is completely refilled with fresh blood and the signal produced after the first RF pulse in each cardiac cycle will be at the highest value ($M_0$). When there is retrograde diastolic flow, the measured signal will be less than $M'_{ss}$ due to the effect of the venous suppression band and during anterograde diastolic flow, it will be higher than $M'_{ss}$ due to fresh blood in the slice. Therefore, the intensity of the central pixel will depend on the direction of flow when the center of k-space is filled since the center of k-space contains contrast information.
spaced out at intervals in k-space. In this situation, all the bright signals at $M_0$ will be at the periphery and steady state signals will be at the center of k-space. So the image contrast will be based on the steady state signal and image contrast will not be affected by the number lines required to fill the center of k-space because each line at the center of k-space will be filled by signals at steady state.

Another challenge with arterial imaging is that there is flow during diastole, with a brief period in which there is no flow just before the next cardiac cycle. Since the diastolic period within which there is no flow is very brief, depending on the TR, this period may be insufficient for MR data acquisition. The data acquisition window may be widened to include the back and forth diastolic flow but this may lead to inaccuracy in estimating $P_{SS}$. If a Cartesian trajectory is used to fill k-space with the lines filled up at intervals within k-space, and the center of k-space happens to be filled during the retrograde portion of the cardiac cycle, the central pixel’s intensity will be less than $P_{SS}$ due to the presence of a venous saturation band. This saturation band is usually placed distal to the imaging plane during MR angiography in order to saturate adjacent venous signals, but this may also lead to saturation of signals from the retrograde blood entering the slice.

The presence of saturated blood within the central voxel will reduce the intensity of signals detected from the voxel. Conversely, if the center of k-space is filled during the anterograde diastolic flow, the central pixel’s intensity will be higher than $P_{SS}$, because of the entrance of fresh blood into the slice during imaging. Therefore, depending on the phase(s) of the cardiac cycle during which the center of k-space is filled and the amount of lines in k-space used to determine the image contrast, the central pixel’s intensity may be less than or greater than $P_{SS}$. Spectral Doppler analysis may be used to estimate the duration of the different phases of diastole.

The aims of this chapter were:

1) to determine if the velocity profile of the popliteal artery is parabolic;
2) to determine the time averaged mean velocity during hyperemia in order to determine the threshold velocity given a fixed slice thickness and repetition time (TR);
3) to determine the time averaged velocity during diastole in an unperturbed artery.
4.3 Materials and Methods

4.3.1 Theoretical calculation for the highest velocity compatible with a given entrance length for parabolic flow in the popliteal artery

In chapter 2, the entrance length for parabolic flow in a pulsatile artery \( l_e \) was calculated as

\[
l_e = 0.3 \cdot \text{Re} \cdot \frac{R}{\alpha}
\]  

(4.1)

Where \( \text{Re} \) is Reynolds number, \( R \) is the radius of the arterial lumen and \( \alpha \) is the Womersley number of the specific artery. The Reynolds number can be calculated as (Mott, 2006)

\[
\text{Re} = \frac{V_{\text{max}} \cdot (2R)}{2 \cdot k_v}
\]  

(4.2)

where \( V_{\text{max}} \) is the maximal velocity in cm/s, \( R \) is the luminal radius in cm, \( k_v \) the kinematic viscosity of water in cm²/s.

Substituting for \( \text{Re} \) in equation 4.1 with equation 4.2 and solving for \( V_{\text{max}} \) gives equation 4.3, which can be used to calculate the maximal velocity compatible with a given entrance length for parabolic flow.

\[
V_{\text{max}} = \frac{l_e \cdot k_v \cdot \alpha}{0.3 \cdot R^2}
\]  

(4.3)

The popliteal artery has a Womersley number of 4 (Hoskins & Hose, 2017). The artery measures 19.11 ± 3.47 cm (Ozgur et al., 2009) from its origin at the adductor hiatus to its termination at the origin of the anterior tibial artery, while the maximum diameter of the popliteal artery is 9.6 mm (Sandgren et al., 1998). To avoid turbulent flow during imaging, if the velocity profile is sampled 2 cm above the termination of the popliteal artery, then the entrance length for parabolic flow profile will be an average of 17.11 cm. At an arterial diameter of 9.6 mm, the highest velocity compatible with an entrance length of 17.11 cm was calculated as 11.33 cm/s using equation 4.3. At a more realistic diameter of 6 mm (Sandgren et al., 1998), the highest velocity compatible with the entrance length of 17.11 mm is 25.18 cm/s. Therefore, depending on the arterial diameter, blood velocity and required entrance length for parabolic flow, the velocity profile may not be parabolic in the popliteal artery.
4.3.2 Subject selection and control of factors that affect reactive hyperemia

Ten young adult male volunteers with ages ranging between 19-27 years had their popliteal arteries assessed with spectral Doppler ultrasound. Informed consent was obtained from each volunteer and ethics approval was obtained from the Sunnybrook Health Sciences Centre Research Ethics Board. In order to ensure that the hyperemic velocities measured were reflective of the normal values expected in the popliteal artery; potential volunteers at risk for microvascular dysfunction were excluded from the study. These include those with a history of cardiovascular disease, dyslipidemia or diabetes. Smokers were not included in the study given that smoking is associated with microvascular dysfunction (Fujii et al., 2013).

Subjects were scanned in a temperature controlled room after a period of rest because reactive hyperemia is lessened in cold environments (Widlansky et al., 2007).

4.3.3 The Ultrasound technique

A Philips iU22 Ultrasound system (Philips Healthcare, Andover, MA, USA) at the Diagnostic Imaging Department of Sunnybrook Health Sciences Centre was used for the ultrasound study. Each subject was positioned prone on an examination couch with the pneumatic cuff of an aneroid sphygmomanometer (D.E. Hokanson Inc., Bellevue, WA USA) placed on just above the ankle for distal occlusion. A linear array 9-3 MHz transducer was used to image the artery. The ultrasound probe was positioned in the popliteal fossa behind the knee. Spectral Doppler imaging was performed using pulse wave Doppler at an insonation angle of 60° and a frequency of 3.5MHz. The sonographer manipulated the transducer using the heel-to-toe technique to ensure the ultrasound beam was at an angle of 60° to the long axis of the popliteal artery (Lee, 2014). The area had an average depth of 3.4 cm from the skin surface. To avoid turbulent flow, the sample volume was positioned 2 cm above the origin of the anterior tibial artery (Tindall et al., 2006).

The sample volume was expanded from wall-to-wall in order to include all velocities within the lumen. The average length of the Doppler sampling volume was 6 mm. In cases of aliasing, a wrap-around artifact that occurs when the maximum velocity in the imaging plane exceeds the velocity scale, the scale was adjusted so that high velocities were correctly represented above the
baseline (Pozniak et al., 1992). To assess the velocity profile at baseline, a spectral Doppler tracing of the unperturbed artery was obtained and then the cuff was inflated to 240 mmHg for 5 minutes. To assess the velocity profile when there is distal occlusion, another spectral Doppler tracing was obtained one minute before the cuff was released. Then a final tracing was obtained when the cuff was released in order to assess the velocities during reactive hyperemia. For each stage, data was acquired over three cardiac cycles.

![Schematic drawing of spectral Doppler tracing at baseline and during hyperemia](image)

**Figure 4-2. A schematic drawing of the spectral Doppler tracing at baseline and during hyperemia respectively.** The ECG tracing lies above the Doppler waveform, while the direction of flow in the vessel is illustrated above the ECG tracing. For velocities above the zero baseline, $V_{\text{max}}$ is represented by the upper bound of the Doppler waveform envelope while it is represented by the lower bound for velocities less than zero. The black line represents $V_{\text{mean}}$. The proposed MR signal acquisition window is the diastolic phase of the cardiac cycle. At baseline, diastole includes a retrograde phase (2), an anterograde phase (3) and a phase in which there is no flow (4).

### 4.3.4 Post processing

The vessel diameter was measured with electronic callipers provided with the scanner. The callipers were placed at the luminal intima boundaries of the near and far walls of the artery and the average of three measurements was recorded. The spectral Doppler waveforms at different hemodynamic states were analyzed to obtain the time averaged velocities (TAV) and velocity
profiles at the different states. The time averaged maximal velocity ($TAV_{\text{max}}$) of a given cardiac cycle was calculated as the integral of the magnitude of $V_{\text{max}}$ over the cardiac cycle divided by the R-R interval (Ade et al., 2012). For anterograde velocities, $V_{\text{max}}$ at each time point was defined by the upper boundary of the spectral envelope as shown in figure 4-2, while for retrograde velocities, $V_{\text{max}}$ at each time point was defined by the lower boundary of the spectral envelope. To calculate $TAV_{\text{max}}$, the spectral Doppler waveform was converted to a binary image in ImageJ (US National Institutes of Health, Bethesda, MD, USA) and the area under the curve for positive velocities and the area above the curve for negative velocities were summed and then divided by the R-R interval (Ballyns et al., 2011) as shown in figure 4-3a.

The time averaged intensity weighted mean velocity ($TAV_{\text{mean}}$) of the cardiac cycle (Evans et al., 1989; Young, 2011) is represented by the black line in Figure 4-2 and it was obtained as follows: a matrix of the intensities of all velocities over the entire cardiac cycle was exported into an excel spreadsheet (Figure 4-3b) using a macro in imageJ (Rasband, 2005). The pixel intensities were representative of the amount of blood particles moving at that velocity. The total number of particles moving at a given time point was calculated by summing up all the pixels at that time point. The sum of the velocities of all particles at a given time point was obtained by multiplying each pixel value by the corresponding velocity and the average velocity at each time point was calculated. Subsequently, $TAV_{\text{mean}}$ was calculated by dividing the sum of the average velocity at each time point in a cardiac cycle by the R-R interval. $TAV_{\text{max}}$ and $TAV_{\text{mean}}$ were also computed for the anterograde and retrograde portion of the tracing as well as the entire diastolic period. The $TAV_{\text{mean}}$ and $TAV_{\text{max}}$ values were calculated as the mean of three cardiac cycles and the corresponding $TAV_{\text{mean}}/TAV_{\text{max}}$ ratios were also calculated. A parabolic profile was one in which the velocity ratio was 0.5. Ratios greater than 0.5 but less than 1.0 were termed blunted parabolic profiles (Ade et al., 2012).
Figure 4-3. Post processing to obtain $TAV_{\text{max}}$ and $TAV_{\text{mean}}$. (a) is a binary image of a spectral Doppler waveform. $TAV_{\text{max}}$ was calculated by adding the area under the curve for positive velocities ($x$ and $z$) with the area above the curve for negative velocities ($y$) and then divided by the R-R interval. (b) is a matrix of the pixel intensities of all velocities over a cardiac cycle. The $TAV_{\text{mean}}$ was calculated from this matrix. The pixel intensities representing the x-axis were not included in the calculations.

4.3.5 Statistical analyses

The waveforms of three cardiac cycles were analyzed on each spectral Doppler tracing obtained at baseline, during distal occlusion and during reactive hyperemia. The data obtained was presented as mean±SD. $TAV_{\text{mean}}$ was plotted as a function of $TAV_{\text{max}}$ during the various portions of the cardiac cycle and at the three physiological states. To compare $TAV_{\text{mean}}/TAV_{\text{max}}$ ratio during the three physiological states with the values of 0.5, expected for fully developed parabolic flow, an independent one-tailed t-test was used.
4.4 Results

In the resting state, the popliteal artery had a triphasic waveform: forward flow occurred during systole, while retrograde flow followed by anterograde flow occurred at diastole. Then there was an intervening pause with little to no flow before the next waveform (Figure 4-3a). Sometimes retrograde flow occurred again after the anterograde diastolic flow, giving a quadriphasic waveform which may be seen in lower extremity arteries at rest (Hussain et al., 1996). This second retrograde flow during diastole was in two volunteers at baseline and in five volunteers at the distal occlusion phase (Figure 4-3b). This second retrograde flow was included when calculating the time averaged velocities during diastole and during the entire cardiac cycle. During hyperemia, the flow velocities increased, and waveform changed from triphasic to monophasic with continuous anterograde flow (Figure 4-3c). The baseline diameter was 5.56 ± 0.67 mm, while the maximal diameter post reactive hyperemia was 5.84 ± 0.69 mm.

4.4.1 The velocity profile of the popliteal artery

At baseline the $TAV_{\text{mean}}/TAV_{\text{max}}$ ratio was 0.60 during diastole which is the proposed MR signal acquisition window, while it was 0.68 for the entire cardiac cycle (Table 4.1). During cuff inflation, the $TAV_{\text{mean}}/TAV_{\text{max}}$ ratio was 0.62 for the proposed MR signal acquisition window and 0.68 for the entire cardiac cycle (Table 4.1). During hyperemia, the velocity ratio was 0.61 within the proposed MR signal acquisition window while it was 0.67 for the entire cardiac cycle. The $TAV_{\text{mean}}/TAV_{\text{max}}$ ratios during the proposed MR signal acquisition window were different from the expected ratio of 0.5 with p values less than 0.05.

4.4.2 The maximum time averaged velocity for the threshold value

The maximal velocities occurred during hyperemia. The $TAV_{\text{max}}$ and $TAV_{\text{mean}}$ during the diastole were $17.51 \pm 6.04$ cm/s and $10.87 \pm 4.10$ cm/s respectively, with upper limits for the $TAV_{\text{max}}$ and $TAV_{\text{mean}}$ being $26.26$ cm/s and $18.38$ cm/s respectively. $TAV_{\text{max}}$ and $TAV_{\text{mean}}$ during the entire cardiac cycle were $22.96 \pm 6.36$ cm/s and $14.37 \pm 6.17$ cm/s, with $31.38$ cm/s and $24.35$ cm/s being the upper limit for $TAV_{\text{max}}$ and $TAV_{\text{mean}}$ during entire cardiac cycle respectively.
4.4.3 The time averaged velocity at baseline for the steady state value

The TAV\textsubscript{max} and TAV\textsubscript{mean} of the unperturbed artery averaged over diastole were -1.60 ± 1.56 cm/s and -1.07 ± 1.04 cm/s respectively while the TAV\textsubscript{max} and TAV\textsubscript{mean} averaged over the cardiac cycle were 5.06 ± 2.07 cm/s and 3.43 ± 1.40 cm/s respectively (Table 4-1).

Spectral Doppler analysis showed that in an unperturbed artery, the interval between the R wave and the onset of the spectral waveform was 202.13 ± 6.37 ms. The systolic flow lasted 229.58 ± 8.79 ms, the retrograde diastolic phase lasted about 188.80 ± 7.46 ms and the anterograde diastolic phase lasted 253.52 ± 15.53 ms (Table 4-2).

![Spectral Doppler ultrasound of the popliteal artery.](image)

**Figure 4-3. Spectral Doppler ultrasound of the popliteal artery.** (a) is a duplex ultrasound image showing a pulsatile popliteal spectral Doppler tracing in an unperturbed artery. The sample volume was placed within the lumen at an insonation angle of 60° (b) shows an uncommon second retrograde diastolic flow (white arrow) that is sometimes seen during cuff inflation. (c) is the hyperaemic phase during which there is forward flow in throughout the entire cardiac cycle.
Table 4-1. Velocities for different phases of the cardiac cycle at baseline, during cuff inflation and during reactive hyperemia.

<table>
<thead>
<tr>
<th></th>
<th>TAV&lt;sub&gt;max&lt;/sub&gt; [cm/s] mean ± SD</th>
<th>TAV&lt;sub&gt;mean&lt;/sub&gt; [cm/s] mean ± SD</th>
<th>V&lt;sub&gt;mean&lt;/sub&gt;/V&lt;sub&gt;max&lt;/sub&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>At Baseline</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Systolic flow</td>
<td>25.06 ± 6.92</td>
<td>16.01 ± 7.02</td>
<td>0.77 ± 0.050</td>
</tr>
<tr>
<td>Diastolic retrograde flow</td>
<td>-12.12 ± 3.80</td>
<td>-6.79 ± 3.73</td>
<td>0.60 ± 0.03</td>
</tr>
<tr>
<td>Diastolic anterograde flow</td>
<td>6.66 ± 2.02</td>
<td>3.74 ± 1.11</td>
<td>0.60 ± 0.07</td>
</tr>
<tr>
<td>2&lt;sup&gt;nd&lt;/sup&gt; retrograde diastolic flow*</td>
<td>-4.57 ± 1.62</td>
<td>-3.24 ± 0.96</td>
<td>0.62 ± 0.07</td>
</tr>
<tr>
<td>Averaged over diastole</td>
<td>-1.60 ± 1.56</td>
<td>-1.07 ± 1.05</td>
<td>0.60 ± 0.14</td>
</tr>
<tr>
<td>Averaged over the cardiac cycle</td>
<td>5.06 ± 2.07</td>
<td>3.43 ± 1.40</td>
<td>0.68 ± 0.07</td>
</tr>
<tr>
<td><strong>During cuff inflation</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Systolic flow</td>
<td>24.16 ± 7.44</td>
<td>15.91 ± 5.02</td>
<td>0.66 ± 0.09</td>
</tr>
<tr>
<td>Diastolic retrograde flow</td>
<td>-13.99 ± 3.95</td>
<td>-8.31 ± 1.92</td>
<td>0.48 ± 0.12</td>
</tr>
<tr>
<td>Diastolic anterograde flow</td>
<td>6.49 ± 3.50</td>
<td>3.74 ± 2.06</td>
<td>0.58 ± 0.05</td>
</tr>
<tr>
<td>2&lt;sup&gt;nd&lt;/sup&gt; retrograde diastolic flow**</td>
<td>-4.79 ± 2.36</td>
<td>-3.05 ± 1.81</td>
<td>0.62 ± 0.24</td>
</tr>
<tr>
<td>Averaged over diastole</td>
<td>-2.98 ± 0.10</td>
<td>-1.83 ± 0.62</td>
<td>0.62 ± 0.15</td>
</tr>
<tr>
<td>Averaged over the cardiac cycle</td>
<td>15.91 ± 5.02</td>
<td>1.92 ± 1.31</td>
<td>0.68 ± 0.12</td>
</tr>
<tr>
<td><strong>During Hyperemia</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Systolic flow</td>
<td>33.01 ± 7.20</td>
<td>23.25 ± 5.25</td>
<td>0.70 ± 0.07</td>
</tr>
<tr>
<td>Averaged over diastole</td>
<td>17.51 ± 6.04</td>
<td>10.87 ± 4.09</td>
<td>0.61 ± 0.08</td>
</tr>
<tr>
<td>Averaged over the cardiac cycle</td>
<td>22.95 ± 6.36</td>
<td>14.47 ± 6.05</td>
<td>0.67 ± 0.16</td>
</tr>
</tbody>
</table>

*Only 3 volunteers had 2<sup>nd</sup> retrograde diastolic flow when the artery was at rest
**Only 5 volunteers had a 2<sup>nd</sup> retrograde flow during distal occlusion
Table 4-2. Duration of the different phases of the popliteal waveform in an unperturbed artery

<table>
<thead>
<tr>
<th>Event</th>
<th>Time [ms]</th>
</tr>
</thead>
<tbody>
<tr>
<td>From R wave to start of systolic flow</td>
<td>202.13 ± 6.37</td>
</tr>
<tr>
<td>Duration of systolic flow</td>
<td>229.58 ± 8.79</td>
</tr>
<tr>
<td>From R wave to the start of diastolic flow</td>
<td>447.35 ± 17.58</td>
</tr>
<tr>
<td>Duration of diastolic retrograde flow</td>
<td>188.80 ± 7.46</td>
</tr>
<tr>
<td>Duration of diastolic anterograde flow</td>
<td>253.52 ± 15.53</td>
</tr>
<tr>
<td>Duration of diastole</td>
<td>699.16 ± 25.87</td>
</tr>
<tr>
<td>Duration of the entire cardiac cycle</td>
<td>928.75 ± 33.32</td>
</tr>
</tbody>
</table>
Figure 4-4. Scatter plots of $TAV_{\text{mean}}$ against $TAV_{\text{max}}$ at baseline (a), during distal occlusion (b) and during reactive hyperemia (c). The dataset in each graph was divided into the systolic phase, the retrograde portion of diastole (D. Retrograde), the anterograde portion of diastole (D. Anterograde) and the second retrograde portion of diastole ($2^{\text{nd}}$ D. Retrograde). A line of unity was included for plug flow (slope =1) and another line was included for fully developed parabolic flow (slope=0.5).
4.5 Discussion

This chapter explores whether some of the assumptions made while deriving the IntSI technique for measuring the luminal area hold true in vivo. Spectral Doppler analysis provided an opportunity to test the assumptions that: 1) the velocity profile in the popliteal artery is parabolic with the mean velocity being half of the maximal velocity, and 2) the maximal velocity ($V_{\text{max}}$) during data acquisition is less than the TOF threshold velocity. In addition, with spectral Doppler, it was possible to determine whether MR data obtained during diastole in an unperturbed artery can be used as the steady state MR signal intensity value.

4.5.1 The assumption of parabolic flow in the popliteal artery

From theoretical calculations, the highest velocity compatible with the entrance length of 17.11 cm in an artery 6 mm in diameter was 25.18 cm/s. The entrance length was based on the assumption that the velocity profile was sampled at a distal location just 2 mm above the termination of the popliteal artery, in order to get the longest possible entrance length and avoid turbulence at the bifurcation. Baseline and maximal post hyperemic measurements of the popliteal arterial diameter in this present study agreed with the theoretical value of 6mm. The $TAV_{\text{max}}$ during the diastolic phases of the waveform did not exceed the theoretical upper limit of 25.18 cm/s at baseline during distal occlusion or post reactive hyperemia. The velocity ratio was calculated at rest, during cuff inflation and during reactive hyperemia using the quotient of the time averaged mean velocity ($TAV_{\text{mean}}$) and the time averaged maximal velocity ($TAV_{\text{max}}$). When parabolic flow is present, the $TAV$ ratio should be 0.5. In an unperturbed artery, the velocity ratio was $0.77 \pm 0.050$ at systole and $0.60 \pm 0.14$ when averaged over diastole, the proposed data acquisition period. Similar results were observed during distal occlusion and during reactive hyperemia despite imaging away from the bifurcation of the popliteal artery.

A reason for the blunted parabolic profile may be that distance from the arterial origin to the imaging site was not up to the entrance length required for fully developed parabolic flow. Another reason could be that the popliteal artery has small muscular branches and the presence of turbulence at these locations leads to a blunted parabolic velocity profile. The higher velocity ratio during systole may be because of the inverse relationship between velocity and the entrance length required for parabolic flow (Mott, 2006; Tongpun et al., 2014). Systole is associated with
high velocities. At such high velocities, the distance from the origin of the popliteal artery to the site of imaging may be shorter than the required entrance length for parabolic flow, due to limitations in the length of the popliteal artery.

The TAV\textsubscript{mean}/TAV\textsubscript{max} ratio during the three different physiologic states differed significantly from the expected ratio of 0.5. The systolic velocity ratio of 0.77 and diastolic ratio of 0.60 in unperturbed popliteal arteries in this present study agree with the systolic and diastolic ratios of 0.76 and 0.57 respectively reported in the femoral artery (Osada & Radegran, 2005). However, they differ from another study that showed a systolic ratio of 0.57 and a diastolic ratio of 0.48 (Ade et al., 2012) in the femoral artery. In the second study by Ade et al (2012) only the first retrograde portion of diastole was considered without the anterograde diastolic flow or the occasional second retrograde portion, which might explain why their study differed from both this present study and also that by Osada & Radegran (2005). The implication of a blunted velocity profile is that area measurements using the IntSI equation will be overestimated. Equation 4.4 is a step during the derivation of the IntSI equation. The value 2 in equation 4.4 is because with parabolic flow, \( V_{\text{max}} \) is twice \( V_{\text{mean}} \).

\[
A = \frac{2 \cdot \text{IntSI}}{\left[2P_{\text{SS}} + P_{\text{max}} - P_{\text{SS}}\right]} \tag{4.4}
\]

However, spectral Doppler analysis of the popliteal waveform showed that \( V_{\text{mean}} \) was 0.6 \( V_{\text{max}} \) or \( V_{\text{max}}/1.67 \). When the value of 1.67 replaces 2 in equation 3.7d, the IntSI technique becomes equation 4.5, as shown in the supplementary section.

\[
A = \frac{\text{IntSI} \cdot a}{[0.4P_{\text{SS}} + 0.6P_{\text{max}}]} \tag{4.5}
\]

4.5.2 The assumption that the maximal velocity in the popliteal artery does not exceed the TOF threshold velocity

With reactive hyperemia, there is a large amount of forward flow within the imaged slice during data acquisition. If the velocities are higher than the threshold velocity that occurs with the TOF effect, then there will no longer be an increase in the signal intensity with velocity. Therefore, the TOF profile will not be of the fully formed parabolic type, rather the profile will be blunted. This means that \( P_{\text{max}} \) will be less than it should be and areas calculated with the IntSI technique
will be overestimated. With the time averaged maximal velocities of 15.35 ± 6.71 cm/s, averaged over diastole during hyperemic flow, a threshold velocity above the higher value in the range (22.06 cm/s) will prevent threshold based measurement errors when using the IntSI technique to measure the popliteal area. When optimizing the spoiled GRE sequence for area measurements with the IntSI technique, the slice thickness and repetition time (TR) can be modified accordingly since the threshold velocity is the quotient of these two variables.

4.5.3 The pixel intensity when there is no flow during imaging

Assuming that in an unperturbed artery, the imaging slice is refilled with fresh blood at each cardiac cycle and imaging occurs over several cardiac cycles, there will be high signals at the first RF pulse of each new cardiac cycle. If this high signal is used to fill the center of k-space, the image contrast will be high and the central pixel’s intensity will be higher than \( P_{SS} \). However, if a Cartesian trajectory is used to fill k-space with the periphery filled first, then the central pixel’s intensity will be \( P_{SS} \) if there is no flow during data acquisition. In this present study, spectral Doppler analysis showed that in an unperturbed artery the magnitude of \( TAV_{mean} \) during the retrograde portion of diastole (-6.79 ± 3.73 cm/s) was much greater than the magnitude of \( TAV_{mean} \) during the anterograde part of diastole (3.74 ± 1.11 cm/s) although \( TAV_{mean} \) averaged over the whole of diastole was -1.07 ± 1.05 cm/s. This value was inclusive of the portion in which there was no flow. The greater retrograde flow compared with anterograde flow suggests that if a venous suppression band is used during MR imaging, the suppressed retrograde flow into the slice during diastole will be greater than the fresh high signal anterograde flow entering the slice. This means that the central pixel’s intensity during the diastolic window in an unperturbed artery may be lower than \( P_{SS} \) and this could lead to overestimation of the luminal area. The central pixel intensity when the artery is unperturbed (\( P_B \)) can be obtained from the baseline image of an FMD study and the equation for area measurement with the IntSI technique can then be rewritten for in vivo arterial imaging as equation 4.6 when \( P_B \) is used as a surrogate for \( P_{SS} \).

\[
A = \frac{\text{intSI} \cdot a}{0.6 \cdot P_B + 0.4 \cdot P_{\text{max}}} \tag{4.6}
\]

Subsequent MRI experiments in vivo may explore whether a correction factor may be added to the measured \( P_B \) in order to adjust for area measurement errors due to the suppressed retrograde signals.
4.5.4 Conclusion

This chapter demonstrates that the popliteal artery has a blunted parabolic flow; therefore, the equation for area calculations with the IntSI technique was modified accordingly. The chapter also shows that a threshold velocity as low as 23.55 cm/s is suitable for imaging the popliteal artery and it suggests that the central pixel intensity obtained when the artery is at rest ($P_B$) can be used in place of the steady state intensity ($P_{SS}$). However, this value may be lower than expected due to a greater amount of retrograde flow of blood with suppressed signals entering the slice during image acquisition. A solution to this is to avoid using a venous saturation band during imaging. But the saturation band is necessary because the vein is very close to the artery and with the moderately sizes pixels used for imaging, voxels at the luminal edge may contain partial volumes of venous and arterial signals. Therefore, the presence of venous signals will elevate the integrated signal intensity and the area will be overestimated.
4.6 Supplementary

The value 2 in the IntSI equation is based on $V_{\text{mean}}$ being 0.5 of $V_{\text{max}}$ or $V_{\text{max}}/2$. However spectral Doppler analysis shows that $V_{\text{mean}}$ is 0.6 of $V_{\text{max}}$ or $V_{\text{max}}/1.67$, instead of $V_{\text{max}}/2$ during diastole.

Equation S4-1 is one of the steps for deriving the IntSI equation in Chapter 3.

$$A = \frac{2 \cdot \text{IntSI}}{\frac{2P_{\text{SS}} + P_{\text{max}} - P_{\text{SS}}}{a}}$$  \hspace{1cm} (S4-1)

With popliteal imaging, 1.67 can replace 2 in equation 3.7d,

$$A = \frac{1.67 \cdot \text{IntSI}}{\frac{1.67P_{\text{SS}} + P_{\text{max}} - P_{\text{SS}}}{a}}$$  \hspace{1cm} (S4-2)

or

$$A = \frac{1.67 \cdot \text{IntSI} \cdot a}{[1.67P_{\text{SS}} + P_{\text{max}} - P_{\text{SS}}]}$$  \hspace{1cm} (S4-3)

Dividing the numerator and denominator by 1.67

$$A = \frac{\text{IntSI} \cdot a}{[0.4P_{\text{SS}} + 0.6P_{\text{max}}]}$$  \hspace{1cm} (S4-4)
Chapter 5  Measuring the area of the popliteal artery with the IntSI technique
5.1 Abstract

Objective: To test the reliability of the IntSI technique for popliteal area measurements.

Background: FMD requires rapid reliable serial measurements of the artery’s cross-sectional area in order to detect the maximal dilatation. In view of the trade-off between spatial and temporal resolution, sequence optimization is required for area measurements with the IntSI technique to ensure that the pixel-to-luminal area ratio is as small as possible while the temporal sampling frequency is as high as possible. A vessel segmentation technique is also required to remove adjacent extra-luminal signals. It is unclear whether adjustments to the IntSI technique are needed for in vivo applications of this area measurement technique because the IntSI equation requires the maximal pixel intensity when there is no flow (P_{SS}) but this value is difficult to obtain in vivo. Imaging an unperturbed artery during a diastolic data acquisition period provides a pixel intensity value (P_{B}) that is close to (P_{SS}). Testing the reliability of the IntSI technique against high resolution imaging provides a means of assessing if further adjustments are needed to account for P_{B} being used instead of P_{SS}.

Methods: Mathematical modeling was used to optimize the scan parameters. A sliding paraboloid technique was used to identify luminal pixels and the luminal area was calculated with the intSI technique using the IntSI equation at V_{mean} being 0.6 of V_{max}. The results obtained were compared with high resolution imaging with pixel counting as a gold standard. Numerical optimization was used to determine a correction factor to account for P_{B} being lower than P_{SS}, due to suppression by a venous saturation band of the net retrograde flow that enters the slice during data acquisition. The results were also compared with high resolution imaging.

Results: IntSI technique required a shorter scan time (6-9s,) than the high resolution imaging (180-240s) and there was agreement between the IntSI technique and high resolution imaging. However measurements with the IntSI technique were larger than those of high resolution/ pixel counting (mean difference ± RC: 3.05 ± 2.55 mm²). Using a correction factor, the reliability of the IntSI technique improved. (ICC: 0.98 (0.97-0.99), mean difference ± RC: 0.14±2.32).

Conclusion: This study shows that the IntSI technique with a correction factor can be applied in vivo to obtain rapid serial area measurements.
5.2 Introduction

The IntSI technique for measuring area assumes that all the pixels within the region of interest contain only luminal signals. If some pixels within the ROI contain signals from other structures, then the luminal area will be overestimated. Luckily, requirements for the IntSI technique such as the use of 90° RF pulses and a short TR (needed for a high threshold velocity), also reduce the background signal. To further ensure that only luminal signals are included in the area measurements, a vessel segmentation technique is required. It is also important to optimize the IntSI technique for application during FMD studies because FMD requires rapid reliable serial measurements of the artery’s cross-sectional area in order to detect the maximal dilatation. Rapid measurements need high temporal resolution while reliable measurements require a small pixel size due to the assumption that pixel-to-luminal area ratio is small. However, a trade-off exists between spatial and temporal resolution. Sequence optimization is essential to ensure that the pixel-to-luminal area ratio is as small as possible while the temporal sampling frequency is as high as possible. The baseline pixel intensity ($P_B$) may be used as the pixel intensity when there is no flow during image acquisition ($P_{SS}$) if measurements obtained by substituting $P_{SS}$ with $P_B$ in the IntSI equation are reliable.

5.2.1 Vascular contrast and vessel segmentation

Unlike the phantom study, the lumen of the popliteal artery has adjacent structures that may contribute to the measured signal from the ROI if their signals are not suppressed, with resultant over-estimation of the luminal area. Therefore apart from the venous saturation pulse for removing signals from the adjacent vein, a fat saturation pulse is also applied to remove the perivascular fat signals (Chen et al., 1999). Fat saturation may provide a rim of dark pixels around the lumen if the pixel size is small enough to prevent signal averaging of the fat and adjacent tissues and the rim of dark pixels may provide contrast for definition of the luminal boundary. A magnetization transfer contrast (MTC) pulse could also be included to improve contrast between the vessel and the background (Graham & Henkelman, 1997). However, these preparatory pulses add to the scan time.

To prevent adjacent extraluminal signals from contributing to the integrated signal intensity, an appropriate post-processing background subtraction technique must be employed to segment the
lumen. There are different post-processing vessel segmentation techniques (Lesage et al., 2009); some depend on the appearance of the vessel and surrounding structures. For example, the region of interest (ROI) background correction method in imageJ (Collins, 2012) can be used to segment the lumen based on the knowledge that the intensity of a lumen with flowing blood is usually higher than that of stationary adjacent muscle. The method involves selecting an ROI in the background e.g. adjacent muscle and subtracting the mean intensity of this ROI from the slice (Collins, 2012). However, this option might not be suitable because of the possibility that some luminal pixels might also be subtracted if their intensity is close to that of muscle. The geometrical approach for vessel segmentation uses surface models, centerlines and cross-sectional models to segment the vessel (Lesage et al., 2009). For example, the sliding paraboloid background correction technique in imageJ (Castle & Keller, 2007) selects pixels based on whether they fit in a paraboloidal surface. With this technique, all pixels containing luminal pixels can be selected and then a mask created and applied to the original image. This will preserve the original signal intensities of luminal pixels while removing background signals.

5.2.2 The pixel intensity when there is no flow ($P_{SS}$) versus $P_B$

The IntSI equation requires the central pixel’s intensity when there is no flow ($P_{SS}$), but this value is difficult to obtain in vivo because during the diastolic data acquisition period, blood moves in and out of the imaged slice. Imaging an unperturbed artery during a diastolic data acquisition period may provide a pixel intensity ($P_B$) that is close to ($P_{SS}$) but if $P_B$ differs from $P_{SS}$ then the calculated area will be inaccurate.

5.2.3 Sequence optimization

To obtain reliable serial area measurements in an artery undergoing rapid changes in size as occurs with FMD, the pixel-to-luminal area and temporal sampling frequency are important. However, there are challenges with obtaining the ideal pixel-to-luminal area and temporal sampling frequency because of the trade-off between spatial resolution and temporal resolution as discussed below. Sequence optimization is therefore required. Sequence optimization also enables a slice thickness and TR combination for a threshold velocity that can accommodate all velocities that occur in the popliteal artery. A short TR increases the threshold velocity and it is a useful technique to minimize background signal intensity. Other techniques to minimize the background signal intensity are also important considerations during sequence optimization.
5.2.3.1 The trade-off between spatial and temporal resolution

The IntSI technique assumes that the averaged velocity within the most central pixel ($V_p$) can be used as a substitute for $V_{\text{max}}$ provided the pixel-to-luminal area ratio is small. As observed in chapter 3, as the pixel-to-luminal area ratio increases the measurement error associated with the IntSI technique increases. The use of high spatial resolution for imaging provides a low pixel-to-luminal area ratio but there is a limit to increasing the spatial resolution because with high spatial resolution, the time required to fill all the lines in k-space increases and the scan time increases. However to allow high sampling frequency during rapid changes in the vessel diameter that occur when performing an FMD study, a short scan time is required. The maximal dilatation during an FMD study usually occurs within 45-60 seconds, but it may sometimes be as early as 15 seconds or as late as 180 seconds. Apart from the constraints that spatial resolution places on the scan time, cardiac gating also adds to the scan time. However, a segmented k-space technique can be used to improve temporal resolution because the technique involves filling out several lines in k-space per heart beat thereby shortening the scan time (Chen et al., 1999).

5.2.3.2 Ensuring an adequate threshold velocity

Intensity increases with velocity up to a threshold, beyond which no further increase occurs and the threshold velocity is the quotient of the slice thickness and TR. These two variables can be adjusted to ensure that the threshold velocity is adequate for the maximal possible velocity that may occur during imaging. Decreasing the TR increases the threshold velocity and reduces the scan time but there is a limit to which the TR can be shortened because reducing the TR decreases the amount of signal detected and vascular contrast. The slice thickness, on the other hand, can be increased as much as possible; however, efforts must be made to ensure that the imaging plane is perpendicular to the artery because the imaged vessel segment is assumed to be a cylinder whose base is the luminal cross-sectional area.

Mathematical modeling of the sequence parameters provides an opportunity to optimize the IntSI based area measurement technique for the popliteal artery, ensuring that the best possible scan time, pixel size and threshold velocity are used for imaging.
5.2.4 Hypothesis

There is agreement between popliteal artery measurements’ obtained using an MRI integrated signal intensity approach on moderate resolution images and that obtained by pixel counting of high resolution images.

The aims of this chapter are:

1) to optimize the sequence parameters for reliable and rapid serial area measurements with the IntSI technique;
2) to develop a suitable technique for vessel segmentation; and
3) to test for agreement between popliteal luminal areas measured using the IntSI technique (with \( P_B \) representing \( P_{SS} \)) and those obtained from pixel counting of high resolution images in order to validate that the in vivo modified IntSI technique is a suitable method for measuring luminal area during FMD.
5.3 Materials and Methods

5.3.1 Optimizing the MRI sequence

Mathematical modeling was used to optimize the MRI sequence parameters for area measurements with the IntSI technique. Different signal intensity values (M’SS) were simulated using the GRE signal equation (McRobbie et al. 2003)

\[
M'_{SS} = \frac{k \rho (1 - e^{-TR/T1}) \sin \theta \cdot e^{-TE/T2^*}}{1 - e^{-TR/T1} \cdot \cos \theta}
\]

where \( k \) is a proportionality constant specific to the scanner (Hornak, 2006b), \( T_1 \), and \( T_2^* \) of arterial blood using a 3T MRI scanner are 1664 ms and 47.3 ms respectively (Lu et al., 2004; Lu & van Zijl, 2005) and \( \rho \) for arterial blood is 0.8533 g of water/ml (Herscovitch & Raichle, 1985).

Short TR values were used improve vascular contrast by saturating stationary tissue (Kim & Parker, 2012). The TR values ranged from 12-52 ms. A short TE of 3.7 ms was employed in order to minimize loss of signal due to loss of phase coherence between spins in the voxel (Kim & Parker, 2012). The flip angle was kept at 90°, as this is an assumption on which the IntSI technique is based. At a flip angle of 90°, steady state is achieved after the first RF pulse (Kim & Parker, 2012). Another benefit of a high flip angle is that the stationary tissues are saturated and vascular contrast improves (Kim & Parker, 2012). A large slice thickness of 10 mm was used to help with optimization of threshold velocity against TR.

Different SNR values were calculated using the relationship between SNR, temporal resolution, spatial resolution as depicted in equation 4.2 (McRobbie, et al. 2003)

\[
SNR = M'_{SS} \left( \frac{FOV_{PE}}{N_{PE}} \cdot \frac{FOV_{FE}}{N_{FE}} \cdot \Delta z \right) \sqrt{\frac{N_{FE} \cdot N_{PE} \cdot NEX}{BW}}
\]

where \( FOV_{PE} \) and \( FOV_{FE} \) are the field of view in the phase and frequency direction respectively, \( N_{PE} \) and \( N_{FE} \) are the number of encoding steps in the phase and frequency direction, \( \Delta z \) is the slice thickness, \( NEX \) is the number of excitations, \( BW \) is the bandwidth and \( M'_{SS} \) is the signal value obtained from the GRE signal equation.
For the modeling, the values for FOV, bandwidth and slice thickness were kept constant. Parameters used for modeling were; slice thickness = 10 mm, NEX = 1, Bandwidth = 815 Hz, K=24, FOV = 280 mm $\times$ 280 mm and matrix = 512 $\times$ 256. The matrix size was varied by adjusting the $N_{PE}$ and $N_{FE}$ using factors 1, 1.6, 2, 2.6 and 4. This produced in-plane pixel areas of 0.3 mm$^2$, 0.77 mm$^2$, 1.2 mm$^2$, 2.13 mm$^2$ and 4.88 mm$^2$ respectively. These values were chosen to access the effect of increasing pixel area on the scan time. As $N_{PE}$ decreased, the scan time also decreased while the SNR and pixel area increased. The percent phase field of view was 50%.

In order to make the threshold velocity as large as possible to accommodate the high velocities associated with hyperemia, a large slice thickness of 10 mm was used for imaging. An added benefit of a large slice thickness is that it improves SNR. Although a disadvantage of using a thick imaging slice is that overestimation of the diameter might occur in tortuous vessels or any other situation when the imaging plane is not exactly perpendicular to the vessel.

With cardiac gating, imaging occurs over several cardiac cycles. The scan time was calculated as follows: The number of lines in k-space that are filled in one cardiac cycle (termed the number of lines per segment (nLPS)), was first calculated as the quotient of the data acquisition window (DAW) and the TR.

$$n_{LPS} = \frac{DAW}{TR} \quad (5.3)$$

Then the number of cardiac cycles over which imaging occurs was calculated as the quotient of the number of phase encoding steps ($N_{PE}$) and the number of lines per segment (nLPS) since $N_{PE}$ is the maximum number of lines in k-space filled during imaging. The number of cardiac cycles required for imaging was shortened by assuming that only a percentage of the $N_{PE}$ will be employed for data acquisition. The number of cardiac cycles required for data acquisition using 50% of the $N_{PE}$ was calculated.

$$\text{number of cardiac cycles} = \left(\frac{N_{PE}}{n_{LPS}}\right) \times 50\% \quad (5.4)$$

The scan time was calculated from the number of cardiac cycles and the R-R interval.

$$\text{Scan time (s)} = \text{number of cardiac cycles} \times (R - R \text{ interval}) \quad (5.5)$$

At a given heart rate of 60 beats per minute, and an R-R interval of 1000 ms, if a trigger delay of 450ms is applied in order to avoid imaging during systole, then the diastolic data acquisition
window (DAW) will be 550 ms. At a TR of 12 ms, the number of lines per segment (nLPS) will be 45. Since the number of phase encoding steps or the total number of lines in k-space is 256 then 6 cardiac cycles will be required for imaging (i.e. 256/45) and the scan time will be 6 seconds.

At a TR of 52 ms, 10 lines in k-space can be filled per cardiac cycle, 26 cardiac cycles will be required for imaging and the scan time will be 26 seconds.

A graph of SNR versus scan time was plotted using the various scenarios.

5.3.2 Reliability of area measurements obtained with the IntSI technique

Ten healthy volunteers were included in the study out of which five were male and five were female. Their age range was 27 ± 8.36 years. Ethical approval was obtained from the institution and a written informed consent was obtained from each volunteer. A 3T MRI Siemens scanner and a knee coil were used to image the right knee. The patient was positioned supine with the feet advanced first into the scanner. In order to obtain images of an unperturbed popliteal artery, data acquisition commenced after 10 minutes of rest (Peretz et al., 2007). Images were obtained at rest so that the central pixel intensity when the vessel is unperturbed (P_B), can represent the central pixel intensity at steady state (P_SS). I had noted previously in section 5.2.2, that the pixel intensity of static blood at steady state (P_SS) cannot be obtained in vivo because imaging occurs over several cardiac cycles and considered using the pixel intensity of an unperturbed artery (P_B) as the steady state intensity because in Chapter 4 it was observed that during diastole, there is minimal net retrograde flow when the popliteal artery is at rest.

Spoiled GRE sequences with a venous saturation pulses were used for imaging. Venous saturation pulses were applied to remove adjacent signals from the popliteal vein. However, it is possible that the presence of a venous saturation band may lead to suppression of the minimal net retrograde flow that occurs in an unperturbed popliteal artery during the diastolic data acquisition period. The first image was obtained with a high-resolution spoiled GRE sequence in order to provide a measure of the luminal area using a pixel counting approach. The sequence parameters were flip angle 90°, matrix = 1024 × 992, FOV = 134 mm × 129 mm, pixel area = 0.02 mm², slice thickness = 3 mm, TE = 14 ms TR = 1180 ms, NEX = 4, percent phase field of view: 43.75%, acquisition time = 180-240 s (depending on the heart rate). The second image was
obtained with moderately sized pixels, in order to measure the luminal area via the IntSI technique. In this case, the sequence parameters were, flip angle = 90°, matrix = 320 × 140, FOV = 350 mm × 153 mm, pixel area = 1.2 mm², slice thickness = 10 mm, NEX = 1, TE = 3.5 ms, TR = 24 ms, acquisition time = 6-9 s (depending on the heart rate), nLPS = 17. Imaging was ECG gated and a trigger time of 435 ms was applied. Five out of the ten volunteers had repeat studies using both methods. Therefore, fifteen popliteal area measurements were obtained per MR imaging sequence.

5.3.2.1 Post processing

The MR images were post processed with imageJ (ImageJ, 2003). The sliding paraboloid technique (Castle & Keller, 2007) was used for vessel segmentation. The technique assumes that the MR image is transformed into a 3D surface with the z-axis represented by the pixel intensity, such that each structure within the image appears as an elevation of the surface.

The algorithm attempts to fit a paraboloid onto each elevation of the 3D surface. At each point of elevation, a paraboloid was defined from 4 parabolae along the x, y and the two 45-degree directions. When attempting to segment the lumen using the sliding paraboloid technique the luminal pixel intensity decreases with the distance from the center of the lumen partly due to the effect of parabolic flow and also because the boundary pixels have lower signals as a result of partial volume averaging with the juxtaluminal tissues which produce little or no signal. Boundary pixels that experience partial volume averaging fit in the paraboloid while extraluminal pixels do not. When the paraboloid intersected zero in the middle of a pixel, that pixel was included as a luminal pixel. Each paraboloid had an apical radius of curvature which defined the width of the paraboloid. The radius of curvature at the apex will vary during the baseline and hyperemic phases of FMD. As the velocities increase during hyperemia, the intensity values will increase making the fitted paraboloid steeper and the radius of curvature smaller as shown in Figure 5-1. The widest paraboloid that was acceptable for fitting into the 3D elevations of the images was defined based on that which could fit into the 3D elevation of the lumen of an unperturbed artery as shown in Figure 5-2. The 3D elevations of juxtaluminal tissues will have wider radiuses of curvature so they will be subtracted from the image.
Figure 5-1. As the luminal pixel intensities increase, the fitted paraboloid becomes steeper and the radius of curvature (r) becomes smaller. Paraboloid a represents the baseline, when the pixel intensities are relatively low and the radius of curvature is relatively wide. Paraboloid b represents hyperemia without vasodilatation. In this case, the pixel intensities are higher resulting in a smaller radius of curvature. Paraboloid c represents hyperemia and vasodilatation. In this case, because the pixel intensities are still high, the radius of curvature will still be smaller than that of the baseline image.

The disable smoothing option in the sliding paraboloid dialog box was selected so that pixels at the edge of the lumen will not be filtered out of the image. The apical radius of curvature for the paraboloid ranged from 0.05 to 0.10 of the pixel length. After applying the sliding paraboloid technique as described above, juxtaluminal pixels had intensities of 0 au while the luminal pixels had values that were assigned based on the fitted paraboloid. To restore the intraluminal pixels to their native values, a mask was first created using a built-in macro function called Change value in ImageJ (ImageJ, 2003). The macro converted the intensities of luminal pixels in figure 5-2b to 1 au, therefore the image produced was binary with luminal pixel assigned 1 au, while the surrounding pixels had a value of 0 au. The calculator plus plug-in (Rasband & Landini, 2004) was used to multiply the mask with the unprocessed image which had native pixel values. A new image was produced in which the luminal pixels had their native intensity values while surrounding pixels had intensity values of zero. To measure the integrated signal intensity of the lumen, a region of interest (ROI) was placed over the lumen. As long as the ROI enclosed the lumen, its size was not of importance since the surrounding pixels had signal intensity values of 0 au, The integrated signal intensity (IntSI) and the maximal pixel intensity (P_{max}) of the luminal
ROI were obtained in each image using the multi-measure plugin in imageJ (Rasband et al., 2006).

In view of the blunted parabolic flow profile of the popliteal artery, a modified IntSI equation for popliteal imaging (equation 5.5) was used to calculate the luminal area. As mentioned in section 5.3.2, for an unperturbed artery, \( P_{\text{max}} \) was assumed to be the central pixel’s intensity at rest (\( P_{B} \)). This is because the central pixel is expected to be the brightest pixel, even if there is no flow in the lumen since the pixel contains only luminal signals unlike more peripherally located pixels that may experience partial volume averaging with the surroundings.

\[
A = \frac{\text{intSI.a}}{0.4 \frac{P_{B}}{0.6 \frac{P_{\text{max}}}}}
\]

(5.6)

In situations where there is little or no flow during imaging, a paraboloid can still be fit on the 3D surface of the lumen for vessel segmentation because the edge pixels that experience partial volume averaging will have lower signal intensities than the more centrally located pixels.
Figure 5-2. **Application of the sliding paraboloid background subtraction technique in vivo.** (a) shows a red colored parabola fitted into a plot profile of the lumen and juxtaluminal tissues. Luminal pixel intensities fit within the parabola while juxtaluminal pixels lie outside the parabola. (b) shows the span of the plot profile on an image of the knee. The popliteal artery is arrowed. (c) shows the mask that was obtained after applying the sliding paraboloid technique and the change value algorithm. (d) shows the final image produced as a product of the native and the masked image. (e), (f) and (g) are zoomed out images of (b), (c) and (d) respectively. An ovoid ROI is showed enclosing the lumen in (d) and (f). The size of the ROI was not of importance since the surrounding pixels had a signal intensity of zero. (h) shows the plot profile before and after the background is subtracted.

The luminal area of the high resolution images was measured by thresholding and pixel counting. The area measurements obtained with the IntSI equation (equation 5.5) were compared with those from the high resolution pixel counting method.

5.3.3 **The correction factor**
When $P_B$ is used as a substitute for $P_{SS}$, there is an assumption that there is no flow during the diastolic data acquisition period. However, there is some retrograde and anterograde flow during diastole. Spectral Doppler analysis shows that the $TAV_{max}$ during the retrograde phase is 12.1 cm/s (0.12 mm/ms). In the presence of a distal venous suppression band, the retrograde flow will have no signals. When the TR is 24 ms, the average distance that the retrograde flow will move...
within the central voxel will be \([0.12 \times 24 = 2.9 \text{ mm}]\) and a signal void column will lie within the voxel. Subsequent anterograde flow will lead to a reduction in the signal void column.

![Image of ECG tracing and Doppler waveform](image)

**Figure 5-3. The effects of retrograde and anterograde flow on the partial volume of signal void and saturated spins within the central voxel are illustrated.** Retrograde flow leads to signal void spins entering into the voxel while anterograde flow restores saturated spins into the voxel and expels some of the signal void spins from the slice.

From spectral Doppler analysis, the \(TAV_{\text{max}}\) during the anterograde diastolic flow was 6.7 cm/s (0.07 mm/ms). At a TR of 24 ms, the anterograde flow will return steady state spins that were previously moved out of the voxel slice back in and this forward flow will also push some of the signal void column out of the slice, thereby reducing the signal void column by a distance of \([0.07 \times 24 = 1.6 \text{ mm}]\). Therefore the residual signal void column will be \((2.9-1.6 = 1.3 \text{ mm})\) and only a length of \((10 - 1.3 = 8.7 \text{ mm})\) within the slice will contain signals at the steady state. If
P_{SS} is obtained from steady state spins over a length of 10 mm (which is the slice thickness) and P_{B} is obtained from steady state spins at a length of 8.7 mm, then the ratio of P_{B} to P_{SS} can be determined as \( \frac{10}{8.7} = 1.15 \). Therefore if P_{B} is known, P_{SS} can be calculated as \( 1.15P_{B} \), as shown in Figure 5-3.

Figure 5-4. Using the solver function in excel to numerically optimize the correction factor. (a) shows a dialog box that requires three sets of information: the target cell, the variable cell and the constraint. (b) shows an excel spreadsheet that illustrates how the solver is used to calculate the correction factor. The target cell is G8, the variable cell is D3 and the constraint placed on the solver is that E8 equals F8.

To test if the correction factor of 1.15 was reasonable, another approach was also used to estimate the correction factor. What-if analysis was performed with the excel 2007 solver add-in tool (Dodge & Stinson, 2007). The solver has a dialog box that requires three sets of information: the target cell, the variable cell and the constraint as shown in Figure 5-4a. Application of the solver function is illustrated in Figure 5-4b below. The target cell is G8, the variable cell is D3, while the constraint placed on the solver was that areas calculated with the IntSI equation should be equal to that obtained by high resolution imaging. The variable cell (D3) contained a
modifiable correction factor that can be used to multiply $P_B$ in order to make the value closer to $P_{SS}$. Only 5 datasets were used to estimate the correction factor in Figure 5-4b. However, data from the fifteen volunteers were used for the actual calculations.

Based on the correction factor obtained, the IntSI equation was adjusted. Area measurements with the adjusted IntSI equation were compared with those from high resolution pixel counting. Figure 5-5a and 5-5b are representative images obtained with high resolution imaging and the IntSI technique respectively, in the same volunteer. To determine the inter-rater reliability of the IntSI technique, data from the 15 volunteers was processed by another rater and area measurements were calculated with the adjusted IntSI equation.

**Figure 5-5. Images of the knee, with the popliteal artery lying posterior to the femoral condyles.** (a) is a high-resolution image (pixel area: $0.02 \text{ mm}^2$, scan time:180-240 s) while (b) was obtained with a lower resolution (pixel area: $1.2\text{mm}^2$, scan time: 6-9s), for area measurements with the IntSI technique. The shape of the lumen in figure b appears more oblong than figure a due to a phase artifact.

### 5.3.4 Statistical analyses

Each image was processed five times. The results were expressed as mean ± SD. Bland Altman plot and Lin’s concordance correlation coefficient were used to test for agreement between areas measured using the IntSI technique and areas measured by pixel counting of high resolution images. The intraclass correlation coefficient (ICC) and the mean difference between the two methods were calculated (Vaz et al., 2013). The inter-rater reliability was assessed with the intraclass correlation coefficient. All calculations were carried out using the R Project for
5.4 Results

5.4.1 Mathematical modeling for optimizing the MRI sequence

The mathematical modeling aimed to achieve the smallest pixel size, TR and scan time that can be used for the IntSI technique. It also aimed to obtain the highest possible threshold velocity (V_T). The smallest pixel area used for modeling was 0.3 mm². Figure 5-6 shows that at a pixel area of 0.3 mm², the TR was 52 ms and the scan time was 25 s. With a moderate pixel area of 1.2 mm², at a TR of 52 ms, the scan time decreased to 12 s. To achieve a scan time of 10 s or less, at a relative SNR of 1, a TR of 28 ms or less is required.

Using a TR of 24 ms, and a moderate pixel area of 1.2 mm², the scan time was as low as 6 s at a relative SNR of 1. This provides a sampling frequency of 10 images/min or less depending on the heart rate. At a TR of 24 ms and a slice thickness of 10 mm, the threshold velocity required for the velocity profile to fit within the slice is 42 cm/s.

![Figure 5-6. A plot of SNR versus scan time. As the scan time increased due to a decrease in the pixel size, the SNR decreased. Eleven lines were plotted using TR ranging from 12-52 ms. TR was kept constant in each line.](image-url)
5.4.2 Reliability of area measurements with the IntSI technique

Area measurement using high resolution and pixel counting required 180-240 seconds for data acquisition, while the IntSI technique required just 6-9 seconds. The mean luminal area was 29.42 ± 5.35 mm² for high resolution imaging and 32.46 ± 5.61 mm² for the IntSI technique (Table 5.1). There was agreement between popliteal areas obtained from pixel counting of high resolution images and that obtained using the IntSI technique (Figure 5-7a). The ICC for high resolution imaging and the IntSI technique was 0.91(0.82-0.96). The data points lay towards the left of the line of unity (Figure 5.7a) with the areas measured using the IntSI technique being 3.05 ± 2.55 mm² larger than the high resolution method (Figure 5.8a).

5.4.3 Effects of adding a correction factor to the IntSI equation

Numerical optimization gave a value of 1.36 for the correction factor. This is larger than the value of 1.15 obtained from spectral Doppler analysis. Application of a correction factor of 1.15 obtained from spectral Doppler analysis in the IntSI equation gives equation 5.7

\[
A = \frac{\text{IntSI}_a}{1.15 \, P_B + 0.6[P_{\text{max}} - 1.15 \, P_B]} = \frac{\text{IntSI}_a}{0.46 \, P_B + 0.6 \, P_{\text{max}}}
\] (5.7)

Application of a correction factor of 1.36 obtained from numerical optimization gives equation 5.8

\[
A = \frac{\text{IntSI}_a}{1.36 \, P_B + 0.6[P_{\text{max}} - 1.36 \, P_B]} = \frac{\text{IntSI}_a}{0.54 \, P_B + 0.6 \, P_{\text{max}}}
\] (5.8)

Averaging the values 0.46 \, P_B and 0.54 \, P_B in equations 5.7 and 5.8 gave 0.5 \, P_B and this was applied to the IntSI equation. Therefore, the denominator in the IntSI equation became 0.5 \, P_B + 0.6 \, P_{\text{max}}. Using this adjusted IntSI equation, the mean luminal area decreased to 29.56 ± 5.26 mm² (Table 5.1), with an increase in the ICC between the high resolution/pixel counting and the IntSI technique to 0.98 (0.97-0.99) while the mean difference decreased to 0.14 ± 2.32 mm² (Figure 5-8b). The inter-rater ICC using the adjusted IntSI equation was 0.92 (0.89-0.95).
Table 5-1. Luminal area measurements of the popliteal artery obtained by high resolution imaging and the IntSI technique without (0.4P_b) and with (0.5P_b) the correction factor respectively.

<table>
<thead>
<tr>
<th></th>
<th>High resolution imaging</th>
<th>IntSI technique @0.4P_b</th>
<th>IntSI technique @0.5P_b</th>
</tr>
</thead>
<tbody>
<tr>
<td>n = 15</td>
<td>High resolution imaging</td>
<td>IntSI technique @0.4P_b</td>
<td>IntSI technique @0.5P_b</td>
</tr>
<tr>
<td>Mean ± SD (mm²)</td>
<td>29.42 ± 5.35</td>
<td>32.46 ± 5.61</td>
<td>29.56 ± 5.26</td>
</tr>
</tbody>
</table>

Figure 5-7. The scatter plots for comparison between the IntSI technique and the high resolution imaging approaches for measuring the luminal area. (a) When the IntSI equation was used without the correction factor, there was a shift of the reduced major axis (RMA) to the left of the line of perfect concordance (LPC). (b) When the IntSI equation was used with the correction factor, the reduced major axis overlay the line of perfect concordance.
Figure 5-8. Bland Altman’s plots for comparison between the IntSI technique and the high resolution imaging approaches for measuring area. (a) using the IntSI equation without the correction factor, (b) using IntSI equation with the correction factor. There was agreement between high resolution imaging and the IntSI technique. However, the ICC was higher and the mean difference lower, when the correction factor was used (n=15).
5.5 Discussion

FMD requires rapid serial area measurements because the time to peak dilatation is variable and the peak dilatation is transitory. To optimize the IntSI technique for area measurement during FMD, sequence optimization is required due to the constraints of temporal resolution and spatial resolution. Mathematical modeling provided a means to optimize the sequence parameters for imaging with the IntSI technique. The designed sequence was then applied in vivo. Area measurements with the IntSI technique were compared with high resolution and pixel counting.

5.5.1 Mathematical modeling

The sequence parameters for the IntSI technique were optimized for rapid serial area measurements in vivo using mathematical modeling. The modeling results show that, with a TR of 24 ms, and a moderate pixel area of 1.2 mm$^2$, the scan time can be as low as 6 seconds at a relative SNR of 1. A scan time of 6 seconds allows a sampling frequency of 10 images per minute. The modeling was based on an assumption of a heart rate of 60 beats per minute. However, the average heart rate for healthy adults greater than 18 years is 72 beats per min with a range of 60-100 beats per min (Khurana 2007). Therefore in those with higher heart rates, the scan time would be shorter, resulting in a higher sampling frequency while the scan time will be longer for those with slower heart rates such as athletes or some patients with cardiac disease (Khurana 2007).

Using a large slice thickness for the modeling helped to improve the SNR, in addition, a large slice reduces the chances that the blood velocity will exceed the threshold velocity. With a slice thickness of 10 mm and a TR of 24 ms, the threshold velocity will be 41.7 cm/s. This value can be used for imaging the popliteal artery during diastole with low likelihood that the threshold velocity will be exceeded. This is because spectral Doppler analysis showed in chapter 4 that the time averaged maximal velocity (TAV$_{max}$) of the popliteal artery during the diastolic data acquisition window was less than 42 cm/s, even in the presence of reactive hyperemia. To avoid the high velocities of systole, ensure that data is acquired during diastole and improve the chances of the blood velocity being less than the threshold value, a diastolic trigger delay should be used during data acquisition. With a diastolic trigger delay, imaging commences at a specific time from the onset of the R wave. An adaptive trigger delay technique may be useful in those
with variable heart rate to ensure that imaging always commences at a specific point in the cardiac cycle (Roes et al., 2008; Fernandez et al., 2009).

A pixel area of 1.2 mm$^2$ was used for imaging, with the scan time ranging from 6-9 s depending on the heart rate. This scan time is an improvement on those attained when fast sequences like the SSFP sequence were used to obtain high resolution images (0.3 mm × 0.3 mm) for area measurement by pixel counting (Leeson et al., 2006; Oliver et al., 2012). The scan times with the SSFP sequence range from 15 seconds to greater than 30 seconds depending on whether the field strength of the magnet is 1.5T or 3T with the shorter scan times associated with higher fields strengths (Leeson et al., 2006; Oliver et al., 2012). Recently, a new black blood technique using water-selective 3D SSFP-echo and a 3T scanner has been used to achieve acquisition times less than 12 seconds during FMD studies. However, the authors did not specify how much the acquisition time was lower than 12 seconds (Langham et al., 2013).

As discussed in chapter 3, provided the area ratio is at most 0.1, the relative error in area measures using the IntSI technique will be less than 10%. Since the smallest possible baseline area for the popliteal artery is 11.95 mm$^2$ (Sandgren et al. 1998), the pixel area of 1.2 mm$^2$ used for imaging the popliteal arteries should be associated with an error less than 10%. The addition of background signals to the measured IntSI could also lead to errors in the calculated area. The ability to segment pixels containing luminal signals with the aid of a mask created with the sliding paraboloid background subtraction technique reduced the chances of adding juxtaluminal signals to the integrated SI and overestimating the luminal area.

5.5.2 Comparison between the IntSI technique and high resolution imaging

There was agreement between the areas measured with the IntSI technique and the high resolution/pixel counting method with an intraclass correlation of 0.91 (Figure 5-7a), which supports the ability of the IntSI technique to measure area in vivo. However, the Bland Altman plot showed that measurements using the IntSI technique were an average of 3 mm$^2$ larger than that by high resolution and pixel counting (Figure 5-8a). A possible reason why the area measures using the IntSI technique were higher than the high resolution imaging could be the presence of a venous saturation band. This is because if the retrograde flow that enters the slice during image acquisition has no signal, having been completely saturated by the venous
saturation band, then the $P_B$ will be lower than expected; therefore the mean signal intensity will be less than it should be and the calculated area using the IntSI technique will be elevated since there is a reduction in the denominator of the IntSI equation for area measurements due to $P_B$ being lower than $P_{SS}$. However, under conditions of hyperemic flow, there may be a need to decrease or remove the correction factor. This is because retrograde flow is reduced or eliminated during hyperemia. If the correction applied for calculating the luminal area of an unperturbed artery is also applied during hyperemia, the maximal area of the artery may be underestimated and the FMD also underestimated. The oval shape of luminal images acquired with the IntSI technique (Figure 5.5b) was ascribed to phase encoded motion artifact rather than the effect of partial volume averaging of the thick slices imaged. Changing the phase encoding direction from up-down to left-right resulted in a corresponding change in the direction of the artifact.

5.5.3 Effects of adding a correction factor to the IntSI equation

When a correction factor was added by assuming that $P_{SS}$ is 1.2 $P_B$ the difference between the IntSI equation and high resolution imaging decreased to $0.14 \pm 2.32 \text{ mm}^2$, with an improvement of the ICC to 0.95 (0.91-0.98) as shown in Figure 5-8b. If the minimal detectable change in area during an FMD study is 5% and the minimum baseline diameter of the popliteal artery is 3.9 mm (Sandgren et al. 1998), which corresponds to minimum area of 11.95 mm$^2$ assuming that the cross-sectional area is circular, then 5% FMD will be associated with an absolute area increase of 0.6 mm$^2$, which is larger than the $0.14 \pm 2.32 \text{ mm}^2$ and therefore can be regarded as a real change.

5.5.4 Conclusion

This chapter shows that the IntSI technique can be applied in vivo; however, a correction factor needs to be included to account for $P_B$ being less than $P_{SS}$ and thereby preventing measurement overestimation. The technique enables improved temporal sampling frequency increasing the chances of detecting the peak dilatation during an FMD study.
5.6 Supplementary methods

5.6.1 An outline of the background subtraction technique

1. The images were open as a stack in imageJ
2. A plot profile of luminal pixels spanning the center of the lumen was obtained from the baseline image. (Analyze -> plot profile)
3. The apical radius of curvature in pixel length was estimated from the steepness of the apex.
4. This value was inserted in the Subtract Background dialog box. The sliding paraboloid function in the dialog box was clicked and the images were processed as a stack. (Process -> subtract background)
5. The disable smoothing option in the sliding paraboloid dialog box was selected so that pixels at the edge of the lumen will not be filtered out of the image.
6. To restore the intraluminal pixels to their native values, a mask of the images was created using the Change Value function, with the luminal pixel assigned 1 au and the surrounding pixels assigned 0 au.
7. Then a new stack of the images was opened and these unprocessed images were multiplied with the mask using the Calculator Plus function in order to get a new stack of images in which luminal pixels have their native intensity values while surrounding pixels have intensity values of zero.
8. A region of interest (ROI) was placed over the lumen and the Multi Measure function was used to obtain the $P_{\text{max}}$ and IntSI (called Max and IntDen respectively in imageJ) from the stack of images.
9. A spreadsheet was created in excel using the results and the luminal area of each image was calculated using the IntSI equation.
Chapter 6
Comparing popliteal MRI-based FMD using the IntSI technique with brachial US-FMD in healthy volunteers
6.1 Abstract

Objectives: To demonstrate that MRI-FMD using the IntSI technique is more repeatable than US-FMD.

Background: Ultrasound based flow mediated dilatation of the brachial artery is used to assess macrovascular function. However, US-FMD is operator dependent and technically challenging; this limits the use of FMD as a means of assessing endothelial function in multi center research. MRI is less operator dependent, but it is constrained by spatial and temporal resolution. The IntSI technique provides an opportunity to reliably obtain rapid serial area measurements during an FMD study so that the peak dilatation can be detected. To rule out microvascular disease, the IntSI technique is explored as a surrogate means of quantifying blood flow and reactive hyperemia. This is because the integrated signal intensity (IntSI) of the lumen increases with the luminal area and mean velocity and these factors also affect blood flow. If the IntSI based MRI-FMD technique is more repeatable than the current ultrasound technique, the IntSI technique can be easily applied for multi-center FMD studies.

Methods: Brachial US-FMD was compared with popliteal US-FMD in 19 healthy volunteers. The IntSI technique was also used to perform an MRI-FMD study. The test-retest repeatability of popliteal MRI-FMD using the IntSI technique was compared with that of the brachial US-FMD and popliteal US-FMD. The coefficient of repeatability from Bland Altman plots, intraclass correlation coefficient (ICC) and the within subject coefficient of variability (CVw) were used to test for repeatability of each method. The Pearson’s correlation coefficient was used to test for agreement between the FMD techniques. A two-one-sided t-test (TOST) was used to test for non-inferiority between the CVw of the FMD techniques. Reactive hyperemia was qualitatively graded as poor or adequate using the maximum IntSI to baseline IntSI ratio. Those in which the maximum /baseline IntSI ratio was 1.2 or less were classified as demonstrating poor reactive hyperaemic response, while those in which the ratio was greater than 1.2 were classified as having adequate reactive hyperaemic response.

Results: There was moderate agreement between brachial US-FMD and popliteal US-FMD (r: 0.59). The mean difference between the baseline areas of the popliteal artery using MRI versus US was 4.76 ± 5.19 mm², which is a difference of 19 % relative to the US baseline area. The mean difference between popliteal US-FMD and MRI-FMD was 5.07%. The within subject coefficient of variability of the popliteal MRI-FMD technique at 24% was non-inferior to both
the brachial ultrasound and popliteal ultrasound FMD techniques at 23% and 26% respectively. The poor hyperaemic response group had lower hyperemic values during brachial US-FMD than the adequate hyperemic response group (4.01 ± 2.52 versus 5.14 ± 2.56). Similar findings were observed with popliteal US-FMD (2.91 ± 0.94 versus 3.56 ± 1.45). However, the difference was not significant at p > 0.05 in both cases.

**Conclusion:** MR-FMD using IntSI technique for measuring FMD is non-inferior to both popliteal US-FMD and brachial US-FMD. This technique has the potential to be a reliable method of measuring macrovascular endothelial dysfunction in disease states and qualifying the microvascular dependent reactive hyperemia.

### 6.2 Introduction

Endothelial dysfunction is a precursor of atherosclerosis and its associated complications such as heart attack and stroke (Chhabra, 2009). It is also said to be an underlying factor in other disease conditions (Mohandas et al., 1985; Bagg et al., 2001; Yinon et al., 2010; Westman et al., 2013). Endothelial function assessment of peripheral arteries is used to indirectly estimate atherosclerotic risk and coronary endothelial dysfunction (Rakobowchuk et al., 2008).

#### 6.2.1 Flow mediated dilatation and reactive hyperemia

As reviewed in Chapter 2, flow mediated dilatation (FMD) is a means of assessing macrovascular endothelial function. The technique measures the response of healthy conduit arteries to reactive hyperemia (Celermajer et al. 1992). Reactive hyperemia is the increased blood flow that occurs following ischemia-induced microvascular dilatation. Reactive hyperemia results from a pressure gradient between the dilated microvasculature and the conduit artery. The surge of blood through the conduit artery during reactive hyperemia causes shear stress on the endothelial lining. This triggers nitric oxide production by the endothelium, relaxation of the adjacent vascular smooth muscle and macrovascular vasodilatation. The degree of reactive hyperemia gives an indication of how healthy the microvasculature is. For a given arterial cross-sectional area, the higher the reactive hyperemia, the greater the shear stress and the higher the FMD response will be. Therefore, it is important to quantify reactive hyperemia in order to determine if a poor FMD response is due to endothelial dysfunction in the conduit artery, or due to underlying microvascular disease. Reactive hyperemia is usually quantified as a ratio of the...
maximal blood flow recorded after the cuff deflation to the baseline blood flow (Celermajer et al., 1992).

6.2.2 Limitations of ultrasonography

Ultrasound is commonly used to measure the FMD, however, operator dependence remains a big limitation (Corretti et al., 2002). It is recommended that personnel undergo rigorously supervised training before being allowed to independently perform ultrasound-based FMD. They are also expected to maintain competency by completing 100 scans annually (Corretti et al., 2002). In a regular hospital or clinical setting, sonographers may not have the opportunity to perform the recommended number of scans annually depending on the number of patients referred for the procedure. Since the procedure is time consuming, spending time scanning volunteers annually in order to maintain competency may not be a feasible alternative because sonographers are a limited resource and their time may be required for other clinically referred ultrasound procedures (Alley et al., 2014). In view of the strict requirements for maintaining competency for US-FMD studies, application of ultrasound FMD has yet to proceed beyond sophisticated research laboratories partly due to these not easily attainable guidelines (Hamilton et al., 2011).

Another limitation of ultrasonography is that it measures vasodilatation as an increase in the longitudinal diameter of the lumen and the cross-sectional area is calculated based on the assumption that the lumen has a circular area; however if the lumen is rendered elliptical due to pressure from the overlying ultrasound transducer the calculated area will be less than it should be (Leeson et al., 2006). In addition, longitudinal imaging will not adequately capture multidimensional vessel dilatation during FMD and if there is an inadvertent shift in the imaging plane during the FMD study, then an error will be introduced.

6.2.3 Pros and cons of MRI-FMD

MR imaging has the advantage of cross-sectional imaging and it is possible to use the same imaging plane throughout multiple data acquisitions, provided the limb is immobilized during imaging, thereby reducing operator dependence (Silber et al., 2005; Leeson et al., 2006). With phase contrast imaging, reactive hyperemia can be quantified because the blood velocity can be measured (Silber et al., 2005) and the blood flow calculated as a product of the mean velocity and luminal area (Zierler & Sumner, 2014). However, unlike ultrasonography, MR imaging is
limited by the trade-off between spatial and temporal resolution (Leeson et al., 2006). This limitation of MRI is more severe with phase contrast imaging compared to other MRI sequences (Silber et al., 2005). However, the faster sequences such as SSFP that are used for MRI-FMD studies do not provide velocity information (Sorensen et al., 2002; Leeson et al., 2006). For accurate measurements of FMD, the Nyquist sampling interval should be less than ½ the time to peak (Luke, 1999). The time to peak may be as low as 25.8 seconds (Fernandes et al., 2014). Therefore, the sampling interval during MRI-FMD should be less than 13 seconds. In chapter 5, a scan time of 6-9 seconds was achieved with the IntSI technique. This provides an opportunity to overcome the limitation of temporal resolution during MRI-FMD. The IntSI may also be able to qualitatively demonstrate reactive hyperemia.

Cost is another limitation of MRI-FMD. MRI has a higher cost per unit time compared with ultrasonography. However, if MRI is more repeatable than ultrasonography, then a cost effectiveness analysis may show MR-FMD to be relatively cheaper than ultrasound because the MRI cost may be offset by decreasing the sample size required in experimental groups. In addition, if the time required to perform MR-FMD is short enough for the study to be included in time already earmarked for a comprehensive cardiovascular MRI study, then there will be no added cost for performing the study.

6.2.4 Assessing FMD and reactive hyperemia with the IntSI technique

The IntSI technique for measuring the luminal area on MR images was derived in Chapter 3. It uses an equation that requires the integrated signal intensity of the lumen and the central pixel intensity to calculate the luminal area. The technique is based on a spoiled gradient echo (GRE) sequence. With a spoiled GRE sequence, residual magnetization from previous RF pulses are “spoiled” or abolished, so that any signal detected from the lumen after the application of an RF pulse can be ascribed entirely to that particular RF pulse. The technique was described in detail in Chapter 3. This area measurement approach offers higher temporal sampling frequency because it does not depend on a high spatial resolution for measurement accuracy. Therefore the peak dilatation may be captured and the FMD calculated.

Reactive hyperemia is a ratio of two flow quantities (Celemajer et al., 1992), with quantity of flow being a product of the mean blood velocity and the luminal area (Zierler & Sumner, 2014).
Since the integrated signal intensity of the lumen (IntSI) increases with both the mean blood velocity and the luminal area, IntSI could possibly be used to qualitatively demonstrate reactive hyperemia. In this case, reactive hyperemia may be expressed as a ratio of the peak IntSI recorded after the cuff was deflated to the baseline IntSI. It is anticipated that the IntSI technique will provide repeatable measurements of vascular dilatation during FMD studies and demonstrate reactive hyperemia without the limitations associated with ultrasonography or phase contrast MR imaging.

6.2.5 Choice of the artery for measuring MRI- FMD using the IntSI technique

FMD has been demonstrated in various peripheral arteries such as the radial (Joannides et al., 1995), brachial (Doshi et al., 2001), femoral (Kooijman et al., 2008) and popliteal (Nishiyama et al., 2007) arteries. Although brachial FMD is suggested as the non-invasive gold standard for assessing macrovascular endothelial function (Deanfield et al., 2007; Stoner et al., 2013) and it will be expected that the IntSI technique will be tested for brachial, we choose the popliteal artery instead because testing the MR-FMD IntSI technique because it is larger than the brachial artery. In a larger artery, there is lower likelihood that pixel-to-luminal area ratio will affect area measurements with the IntSI technique. In addition, as mentioned in chapter 4, the popliteal artery is closer to the midline than the brachial artery, therefore, will produce more homogenous MR signals when placed within the bore of the magnet (Brix et al., 2008). Imaging the popliteal artery may also be more acceptable to patients with claustrophobia because they can be placed caudo-cranially into the magnet, leaving the head free from the confined space. The popliteal artery was preferable for the MRI-FMD technique because atherosclerosis is seen more often in the lower limbs (Laredo & Lee, 2008) and there is some suggestion that ED may occur earlier in the lower limbs compared with the upper limbs (Sanada et al., 2005). Therefore assessing lower limb hemodynamic response with MRI might be a more appropriate marker of vascular health. However, there is a need to establish an association between popliteal ultrasound FMD and the gold standard (brachial FMD) and then determine if popliteal MRI-FMD using the IntSI technique is at least as reproducible as US-FMD.
6.2.6 Hypothesis

Popliteal MRI-FMD using the IntSI technique is more repeatable than brachial US-FMD

The aims of this chapter were:
1) to test for agreement between brachial ultrasound FMD and popliteal ultrasound FMD;
2) to test for agreement between popliteal ultrasound FMD and popliteal MRI-FMD using the IntSI technique;
3) to demonstrate that MRI-FMD using the IntSI technique is more repeatable than US-FMD; and
4) to demonstrate that the IntSI technique is able to qualitatively assess reactive hyperemia.
6.3  Materials and Methods

6.3.1 Subject selection and control of factors that affect FMD

Ethical approval for the study was obtained from both Sunnybrook Health Sciences Centre and St. Michael’s Hospital. Informed consent was also obtained from 19 healthy adults who volunteered for the study. Based on the recommended guidelines for FMD studies (Corretti et al., 2002), various external factors that may affect the measured FMD were taken into consideration. Volunteers were required to have no history of cardiovascular disease, dyslipidemia or diabetes because these are risk factors for endothelial dysfunction. Subjects were scanned in a temperature controlled room after a period of rest because temperature and exercise increase FMD (Widlansky et al., 2007; Tinken et al., 2008). The scan was done in the morning after an overnight fast because ingestion of coffee and fatty food may contribute to variability in FMD measurements (Buscemi et al., 2010; Koulouris et al., 2010). The test-retest scans were done within a short interval in order to prevent any diurnal variation in FMD (Harris et al., 2006). Smokers were not included in the study because smoking is associated with a poor FMD response (Findlay et al., 2013).

Volunteers were requested not to take vitamin C, E or multivitamin preparations (Taddei et al., 1998) and those that had used vasoactive medication within the previous 3 months were not included in the study (Corretti et al., 2002). None of the volunteers were on any weight loss or special diet and they were requested to avoid strenuous exercise for 48 hours before the study (Black et al., 2009; Hwang et al., 2012). However, their diets and physical activity were not standardized. Female subjects were scanned during the pre-ovulatory phase of their cycle because endogenous estradiol which has a vasodilatory effect is low during this phase (Hashimoto et al., 1995; Corretti et al., 2002). In view of the peculiarities of MRI scanning, other exclusion criteria included the presence of metallic implants, etc. or conditions which were considered unsuitable for MRI such claustrophobia.

Volunteers had test-retest studies of the brachial and popliteal ultrasound scans at Sunnybrook Hospital on the same day, with an interval of 30 minutes between each test and retest. On a separate day, volunteers had test-retest Popliteal MRI-FMD studies using either a 3T Siemens scanner available at St Michael’s hospital or at Sunnybrook hospital. The test-retest MRI scans
also had 30 minutes interval between them. The age, gender, height, weight, BMI, blood pressure and heart rate of each volunteer were recorded. Each FMD study comprised of serial measurements of the vessel lumen. Flow information was also obtained in order to assess reactive hyperemia, as shown in Figure 6-1.

![Figure 6-1. A schematic representation of the changes in the cross-sectional area of the vessel lumen and the blood velocity over time. Once the cuff is released, reactive hyperemia occurs followed by a slower onset of vasodilatation.](image)

### 6.3.2 Brachial ultrasound FMD technique

For brachial US-FMD, a Philips iU22 Ultrasound system (Philips Healthcare, Andover, MA, USA) available at the Diagnostic Imaging Department at Sunnybrook Health Sciences Centre was used. All scans were performed by an experienced operator certified in vascular technology by the American Registry of Diagnostic Medical Sonography (ARDMS). The investigator had trained for FMD procedures using feasibility studies and prior to this current study, the operator had independently performed FMD ultrasound studies for a separate research project. Scans were done at the same time of the day. Cine images were saved on the scanner and transferred to a CD for offline analysis. Each subject was positioned supine on an examination couch and allowed to rest for about 10 minutes during which ECG leads were positioned on the chest wall to enable image acquisition at end diastole. Subsequently, the right arm was abducted and placed on an armrest with the pneumatic cuff of an aneroid sphygmomanometer (D.E. Hokanson Inc., Bellevue, WA USA) positioned on the forearm to provide distal occlusion.
The wrist was slightly elevated with the aid of a small cushion so that the proximally placed cuff could inflate and deflate without causing any displacement of the limb or distortion of the imaging plane. The cuff was positioned distal to the imaged arterial segment as shown in Figure 6-2a. This is because distal occlusion of the artery produces more reproducible results than proximal occlusion and it is said to be specific for nitric oxide dependent vasodilatation unlike proximal occlusion (Doshi et al., 2001; Peretz et al., 2007). Most of the volunteers were imaged with an L12-5 MHz linear high frequency transducer, but in cases where the brachial artery was located less superficial, an L9-3 MHz linear transducer was used instead. The transducer was placed in a probe holder and positioned 2 cm above the antecubital fossa. Some adjustments were made until a longitudinal image of the brachial artery was visualized with the near and far walls clearly defined. The gain of the scanner was also adjusted so that the lumen was clear of any artifacts after which the transducer was immobilized with the probe holder in order to retain the imaging plane.

Four baseline grey scale longitudinal images of the brachial artery were obtained. Then spectral Doppler imaging was performed using an insonation angle of 60°. The sample volume was expanded from wall-to-wall in order to include all velocities within the lumen and the scanner automatically calculated the time averaged maximal velocity of the artery (TAV_{max}). Although the scanner had an option for simultaneously obtaining B-mode images and spectral Doppler data, this option was not utilized because the insonation angle required for optimal B-mode images is 90°, while that for spectral Doppler should be less than 60° (Thijssen et al., 2011a). Therefore, each image was obtained separately but the drawback was that the sampling lasted up to 10 seconds or more. Subsequently, the blood pressure cuff was inflated to 50 mmHg above the systolic pressure for 5 minutes. When the cuff was deflated, measurements of vessel diameter and blood velocity were performed at an average interval of 10 seconds and the measurements continued up to 5 minutes post-deflation. The magnification, focus, depth and gain were kept constant throughout the examination period.

6.3.3 Popliteal ultrasound FMD technique

For the popliteal US-FMD, the protocol was similar to that of brachial ultrasound; however, the subject was positioned prone with the inflatable cuff placed on the leg, slightly below the bulk of
the calf muscles as shown in Figure 6-2b. This is because the placement of the cuff around the bulk of the calf muscles was intolerable to the volunteers. The L9-3 MHz transducer was used for imaging the popliteal artery because the popliteal artery was relatively less superficial than the brachial artery. The ultrasound probe was positioned in the popliteal fossa which lies behind the knee, in order to image the popliteal artery. A cushion was placed under the ankle so that the imaging plane would not be distorted by movements of the limb when the cuff was inflated or deflated. Similar to the brachial ultrasound study, four baseline images were obtained and the time averaged maximal velocity ($TAV_{\text{max}}$) was recorded. The cuff was inflated up to 240 mmHg in order to occlude the underlying artery and produce limb ischemia. Arterial occlusion was confirmed by an absence of a pulse in the region of posterior tibial and dorsalis pedis arteries. Increasing the pressure beyond 240 mmHg was associated pain that most volunteers found intolerable. The occluding blood pressure cuff was deflated after a period of 5 minutes. Once the occlusion was relieved, serial B-mode and spectral Doppler images were obtained for the vessel diameter and $TAV_{\text{max}}$ measurements respectively. The serial images were recorded over 5 minutes at an average sampling rate of 1 image every 10 seconds.

The popliteal US-FMD study was performed right after the brachial FMD since the arteries of interest are located in separate regions of the body. and although FMD is a marker for systemic bioavailability of nitric oxide (Pyke & Tschakovsky, 2005), the immediate vasodilatory response is due local release of nitric oxide by the endothelium of the conduit artery (Corretti et al., 2002). Popliteal US FMD lasted about 30 minutes, by which time it was expected that the brachial artery would have returned to its original size (Harris et al., 2006). At this point, we repeated the brachial FMD, followed by another popliteal FMD for test-retest repeatability, since repeating the reactive hyperemic stimulus after an interval of 30 minutes does not affect the sensitivity of the vasodilator response of the endothelium (Harris et al., 2006).
Figure 6-2. Positioning for US-FMD. (a) is the positioning for the brachial study while (b) is the positioning for the popliteal study.

6.3.3.1 US Post processing for vessel segmentation and measurement

The images were post processed with imageJ (ImageJ, 2003). To reduce cardiac cycle based variations in the area, end diastolic B mode images were used for the diameter measurements (Chuang et al., 2002). Each image was converted to a binary form. The Default (IsoData) auto threshold algorithm in imageJ was used for thresholding. It uses an iterative approach to define the threshold. First, it divides the image into object and background using an initial threshold that is mid way between the two peaks on the histogram. After calculating the mean intensity for the object and the mean intensity for the background, it adds these two values and gets an average which is used as the new threshold value. This process is performed repeatedly until the threshold is larger than the average of the two clusters of intensities (Ridler & Calvard, 1978).

\[
i.e., \text{threshold} = \frac{\text{average background} + \text{average objects}}{2}.
\]

The diameter was calculated from the area of a rectangular as follows. A rectangular ROI with a width of 20 mm was placed over a horizontal segment of the lumen. The location of the ROI was saved in ROI manager. In the rare instances where there was a shift in the relative location of the ROI on a subsequent image, then an anatomical landmark in the image was used to reposition the ROI. The area of the “rectangular” portion of the thresholded lumen within the ROI is measured. Since the width and area of the defined lumen were known, the length (luminal diameter) was calculated using the formula for the area of a rectangle. The average baseline diameter
measurement was determined from the four pre-occlusion images and the baseline luminal area was determined from this value based on the assumption that the luminal area is circular.

**Figure 6-3. An ultrasound image of the popliteal artery, before and after being converted to a binary form.** A rectangular ROI is placed on the binary image so that the luminal diameter can be obtained from the area of the ROI.

### 6.3.3.2 Indices of peak vasodilatation (FMD and time to peak)

Similar to the approach by (Pyke & Tschakovsky, 2007), the maximal diameter was defined as the maximum y-value obtained from a fitted curve. A double Richards curve was fit to the data using an 8 parameter flexible logistic function in R called FlexParamCurve (version 1.5-3) whose equation was given as 6.1 below (Oswald et al., 2012). The fitted double Richards curve derived from the positive and negative curves is illustrated in Figure 6.4.

\[
y = \frac{\text{Asym}}{\left(1 + m \cdot \exp^{-k(t-i)}\right)1/m} + \frac{\text{Asym'}}{\left(1 + m' \cdot \exp^{-k'(t-i')}\right)1/m'}
\]  

(6.1)

where
- Asym is the value for the asymptote of the positive (increasing) curve
- k is the value for the rate parameter of the positive (increasing) curve
- i is the value for the point of inflection of the positive (increasing) curve
- m is the value for the shape parameter of the positive (increasing) curve
- Asym’ is the value for the asymptote of the negative (decreasing) curve
- k’ is the value for the rate parameter of the negative (decreasing) curve
- i’ is the value for the point of inflection of the negative (decreasing) curve
- m’ is the value for the shape parameter of the negative (decreasing) curve

The maximal y-value was obtained by serially adjusting the x-value of the fitted curve using a code in the FlexParamCurve package in R (Oswald, 2015) while the time to peak (TTP) was its
The maximal area was calculated from the diameter with the assumption of a circular area. The maximal change in diameter and area were calculated by subtracting the maximal value from the baseline values respectively. The FMD was calculated in two different ways. It was calculated using the traditional method as the percent change in diameter from the baseline diameter and it was also calculated as the percent change in area.

![Diagram](image)

**Figure 6-4. Positive and negative generalized logistic curves are illustrated in broken lines, with a double Richards curve superimposed as a thick line.** The maximal diameter (max) is the peak of the double Richards curve. Depending on the point of intersection of the two curves, max may be less than the asymptote of the positive curve (Asym). The asymptote of the negative curve (Asym') and the time to peak (TTP) are also illustrated.

### 6.3.3.3 Reactive hyperemia and Hyperemic velocity

The blood flow was calculated as a product of the mean blood velocity and the luminal cross-sectional area of the conduit artery (Zierler & Sumner, 2014) while reactive hyperemia was calculated as the ratio of the maximal blood flow recorded after the cuff deflation to the baseline blood flow (Celermajer et al., 1992).

### 6.3.4 Popliteal MRI-FMD technique

Nineteen volunteers were scanned using a 3T MRI scanner and a knee coil. Twelve of them were tested at St Michael’s hospital using a 3T Skyra Siemens scanner while seven had their examination at Sunnybrook hospital using a 3T Prisma Siemens scanner. The scan protocol used at St Michael’s hospital was imported into the Sunnybrook scanner so the same sequence parameters were used on both scanners. In this case, each volunteer was positioned supine on an imaging table, unlike the popliteal US-FMD study in which the patients were positioned prone. It
was not expected that the positioning with have an effect on FMD since the stroke volume index and cardiac output index are not affected by a change in position from supine to prone (Toyota & Amaki, 1998). The procedure was performed in a temperature-controlled room. The right knee was placed within the knee coil and the limb was immobilized using cushions and sandbags. Distal occlusion was achieved with an MRI compatible sphygmomanometer (Gamma G5, Heine Germany). The blood pressure cuff was placed around the leg, slightly below the bulk of the calf muscles and a cushion was placed under the ankle so that the imaging plane will not be distorted due to movements of the limb when the cuff was inflated or deflated. MRI compatible ECG leads were placed on the chest and the examination commenced after a period of rest. A spoiled gradient echo sequence was used for imaging.

Nineteen volunteers were scanned and rescanned using a 3T MRI scanner and a knee coil. Twelve of them were tested at St Michael’s hospital using a 3T Skyra Siemens scanner while seven had their examination at Sunnybrook hospital using a 3T Prisma Siemens scanner. The scan protocol used at St Michael’s hospital was imported into the Sunnybrook scanner so the same sequence parameters were used on both scanners.

First, the popliteal artery was identified using a 3 plane localizer, then a series of axial slices spanning the popliteal fossa was obtained with the imaging plane perpendicular to the popliteal artery. Out of the series of slices, a suitable one was selected in which no branches were coming off the popliteal artery. This slice was imaged using the IntSI sequence developed in chapter 4. The sequence parameters were flip angle 90°, matrix = 320 \times 140, FOV = 350 mm \times 153 mm, pixel area = 1.2 mm², slice thickness = 10 mm, acquisition time = 6-9 seconds depending on the heart rate, TE = 3.5 ms TR = 24 ms. Imaging was ECG gated and a trigger time of 435 ms was applied in order to avoid the high velocities of systole. The trigger time was measured from the onset of systole, since the duration of systole is usually constant compared to diastole, even in those with irregular heart rates (Wallis et al., 1986). The trigger time value of 435 ms was determined from Spectral Doppler analysis of the popliteal artery in chapter 4. Spectral Doppler analysis showed that the time from the R wave to the onset of diastolic flow in the popliteal artery is 447.35 ± 17.58 ms. Four baseline MR images of the popliteal artery were obtained, for calculation of the baseline luminal area as described in Chapter 5. Then, the blood pressure cuff was inflated up to 240 mmHg for 5 minutes. Imaging continued throughout the cuff inflation
period and for five minutes after the cuff was deflated. The re-scan MRI was done after an interval of 30 minutes in order to assess the test-retest reproducibility of the IntSI area measurement technique.

Figure 6-5. The set up for the popliteal MRI-FMD. The knee was immobilized within the knee coil and the pneumatic cuff was placed distal to the popliteal artery.

6.3.4.1 Post processing for vessel segmentation and measurement
The MR images were post-processed with imageJ (ImageJ, 2003). The sliding paraboloid background subtraction algorithm in imageJ (Castle & Keller, 2007) was used to segment the luminal pixels. The technique was explained in detail in Chapter 5. The sliding paraboloid technique involved identifying luminal pixels based on a fitted paraboloid. A binary image or mask was then created by assigning the value 1 to pixels that fit in the paraboloid and 0 to those that did not. The created mask was used to multiply the native image using the calculator plus plugin (Rasband & Landini, 2004). The luminal pixels of each resultant image retained their native signal intensities while the adjacent background pixels had signal intensities of zero. A region of interest was defined using the pixels at the boundary which had zero pixel intensity. The multi-measure function (Rasband et al., 2006) was used to save the ROI and apply it to the other images, ensuring that the ROI encircled the luminal pixels in all the images. The IntSI was measured as the sum of the pixel intensities within the defined ROI and the maximal pixel intensity was also recorded ($P_{\text{max}}$) in each image.
6.3.4.2 Luminal area determination

As discussed in Chapter 5, the IntSI equation was adapted for imaging the popliteal artery, because 1) the artery has a blunted parabolic parabolic flow profile, 2) arterial blood is not completely static during data acquisition, as imaging occurs over several cardiac cycles, but there is minimal flow during diastole in an unperturbed artery. Therefore, the central pixel intensity of an unperturbed artery (P_B) was used in place of P_SS, 3) minimal retrograde flow entering the slice during data acquisition may be suppressed a venous saturation pulse used to remove adjacent signals from the popliteal artery, leading to P_B being lower than is should be. Therefore a correction factor was also included in the modified IntSI equation and the luminal area (A) was calculated using the IntSI technique as expressed as equation 6.2.

\[
A = \frac{\text{intSI} \cdot a}{0.5 \cdot P_B + 0.6 \cdot P_{\text{max}}} \quad (6.2)
\]

where IntSI is the integrated signal intensity of the luminal pixels, a is the pixel area, P_B is the baseline pixel intensity and P_{\text{max}} is the maximal pixel intensity of the image being processed.

As mentioned in section 5.3.2, the central pixel’s intensity of the unperturbed artery (P_B) was determined as an average of P_{\text{max}} obtained from the three baseline images. This is because the central pixel is expected to be the brightest pixel, even if there is no flow in the lumen since the pixel contains only luminal signals unlike more peripherally located pixels that may experience partial volume averaging with the surroundings. Subsequently, time-plots were drawn using the area measurements obtained from equation 5.7.

6.3.4.3 Indices of peak vasodilatation (FMD and time to peak)

Similar to the ultrasound approach for determining the peak dilatation, a curve was fitted into the post deflation MR data using the 8 parameter flexible logistic function called FlexParamCurve (version 1.5-3) algorithm in the R statistics software (Oswald, 2015) described previously. The maximal area was defined as the maximal y-value of the fitted curve as shown in Figure 6-6 and the corresponding x-value was the time to peak (TTP). The FMD was determined as the maximum percentage change in arterial cross-sectional area (Lee et al., 2007). The total dilatory response of the vessel was calculated by integrating the area under the curve.
Figure 6-6. A fitted curve (red) in the post cuff deflation data of a volunteer. The curve was obtained with the FlexParamCurve algorithm in R. The maximal dilatation (Max) is the maximal y-value of the fitted curve while the time to peak (TTP) is the corresponding x-value.

6.3.4.4 Reactive hyperemia
Reactive hyperemia was qualitatively graded as poor or adequate using the maximum IntSI to baseline IntSI ratio. Those in which the maximum /baseline IntSI ratio was 1.2 or less were classified as demonstrating poor reactive hyperaemic response, while those in which the ratio was greater than 1.2 were classified as having adequate reactive hyperaemic response.

6.3.5 Statistical analysis
The results were expressed as the mean ± standard deviation. The Pearson correlation coefficient and intraclass correlation coefficient were used to test for agreement between brachial ultrasound FMD and popliteal ultrasound FMD, bearing in mind that the brachial artery might have a larger FMD than the popliteal artery due to the relationship between vessel size and FMD (Charakida et al., 2010). Bland Altman’s plots were used to determine the mean difference and limits of agreement between brachial ultrasound FMD, popliteal ultrasound FMD and popliteal MR-FMD. The limits of agreement were two standard deviations from the mean difference (Bland & Altman, 1986).
The within subject coefficient of variation ($CV_w$), intraclass correlation coefficient (ICC) and the coefficient of repeatability (CR) on Bland Altman plots were used to assess the test–retest reliability of the brachial US-FMD, popliteal US-FMD and popliteal MRI-FMD. The minimum sample size required for test-retest repeatability of FMD was calculated as sixteen. Details of how this value was arrived at are also in the supplementary methods. The technical error of measurement (TEM) was used to quantify the measurement error (Lewis, 1999; Charakida et al., 2010). Details of the formulas used for the $CV_w$ and TEM are in the supplementary methods. The CR represents the limits of agreement and it was twice the standard deviation of the mean difference (Bland & Altman, 1986; Vaz et al., 2013). The ICC was calculated using the R statistics software. The Pearson’s correlation coefficient was used to test for correlation between the indices of peak vasodilatation (FMD and TTP) and various parameters such as height, BMI, pulse rate, baseline luminal area etc.

A two-one-sided t-test (TOST) using the function rTOST in the equivalence package in R (Robinson, 2016) was used to test for non-inferiority between the $CV_w$ of the FMD techniques. The null hypothesis was that the $CV_w$ of popliteal MR-FMD is inferior to that of brachial US-FMD while the alternative hypothesis was that there is no significant difference between their $CV_w$. The margin of similarity was the confidence interval (CI) of CV for the test retest data of brachial US-FMD. Reactive hyperemia was qualitatively graded as using a fold change in IntSI from baseline to the maximal value during FMD. Those in which the fold change in IntSI was 1.2 or less were classified as demonstrating poor reactive hyperaemic response, while those in which the fold change was greater were classified as having adequate reactive hyperaemic response. The data was analyzed using the R project for statistical computing (version 3.1.3), which is a freely available, open-source statistics software (Chambers, 2009).
6.4 Results

6.4.1 Imaging and post processing duration

The period from which the patient was positioned on the couch to obtaining the baseline scans was longer with ultrasound (3-12 minutes for ultrasound versus 4-5 minutes for MRI). However, data acquisition was approximately 11 minutes for both techniques, comprising of 1 minute or less for baseline data acquisition, 5 minutes of cuff inflation and 5 minutes of data additional data collection post-cuff deflation. Therefore, US-FMD required 14 – 23 minutes while MRI-FMD was completed in 15-16 minutes. Post processing for each US-FMD study lasted 23.1 ± 2.2 min, while the IntSI MRI-FMD technique required 11.3 ± 1.6 min.

6.4.2 Characteristics of the volunteers

Table 1 shows the general characteristics of the volunteers. Nineteen young and healthy volunteers were scanned out of which eleven were male and eight were female. The average age for the study population was 25.8 ± 8.3 years. The overall mean heart rate was 59.7 ± 7.0 beats/min. The mean BMI for the males was 25.7 ± 4.2 kg/m$^3$, which is considered overweight. The females, on the other hand, had a mean BMI of 22.3 ± 2.0 kg/m$^3$, which is considered healthy. Both groups had a low mean blood pressure with an overall mean blood pressure of 110.0 ± 8.2 mmHg.

<table>
<thead>
<tr>
<th></th>
<th>Male</th>
<th>Female</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td>11</td>
<td>8</td>
<td>19</td>
</tr>
<tr>
<td>Age (years)</td>
<td>24.4 ± 8.6</td>
<td>27.4 ± 8.1</td>
<td>25.8 ± 8.3</td>
</tr>
<tr>
<td>Height (cm)</td>
<td>179.6 ± 10.5</td>
<td>170.4 ± 8.8</td>
<td>175.2 ± 10.5</td>
</tr>
<tr>
<td>Weight (kg)</td>
<td>82.4 ± 10.3</td>
<td>65.3 ± 11.4</td>
<td>74.3 ± 13.7</td>
</tr>
<tr>
<td>BMI (kg/m$^2$)</td>
<td>25.7 ± 4.2</td>
<td>22.3 ± 2.0</td>
<td>24.1 ± 3.7</td>
</tr>
<tr>
<td>Systolic blood pressure (mmHg)</td>
<td>113.6 ± 8.1</td>
<td>105.0 ± 5.4</td>
<td>110.0 ± 8.2</td>
</tr>
<tr>
<td>Diastolic blood pressure (mmHg)</td>
<td>72.9 ± 9.2</td>
<td>63.8 ± 7.4</td>
<td>69.1 ± 9.5</td>
</tr>
<tr>
<td>Heart rate (beats/min)</td>
<td>58.5 ± 8.0</td>
<td>61.1 ± 5.8</td>
<td>59.7 ± 7.0</td>
</tr>
</tbody>
</table>
6.4.3 Agreement between brachial US-FMD and popliteal US-FMD

The overall mean baseline area of the brachial artery was 10.73 ± 3.60 mm$^2$, and while the overall mean brachial FMD was 16.59 ± 5.31% (Table 6-3 in the supplementary results). The popliteal artery, on the other hand, had an overall mean baseline area of 24.51 ± 5.70 mm$^2$ and an overall mean FMD of 10.93 ± 4.53 % (Table 6-4 in the supplementary results).

There was moderate agreement between brachial FMD and popliteal FMD with a Pearson’s correlation coefficient of 0.59 (Figure 5-6a). The ICC was 0.31 (0.09-0.58) with a mean difference of 5.66 ± 4.54% (Figure 5-6b).

Figure 6-7. A comparison between brachial US-FMD and popliteal US-FMD. (a) Scatter plot for US-FMD measurements in the brachial and popliteal artery respectively. (b) Bland Altman plot of brachial US-FMD versus popliteal US-FMD. FMD was calculated as a percent change in the luminal area. The two blue horizontal lines in this figure and subsequent ones represent the limits of agreement and they are two standard deviations from the mean difference.
6.4.4 Popliteal Ultrasound FMD study

6.4.4.1 Repeatability of the popliteal US baseline area measurements

The popliteal artery had an overall mean baseline area of $24.51 \pm 5.70 \text{ mm}^2$. There was agreement between the test and retest baseline ultrasound measurements of the popliteal area ($\text{ICC} = 0.92$, [0.80-0.97]), ($r = 0.93$), with the trend line lying on the line of equality (Figure 6-8a). The test-retest baseline area measurements for the popliteal artery had a $\text{CV}_w$ of 5%, the TEM was 1.65 mm$^2$, while the CR was 4.59 mm$^2$ as shown on the Bland Altman plot (Figure 6-8b).

![Figure 6-8](image)

**Figure 6-8. A comparison between test and retest measurements of the baseline popliteal area using ultrasonography.** (a) Scatter plot with a line of equality, for test-retest repeatability of US-based measurements of the baseline area of the popliteal artery. (b) Bland Altman’s plot for the test-retest repeatability of US-based measurements of the baseline area of the popliteal artery.
6.4.4.2 Repeatability of the popliteal US-FMD measurements

There was agreement between test-retest FMD measurements of the popliteal area (ICC = 0.62, [0.24-0.83]), (r = 0.61), (Figure 6-9a). The test-retest measurements for popliteal US-FMD had a CV\textsubscript{w} of 18%. The TEM was 2.83%, while the CR was 8.16% as shown on the Bland Altman plot (Figure 6-9b).

![Figure 6-9](image-url).

**Figure 6-9.** A comparison between test and retest measurements of popliteal FMD using ultrasonography. (a) Scatter plot with a line of equality, for test-retest repeatability of popliteal US-FMD. (b) Bland Altman’s plot for the test-retest repeatability of popliteal US-FMD. FMD was calculated as a percent change in the luminal area.
6.4.5 Popliteal MRI-FMD study

6.4.5.1 Repeatability of popliteal MRI-based baseline area measurements

The overall mean value for MRI-based popliteal baseline areas measurements was 29.26 ± 6.65 mm$^2$. There was agreement between the test-retest baseline MRI-based measurements of the popliteal area (ICC = 0.91 [0.90-0.98]), (r = 0.96), with the trend line lying on the line of equality (Figure 6-10a). The CV$_w$ was 3%, the TEM was 1.32 mm$^2$, while the CR was 3.74 mm$^2$ as shown on the Bland Altman plot (Figure 6-10b).

![Figure 6-10](image-url)

**Figure 6-10. A comparison between test and retest measurements of the baseline popliteal area using MRI.** (a) Scatter plot with a line of equality, for test-retest repeatability of popliteal baseline area measurements obtained with MRI. (b) Bland Altman’s plot for the test-retest repeatability of popliteal baseline area obtained with MRI.
6.4.5.2 Repeatability of the popliteal MRI-FMD measurements

The overall mean MRIFMD was 15.55 ±7.47%. There was agreement between test-retest FMD measurements of the popliteal area (ICC = 0.72, [0.43-0.89]), (r = 0.72), (Figure 6-11a). The test-retest FMD measurements had a CVw of 17%, the TEM was 3.78%, while the CR was 10.99% as shown on the Bland Altman plot (Figure 6-1b).

Figure 6-11. A comparison between test and retest measurements of popliteal FMD using MRI. (a) Scatter plot with a line of equality, for test-retest repeatability of popliteal MRI-FMD. (b) Bland Altman’s plot for the test-retest repeatability of popliteal MRI-FMD. FMD was calculated as a percent change in the luminal area.
6.4.6 Agreement between the ultrasound and MRI based measurements

6.4.6.1 Popliteal US baseline area versus popliteal MRI baseline area measurements

There was agreement between baseline area measurements obtained with US and MRI. (ICC = 0.75, [0.59-0.88]). However, the MRI measurements were greater than US measurements resulting in a shift of the trend line towards the left of the line of equality (Figure 6-12a). The mean difference was 4.75 ± 2.60mm² (Figure 6-12b), which is 19% increase relative to the US baseline area.

Figure 6-12. A comparison between popliteal FMD baseline area measurements using US versus MRI in 19 subjects. Each subject was scanned twice. (a) Scatter plot with a line of equality, for popliteal baseline area measurements using US versus MRI. (b) Bland Altman’s plot for the difference between baseline areas measurements via US versus MRI.
6.4.6.2 Popliteal US-FMD versus popliteal MRI-FMD

There was agreement between popliteal FMD measurements obtained with both ultrasonography and MRI (ICC=0.61, [0.24-0.83]). However, the MRI-FMD values were higher than US-FMD with a bias of 5.07% (Figure 6-13a). The coefficient of variability of the popliteal MRI-FMD was comparable with both brachial ultrasound and popliteal ultrasound FMD (All were within the range of 23 - 26%) (Table 6-2). There was no significant difference in their ICC since there was an overlap in the confidence intervals (Table 6-2).

![Figure 6-13](image)

**Figure 6-13. A comparison between popliteal US-FMD and popliteal MRI-FMD in 19 subjects.** Each subject was scanned twice. (a) Scatter plot with a line of equality, for popliteal FMD using MRI versus ultrasound. (b) Bland Altman’s plot for the difference between FMD measurements via ultrasound and MRI. FMD was calculated as a percent change in the luminal area.
6.4.6.3 Brachial US-FMD versus popliteal MRI-FMD

There was fair agreement between brachial US-FMD and popliteal MRI-FMD \( r = 0.33 \), (Figure 6-14a). The mean difference $\pm$ CR between brachial US-FMD and popliteal MRI-FMD was $0.42 \pm 14.50 \text{mm}^2$ (Figure 6-14b).

![Figure 6-14. A comparison between brachial US-FMD and popliteal MRI-FMD in 19 subjects.](image)

Each subject was scanned twice. (a) Scatter plot with a line of equality, for brachial US-FMD versus popliteal MRI-FMD. (b) Bland Altman’s plot for the difference between FMD measurements via brachial ultrasound and popliteal MRI. FMD was calculated as a percent change in the luminal area.
6.4.7 Variability of the ultrasound and MRI based measurements

There was an overlap in the confidence intervals of the CV\(_w\) for the three FMD techniques and also an overlap in the confidence intervals of their ICCs (Table 6-2). The CV\(_w\) of popliteal MRI-FMD was non-inferior to that of brachial US-FMD and popliteal US-FMD (Table 6-3). Non-inferiority testing was done using the confidence interval of CV\(_w\) for brachial US-FMD as the margin of similarity.

Table 6-2. Summary of the test-retest repeatability of brachial US-FMD, popliteal US-FMD and popliteal MRI-FMD

<table>
<thead>
<tr>
<th>% change in area</th>
<th>Overall Mean ± SD (%)</th>
<th>Mean diff. ± CR (%)</th>
<th>CV(_w) and CI (mm(^2))</th>
<th>TEM (%)</th>
<th>ICC and CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brachial US-FMD</td>
<td>16.59 ± 5.31</td>
<td>0.76 ±10.80</td>
<td>0.23 (0.21 to 0.25)</td>
<td>3.76</td>
<td>0.51[0.09-0.77]</td>
</tr>
<tr>
<td>Popliteal US-FMD</td>
<td>10.93 ± 4.53</td>
<td>0.53 ± 8.16</td>
<td>0.26 (0.24 to 0.28)</td>
<td>2.83</td>
<td>0.62 [0.24-0.83]</td>
</tr>
<tr>
<td>Popliteal MRI-FMD</td>
<td>16.0 ±7.20</td>
<td>0.08 ± 10.99</td>
<td>0.24 (0.22 to 0.26)</td>
<td>3.78</td>
<td>0.72 [0.43-0.89]</td>
</tr>
</tbody>
</table>

Table 6-3. Testing for non-inferiority between the intrasubject coefficient of variability (CV\(_w\)) of the FMD techniques

<table>
<thead>
<tr>
<th></th>
<th>Mean difference between the CV(_w) and the CI (mm(^2))</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brachial US-FMD vs Popliteal US-FMD</td>
<td>-0.0002 (-0.12 to 0.12)</td>
<td>3.00e-4</td>
</tr>
<tr>
<td>Brachial US-FMD vs Popliteal MRI-FMD</td>
<td>0.04 (-0.05 to 0.14)</td>
<td>2.43e-4</td>
</tr>
</tbody>
</table>

CI = Confidence interval
6.4.8 Qualitative assessment of reactive hyperemia with the IntSI technique

The adequate hyperaemic response (HR) group had higher hyperemic values during brachial US-FMD than the poor RH group (5.14 ± 2.56 versus 4.01 ± 2.52). Similar findings were observed with popliteal US-FMD (3.56 ± 1.45 versus 2.91 ± 0.94). However, the difference was not statistically significant at p < 0.05 in both cases.

Figure 6-15. Box plots showing the ultrasound based hyperemic response in the two groups qualitatively classified with the IntSI technique as having poor or adequate hyperemic response respectively. (a) shows the hyperemic response during brachial US-FMD while (b) shows the hyperemic response during popliteal US-FMD.
### 6.4.9 Box plot for the TTP using each FMD technique

There was no significant difference between the TTP using the three FMD techniques at $p < 0.05$. In some cases, brachial US-FMD, popliteal US-FMD and popliteal MRI-FMD had TTP as low as 31.42 seconds, 30.66 seconds and 25.96 seconds respectively.

**Figure 6-16.** Box plots showing the TTP using the three FMD techniques. BUS.FMD = Brachial US-FMD, PUS.FMD = Popliteal US-FMD, PMRI-FMD = Popliteal MRI-FMD
6.4.10 Indices of peak vasodilatation and various parameters.

FMD and time to peak (TTP) were the indices of peak vasodilatation that were examined. The TTP for brachial US-FMD was 56.21 ± 24.79 seconds. The TTP for popliteal FMD were 74.32 ± 43.66 seconds and 72.97 ± 47.01 seconds using the ultrasonography and the MRI based IntSI technique respectively. The indices of peak vasodilation measured in the popliteal artery were compared with various parameters. There was moderate correlation between MRI based reactive hyperemia and MRI-FMD (r = 0.54). However, ultrasonography did not show a similar result (r = 0.18), (Table 6-3). There was moderate correlation between diastolic BP and US-FMD (r = 0.51), however, there was weak correlation between diastolic BP and MRI-FMD (r = 0.38), (Table 6-3). Other variables such as age, BMI and pulse rate etc correlated weakly or very weakly with FMD and TTP, using both US and MRI.

Table 6-4. Summary of the association between FMD and TTP in the popliteal artery with general characteristics of the volunteers.

<table>
<thead>
<tr>
<th>General Characteristics</th>
<th>FMD</th>
<th>TTP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>US</td>
<td>MRI</td>
</tr>
<tr>
<td></td>
<td>R²</td>
<td>r</td>
</tr>
<tr>
<td>Age</td>
<td>0.004</td>
<td>0.06</td>
</tr>
<tr>
<td>BMI</td>
<td>0.006</td>
<td>0.08</td>
</tr>
<tr>
<td>Pulse rate</td>
<td>0.017</td>
<td>0.13</td>
</tr>
<tr>
<td>Systolic blood pressure</td>
<td>0.14</td>
<td>0.38</td>
</tr>
<tr>
<td>Diastolic blood pressure</td>
<td>0.26</td>
<td>0.51</td>
</tr>
<tr>
<td>Baseline luminal area</td>
<td>0.10</td>
<td>0.31</td>
</tr>
<tr>
<td>TTP</td>
<td>0.0001</td>
<td>0.01</td>
</tr>
</tbody>
</table>

R² is the coefficient of determination, r is the Pearson’s correlation coefficient.
6.5 Discussion

The repeatability of FMD may be affected by three sources of error. The imaging technology, the patient’s physiology and the post processing technique may contribute to poor repeatability of FMD studies. US-FMD is technically challenging and ultrasonography in general, is operator dependent (Corretti et al., 2002). Although MRI does not have these limitations, conventional MRI-FMD techniques are limited by a tradeoff between spatial and temporal resolution. The IntSI technique has advantages over previous MRI methods of measuring FMD. It offers a higher temporal sampling frequency which improves the chances of detecting the transitory peak dilatation during FMD. Area measurement with the IntSI technique requires a scan time of 6-9 seconds whereas measurements by pixel count of high resolution images using a fast sequence such as the SSFP sequence and a 3T scanner requires up to 15 seconds (Oliver et al., 2012). Another advantage of the IntSI technique is its ability to qualitatively demonstrate reactive hyperemia. Phase contrast imaging is capable of demonstrating hyperemia but it has a limitation of low temporal resolution (Pai, 2007).

The IntSI technique for MRI-FMD can be incorporated into a comprehensive protocol for MRI based evaluation of vascular health because if a patient is already positioned on the examination table for an MRI, including an FMD study in the examination protocol will only add a few more minutes to the total examination time. This is because the imaging plane for MR imaging is easy to define and maintain. In the present study, it took 4-5 minutes to position the patient, fix the imaging plane and obtain baseline MR images. Then distal occlusion was applied for 5 minutes with imaging continuing for another 5 minutes post-occlusion. Therefore an MRI-FMD study will only add 15 minutes to the total examination time. This is unlike ultrasound where technical challenges may increase the time required to define the imaging plane, stabilize the transducer and obtain the baseline images. It took 3 to 12 minutes to set up the ultrasound study and obtain baseline images in this present study. Other authors reported that it took them 1 to 10 minutes to obtain high quality baseline scans (Raitakari & Celermajer, 2000).

Post processing for MRI-FMD using the IntSI technique was shorter than US-FMD (11.3 ± 1.6 min versus 23.1 ± 2.2 min). Automated post-processing methods for US-FMD such as the Brachial analyzer and FMD Studio have been designed to reduce the analysis time (Faita et al., 2011b). Authors have reported a mean analysis time 21 ± 1 min with Brachial analyzer and 14 ±
In view of the advantages of the IntSI technique for MRI-FMD over the more established ultrasound approach, a test-retest repeatability study of the IntSI technique was compared with that of ultrasound-FMD.

### 6.5.1 Agreement between brachial ultrasound FMD and popliteal ultrasound FMD

Brachial ultrasound FMD is the gold standard for assessing endothelial function (Deanfield et al., 2007; Stoner et al., 2013). However, the popliteal artery was chosen to test the IntSI technique, partly due to its anatomical advantage. It lies close to the center of the magnet and will produce more homogenous MR signals than the brachial artery which lies more peripherally (Brix et al., 2008). The moderate agreement between brachial US-FMD and popliteal US-FMD in this chapter shows that popliteal FMD can also be used as a marker of endothelial function. Although brachial FMD was larger in magnitude than popliteal FMD, this may be explained by the observation that smaller arteries have higher wall shear stress, which triggers a higher FMD response in smaller arteries (Celermajer et al., 1992).

### 6.5.2 Agreement between popliteal US-FMD and popliteal MRI-FMD

#### 6.5.2.1 Popliteal baseline area (ultrasound versus MRI)

The smaller popliteal baseline area measurements recorded with ultrasonography when compared with MRI (Figure 6-12), may be because unlike MRI that measures the luminal area from cross-sectional images, the ultrasound data is obtained from longitudinal images due to the poor lateral resolution of ultrasound. The luminal area is then calculated from the diameter based on the assumption that the lumen has a circular cross section. However, if the lumen is oval then the calculated area will be inaccurate. A study comparing brachial intravascular ultrasound measurements with extravascular ultrasound found that intravascular measurements were larger and the vessel was oval (Ong et al., 2002). Pressure from the ultrasound transducer may also compress an artery making the lumen oval (Triboulet et al., 2006; Cary et al., 2014). Therefore when the ultrasound area is derived from the diameter by assuming that the area is circular, the calculated area will be less than it should be. However, the popliteal artery lies deep within the popliteal fossa, therefore, it is possible that this may not be affected by the US transducer pressure. Other authors observed larger brachial luminal area measurements with ultrasound
compared to MRI (Sorensen et al., 2002; Leeson et al., 2006) and they ascribed it to their ultrasound measurement being from the intima media boundary while MRI measured the from the lumen intima interface. In this present study, ultrasound measurements were from the lumen-intima interface.

6.5.2.2 Popliteal FMD (US-FMD versus MRI-FMD)

An acceptable reproducibility for FMD studies is a mean difference of 2% to 3% (Corretti et al., 2002). Both popliteal US-FMD and popliteal MRI-FMD in my study had mean differences below this range. Therefore, either technique is acceptable as a means of assessing FMD. However, MRI detected a larger FMD response than ultrasound. The mean difference between popliteal US-FMD and MRI-FMD was 5.07%. This differs from a similar study on the brachial artery in which the mean difference between US-FMD and MRI-FMD was 0.14% (Leeson et al., 2006). The reason why our US and MRI popliteal FMD studies showed less agreement compared to that by Leeson et al (2006) may be because they measured FMD at 60 second which might not be the point of maximal dilatation as our MRI study had time-to-peak values as early as 11s. Another reason for the difference is that the maximal dilatation may not be detected by ultrasonography if the time to peak is short, this is because the immediate post-cuff deflation period is sometimes associated with a slight shift in the ultrasound imaging plane, despite the use of a probe holder. Therefore, the peak dilatation might not be detected.

A third reason may due to the ability of MRI to demonstrate multi-directional vessel dilatation unlike longitudinal imaging with ultrasound which can only capture dilatation in the longitudinal plane. A final reason may be because the MRI and US studies were performed on separate days. Although this may not be a good enough reason since Leeson et al (2006) also performed the test-retest repeatability studies for ultrasound and MRI respectively, on separate days. In this present study, efforts were made to make the dates for the tests as close together as possible. The patients were scanned at the same period in the day for both scans to avoid the diurnal variations in FMD and female volunteers were scanned during the same phase of their menstrual cycle. However, diet and exercise were not strictly controlled over the intervening days.
6.5.3 Agreement between brachial US-FMD and popliteal MRI FMD

6.5.3.1 Popliteal FMD (US-FMD versus MRI-FMD)

It was observed that the mean difference between brachial US-FMD and popliteal MRI-FMD was smaller than that between popliteal US-FMD and popliteal MRI-FMD. This may be attributed to brachial FMD having a larger FMD response than popliteal FMD. The large difference between popliteal US-FMD and popliteal MRI-FMD may be ascribed to the inability to capture multi-directional increase in the arterial lumen on longitudinal ultrasound images. However the larger FMD response that usually occurs in the brachial artery results in a large difference between brachial US-FMD and popliteal US-FMD, but a smaller different between brachial US-FMD and popliteal MR-FMD.

6.5.3.2 Repeatability of Popliteal MRI-FMD versus brachial US-FMD

The focus of my research was to demonstrate that popliteal MRI-FMD was more repeatable than brachial US-FMD. Although I was not able to show that the within subject coefficient of variability of the popliteal MRI-FMD technique was better than either the brachial ultrasound or popliteal ultrasound US-FMD techniques, it was non-inferior to both US-FMD techniques. The within subject coefficients of variability for the ultrasound and MRI studies were greater than the values of 7.6% to 11.9% reported for same day brachial ultrasound repeatability (Ghiadoni et al., 2012) and the value of 9-10% for different day brachial ultrasound repeatability (Donald et al., 2008). The values were closer to that of 23% observed in a previous brachial ultrasound repeatability study (Sorensen et al., 2002). Despite not being able to demonstrate the superiority of popliteal MRI-FMD over brachial US-FMD, in view of the technical and anatomical advantages of popliteal FMD, the approach should still be considered as an alternative means of measuring macrovascular endothelial function since it is non-inferior to brachial US-FMD.

6.5.4 Qualitative assessment of reactive hyperemia with the IntSI technique

FMD depends on macrovascular shear stress and reactive hyperemia is not a good estimate of shear stress. This is because the reactive hyperemia increases as the baseline diameter increases while the shear stress decreases as the baseline diameter increases (Pyke & Tschakovsky, 2005). However, it is still useful to qualify reactive hyperemia in order to assess macrovascular function.
and to determine if a poor FMD response is due to an underlying microvascular disease. Although the group classified as having a poor hyperemic response using the IntSI technique showed lower hyperemic response during brachial US-FMD and popliteal US-FMD, the difference was not statistically significant in both cases. This may be because the study comprised of healthy volunteers. It is possible that the difference between the groups may be statistically significant in those with or at risk for endothelial dysfunction.

6.5.5 Adequacy of the sampling interval of the MRI-FMD using the IntSI technique

The mean TTP had lower standard deviations of 31.42 seconds, 30.66 seconds and 25.96 seconds using brachial US-FMD, popliteal US-FMD and popliteal MRI-FMD respectively (Figure 6.16). Therefore, a sampling interval of 6-9 seconds with the MRI IntSI technique is good for FMD, because according to the Nyquist sampling theorem (Luke, 1999), this sampling interval can accommodate TTP as low as 20 seconds.

6.5.6 Correlation between indices of peak vasodilatation and various parameters

This study was not primarily designed to assess the effects of various general characteristics of the volunteers on the indices of vasodilatation (FMD and the time to peak). However, preliminary efforts were made to examine if there was any correlation between the volunteer characteristics and these indices of vasodilatation. The moderate correlation between diastolic BP and popliteal US-FMD was not found with popliteal MR-FMD. The ultrasound finding agrees with a previous brachial US study in which lower FMD was associated with lower diastolic BP during sub-maximal exercise (Lambiase et al., 2014). Other variables such as age, BMI and pulse rate correlated weakly or very weakly with FMD and TTP, using both ultrasonography and MRI. A larger and more diverse sample is required to adequately assess effects of the different variables on MRI-FMD using the IntSI approach.

6.5.7 Study limitations

Application of the IntSI technique for reliable area measurements during an MRI-FMD study has various limitations. Some of the limitations are due to assumptions made while deriving the IntSI equation. These assumptions have been discussed in detail in Chapter 3. The technique assumes
that the TOF effect increased with the blood velocity and that the threshold velocity at which this linear relationship stops is neither attained nor exceeded. In hyperdynamic states or possible situations where the imaged segment of the conduit artery is narrow with a resultant increase in the maximal velocity beyond the threshold, the IntSI will no longer give a reliable estimate of the luminal area. In those with small arterial lumina, if the pixel-to-luminal area is greater than 0.1, then it will be wrong to assume that the mean velocity within the most central pixel ($V_p$) can be used as an approximation for $V_{\text{max}}$.

Another limitation is that the popliteal artery has a blunted parabolic velocity profile, which does not conform to the IntSI technique’s assumption that the velocity has a fully formed parabolic profile in which the mean velocity is half of the maximal velocity. The IntSI equation was modified for the popliteal artery using a value 0.6 instead of 0.5 for the ratio of $V_{\text{mean}}$ to $V_{\text{max}}$ in order to accommodate the blunted parabolic flow profile of the artery. However, in situations where the $V_{\text{mean}}$ to $V_{\text{max}}$ ratio differs from 0.6, the modified equation becomes an unreliable means of calculating the luminal area. The correction factor for suppressed retrograde flow that was introduced into the modified IntSI equation for popliteal imaging may lead to underestimation of area measurements during reactive hyperemia and subsequently FMD underestimation. This is because retrograde flow is reduced or eliminated during hyperemia, unlike an unperturbed artery that has triphasic flow.

Other limitations to the applicability of the technique are that only 90° spoiled gradient RF pulses can be used for imaging and that k-space should be filled using a Cartesian trajectory. Failure to comply with these requirements will introduce error into the MRI-FMD study. When performing a repeatability study for MRI-FMD using the IntSI technique, if different segments of the artery are imaged during the test and re-test phases respectively, or if in one instance, the imaging plane is not positioned perpendicular to the long axis of the vessel, then error will be introduced with resultant poor repeatability of the technique.

A final limitation of this study is that an adaptive trigger delay was not used during MR imaging. With a diastolic trigger delay, imaging commences at a specific time from the onset of the R wave. An adaptive trigger delay technique may be useful in those with variable heart rate to ensure that imaging always commences at a specific point in the cardiac cycle (Roes et al.,
It may also be helpful where systole is longer than the predetermined diastolic delay or in those with faster heart rate with R-R intervals that cannot accommodate the predetermined diastolic delay and image acquisition period (Fernandez et al., 2009).

6.5.8 Conclusion

IntSI approach for measuring the popliteal area provides a means of improving the sampling frequency during MRI-FMD. It offers a reliable method of measuring macrovascular endothelial dysfunction and qualifying macrovascular dependent reactive hyperemia. Although this study was not able to demonstrate popliteal MRI-FMD as superior to brachial US-FMD, it was non-inferior to brachial US-FMD.
6.6 **Supplementary**

6.6.1 Supplementary methods

6.6.1.1 The technical error of the measurement (TEM)

The technical error of the measurement (TEM) was calculated using equation S6-1 (Lewis, 1999).

\[
\text{TEM} = \sqrt{\frac{\sum_{i=1}^{n} (d_i^2)}{2n}}
\]  

(S6-1)

where \(d_i\) is the difference between the paired FMD measurements obtained from the \(i\)th volunteer and \(n\) is the sample size.

6.6.1.2 The within subject variability (\(S_w\))

The within subject variability (\(S_w\)) for the paired data was obtained by squaring the standard deviation of each paired difference (\(S_i^2\)), finding the mean of the squared standard deviations and calculating the square root of this mean value (Rodbard, 1974; Bland, 2006).

\[
S_w = \sqrt{\frac{\sum_{i=1}^{n} (S_i^2)}{n}}
\]  

(S6-2)

6.6.1.3 The within subject coefficient of variation (\(CV_w\))

The within subject coefficient of variation (\(CV_w\)) was calculated by dividing the within subject variability with the overall sample mean (\(x\)) and then by \(\sqrt{2}\) (Hopkins, 2000; Donald et al., 2006).

\[
CV_w = \frac{S_w}{x\sqrt{2}}
\]  

(S6-3)

The confidence interval for the coefficient of variation was used as the equivalence margin for the non-inferiority test. They were obtained by calculating \(CV_w\) using the root mean square approach. In this approach, the root mean square of the mean difference of all paired data was divided by \(\sqrt{2}\) (Bland, 2006).

\[
CV_w = \sqrt{\frac{\sum_{i=1}^{n} (D_i)^2}{2n}}
\]  

(S6-4)
where $D_i$ is the mean difference of the paired FMD measurements obtained from the ith volunteer and $n$ is the sample size.

### 6.6.1.4 Percentage change

Percentage change was calculated as a quotient of the test-retest difference in FMD ($D$) and the overall sample mean ($x$) of the two FMD values.

$$PC = \frac{D}{x} \tag{S6-5}$$

### 6.6.1.5 The minimum sample size

The minimum sample size required for test-retest repeatability of FMD was calculated using equation 6.6 (van Belle, 2011).

$$n = \frac{16(CV)^2}{(PC)^2} \tag{S6-6}$$

where $CV$ is the same day coefficient of variation for brachial US-FMD and $PC$ is the test-retest percentage change in FMD.

For the sample size calculation, the values for the same day $CV$, difference in FMD and the arithmetic average of the two values were 10%, 0.97% and 9.79% respectively (Leeson et al., 2006). Therefore, the minimum sample size was calculated as 16.

A sample size of 18 was calculated as sufficient to test for inferiority using the sampleN.noninf function in R (Labes, 2016) assuming the CV is up to 0.20, at a target power of 0.8 and alpha at 0.1.
### 6.6.2 Supplementary results

**Table 6-5. Test-retest reliability results for brachial US-FMD**

<table>
<thead>
<tr>
<th></th>
<th>Test Mean (SD)</th>
<th>Retest Mean (SD)</th>
<th>Overall Mean (SD)</th>
<th>Mean diff. ± CR*</th>
<th>Coefficient of Variability(CV)</th>
<th>TEM</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Baseline values</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Area (mm²)</td>
<td>10.81 ± 3.79</td>
<td>10.65 ± 3.50</td>
<td>10.73 ± 3.60</td>
<td>-0.15 ± 3.25</td>
<td>0.07</td>
<td>1.13</td>
</tr>
<tr>
<td>Diameter (mm)</td>
<td>3.65 ± 0.65</td>
<td>3.64 ± 0.60</td>
<td>3.65 ± 0.62</td>
<td>-0.02 ± 0.57</td>
<td>0.04</td>
<td>0.20</td>
</tr>
<tr>
<td><strong>Post hyperemic values</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Area (mm²)</td>
<td>12.56 ± 4.48</td>
<td>12.51 ± 4.37</td>
<td>12.54 ± 4.36</td>
<td>-0.05 ± 3.77</td>
<td>0.07</td>
<td>1.30</td>
</tr>
<tr>
<td>Diameter (mm)</td>
<td>3.94 ± 0.71</td>
<td>3.94 ± 0.69</td>
<td>3.94 ± 0.69</td>
<td>-0.00 ± 0.61</td>
<td>0.04</td>
<td>0.21</td>
</tr>
<tr>
<td><strong>FMD</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Δ Area (%)</td>
<td>16.21 ± 4.39</td>
<td>16.98 ± 6.20</td>
<td>16.59 ± 5.31</td>
<td>0.76 ± 10.80</td>
<td>0.16</td>
<td>3.76</td>
</tr>
<tr>
<td>Δ Diameter (%)</td>
<td>7.78 ± 2.05</td>
<td>8.12 ± 2.88</td>
<td>7.95 ± 2.47</td>
<td>0.34 ± 5.01</td>
<td>0.15</td>
<td>1.74</td>
</tr>
<tr>
<td>Time to peak</td>
<td>56.42 ± 21.61</td>
<td>56.01 ± 28.21</td>
<td>56.21 ± 24.79</td>
<td>-0.42 ± 44.14</td>
<td>0.19</td>
<td>14.9</td>
</tr>
</tbody>
</table>

**Table 6-6. Test-retest reliability results for popliteal US-FMD**

<table>
<thead>
<tr>
<th></th>
<th>Test Mean (SD)</th>
<th>Retest Mean (SD)</th>
<th>Overall Mean (SD)</th>
<th>Mean diff. ± CR*</th>
<th>Coefficient of Variability(CV)</th>
<th>TEM</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Baseline values</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Area (mm²)</td>
<td>24.85 ± 6.14</td>
<td>24.17 ± 5.36</td>
<td>24.51 ± 5.70</td>
<td>-0.67 ± 4.58</td>
<td>0.05</td>
<td>1.65</td>
</tr>
<tr>
<td>Diameter (mm)</td>
<td>5.58 ± 0.70</td>
<td>5.54 ± 0.65</td>
<td>5.56 ± 0.67</td>
<td>-0.05 ± 0.56</td>
<td>0.03</td>
<td>0.19</td>
</tr>
<tr>
<td><strong>Post hyperemic values</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Area (mm²)</td>
<td>27.41 ± 6.62</td>
<td>27.06 ± 6.24</td>
<td>27.24 ± 6.35</td>
<td>-0.35 ± 5.3</td>
<td>0.05</td>
<td>1.84</td>
</tr>
<tr>
<td>Diameter (mm)</td>
<td>5.86 ± 0.73</td>
<td>5.83 ± 0.68</td>
<td>5.83 ± 0.69</td>
<td>-0.03 ± 0.59</td>
<td>0.02</td>
<td>0.20</td>
</tr>
<tr>
<td><strong>FMD</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Δ Area (%)</td>
<td>10.66 ± 4.36</td>
<td>11.20 ± 4.80</td>
<td>10.93 ± 4.53</td>
<td>0.53 ± 8.16</td>
<td>0.18</td>
<td>2.83</td>
</tr>
<tr>
<td>Δ Diameter (%)</td>
<td>5.00 ± 2.01</td>
<td>5.42 ± 2.28</td>
<td>5.21 ± 2.13</td>
<td>0.42 ± 3.74</td>
<td>0.18</td>
<td>1.32</td>
</tr>
<tr>
<td>Time to peak</td>
<td>72.74 ± 29.66</td>
<td>75.89 ± 43.16</td>
<td>74.32 ± 43.66</td>
<td>3.16 ± 189.79</td>
<td>0.29</td>
<td>30.98</td>
</tr>
</tbody>
</table>
Table 6-7. Test-retest reliability results for popliteal MRI-FMD

<table>
<thead>
<tr>
<th>Popliteal artery</th>
<th>Test Mean (SD)</th>
<th>Retest Mean (SD)</th>
<th>Overall Mean (SD)</th>
<th>Mean diff. ± CR*</th>
<th>Coefficient of Variability (CV)</th>
<th>TEM</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Baseline values</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Area (mm²)</td>
<td>29.05± 6.90</td>
<td>29.48 ± 6.57</td>
<td>29.26 ±6.65</td>
<td>0.44 ± 3.74</td>
<td>0.03</td>
<td>1.32</td>
</tr>
<tr>
<td>Diameter (mm)</td>
<td>6.04 ± 0.73</td>
<td>6.09 ± 0.68</td>
<td>6.07 ±0.69</td>
<td>0.05 ± 0.41</td>
<td>0.02</td>
<td>0.14</td>
</tr>
<tr>
<td><strong>Post hyperemic values</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Area (mm²)</td>
<td>33.67 ± 8.23</td>
<td>34.10 ±7.41</td>
<td>33.89 ± 7.73</td>
<td>0.43 ± 4.77</td>
<td>0.03</td>
<td>1.67</td>
</tr>
<tr>
<td>Diameter (mm)</td>
<td>6.50±0.80</td>
<td>6.55 ± 0.71</td>
<td>6.53 ±0.75</td>
<td>0.05 ± 0.50</td>
<td>0.02</td>
<td>0.18</td>
</tr>
<tr>
<td><strong>FMD</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Δ Area (%)</td>
<td>15.96 ±6.91</td>
<td>16.04 ±7.67</td>
<td>16.0 ±7.20</td>
<td>0.08 ± 10.99</td>
<td>0.17</td>
<td>3.78</td>
</tr>
<tr>
<td>Δ Diameter (%)</td>
<td>7.67±3.28</td>
<td>7.64±3.66</td>
<td>7.65 ± 3.43</td>
<td>0.46 ± 5.68</td>
<td>0.17</td>
<td>1.86</td>
</tr>
<tr>
<td><strong>Time to peak</strong></td>
<td>73.20± 35.61</td>
<td>72.74±57.21</td>
<td>72.97 ± 47.01</td>
<td>-0.46 ± 92.45</td>
<td>0.31</td>
<td>31.8</td>
</tr>
</tbody>
</table>
Chapter 7  Concluding Summary, General Discussion and Future Directions
7.1 Concluding Summary

7.1.1 Summary of the Literature Review
The literature review comprises of three sections that explored vascular biology, hemodynamics methods of evaluating vascular function and MRI physics. The first section reviewed vascular anatomy and physiology. It also focused on the pathophysiological processes that underlie vascular dysfunction in general and endothelial dysfunction in particular. In this section hemodynamic principles were considered. The second part considered various methods used to assess endothelial function such as plethysmography, peripheral arterial tonography and flow mediated dilatation and it also considered the limitations of each method. The third part explores the basic concepts in MR physics in order and possible methods of optimizing MRI-FMD. The IntSI technique for measuring area with MRI is based on concepts in hemodynamics and MRI physics, so it was useful to review the concepts in detail.

7.1.2 Summary of the Original Research
Ultrasound based flow mediated dilatation of the brachial artery is used to assess macrovascular endothelial function. However, the operator dependency of ultrasound makes US-FMD unsuitable for routine clinical applications or multi centre studies. MRI, on the other hand, is less operator dependent, but it is constrained by spatial and temporal resolution. High spatial resolution is needed for reliable area measurements and high temporal resolution is required in order not to miss the transient peak dilatation. This thesis involves designing a reliable MRI method of measuring the luminal area that affords a high sampling frequency during MRI-FMD studies and the technique was based on the integrated signal intensity (IntSI) of the luminal pixels. The IntSI technique provides an opportunity to reliably obtain rapid serial area measurements during an FMD study so that the peak dilatation can be detected.

The dissertation consists of three studies. In the first study (Chapter 3), the IntSI technique was derived using hemodynamic principles and the time of flight equation. As mentioned above, MR imaging is limited by a trade-off between spatial and temporal resolution. Therefore, the main objective of the thesis was to design a reliable MRI area measurement technique that does not require very high spatial resolution so that the temporal resolution can be increased when performing serial area measurements. The equation was based on certain assumptions. 1) The
TOF effect increases with the velocity up to a threshold velocity beyond which no further increase in the TOF effect occurs. 2) When the flip angle is 90°, spins in the slice will either be completely fresh spins or completely saturated spins. 3) When stationary fluid experiences 90° RF pulses and a Cartesian trajectory is used to fill k-space, that the image contrast will be based solely on the steady state signals. 4) The imaged arterial lumen has a cylindrical volume, with a circular cross-sectional area (A) and height of slice thickness (L). 5) The velocity has a fully formed parabolic profile in which the mean velocity is half of the maximal velocity. 6) The maximal velocity ($V_{\text{max}}$) is less than the threshold velocity. 7) The mean velocity within the most central pixel ($V_p$) can be used as an approximation for $V_{\text{max}}$ provided the pixel-to-luminal area ratio is small.

The assumptions were tested using a flow phantom and it was found that the IntSI technique over-estimated the luminal area when the maximal tube velocity exceeded the threshold velocity. The areas measures were also overestimated when the velocity did not have a fully formed parabolic profile. When the pixel-to-luminal area ratio did not exceed 0.1, the difference in area measurement was at most 10%. The reliability of area measurements using the IntSI technique at a pixel area of 1.4 mm² (Mean bias ± CR: 0.22±1.43 mm², ICC: 0.998) was comparable to that obtained using pixel counting at 0.4 mm² pixel area (Mean bias ± CR: -0.07±1.12 mm², ICC=0.998). Therefore provided the pixel-to-luminal area ratio is approximately 0.1, the velocity profile is parabolic and the threshold velocity is not exceeded, the IntSI technique can be used to obtain reliable area measurements.

In the second section of the thesis (chapter 4), spectral Doppler analysis of the popliteal artery was employed to assess if assumptions made while deriving the IntSI technique hold true in vivo. Spectral Doppler analysis was also used to determine a suitable data acquisition period within the cardiac cycle, such that the threshold velocity will not be exceeded and the pixel intensity at steady state ($P_{SS}$) may be obtained. Imaging during diastole was considered since the velocities at diastole are less than those at systole and cardiac cycle based variations the luminal area are also less at diastole (Chuang et al., 2002). The popliteal artery was the vessel of choice due to its anatomical advantages. Spectral Doppler analysis showed that the popliteal artery had a blunted parabolic flow profile with a $V_{\text{mean}}/V_{\text{max}}$ ratio of 0.6. The highest velocities at diastole occurred during hyperemia with a maximal $TAV_{\text{max}}$ of 23.55 cm/s. In unperturbed arteries, $TAV_{\text{max}}$ during
diastole was $-1.07 \pm 1.05$ cm/s, which means that there is a little quantity of retrograde flow during diastole. Therefore, the IntSI technique may be applied for measuring the luminal area of the popliteal artery when data acquisition is done during diastole provided that: 1) the IntSI equation is modified using a value of 0.6 for the $V_{\text{mean}}/V_{\text{max}}$ ratio; 2) the slice thickness/TR combination provides a threshold velocity greater than 22 cm/s; 3) the steady state pixel intensity ($P_{\text{SS}}$) is substituted with the pixel intensity of an unperturbed popliteal artery ($P_{\text{B}}$) with adjustments being made for the small net retrograde flow that was observed in unperturbed popliteal arteries.

The third study (chapter 5), tested the reliability of the IntSI technique for popliteal area measurement against those obtained with a high resolution imaging and pixel counting approach. In view of the trade-off between spatial and temporal resolution, mathematical modeling was used to optimize the imaging sequence in order to ensure that the pixel-to-luminal area ratio was as small as possible while the temporal sampling frequency was as high as possible. The sliding paraboloid technique was used to segment the lumen. Area measurements were calculated using the IntSI technique with adjustments made for $V_{\text{mean}}/V_{\text{max}}$ ratio of 0.6. Testing the reliability of the IntSI technique against high resolution imaging provided a means of assessing if further adjustments to the IntSI equation were needed to account for $P_{\text{B}}$ being used in place of $P_{\text{SS}}$.

The IntSI technique required a shorter scan time (6-9s,) than the high resolution imaging (180-240s) and there was agreement between the IntSI technique and high resolution imaging. However, measurements with the IntSI technique were larger than those of high resolution/ pixel counting (mean difference $\pm$ RC: $3.05 \pm 2.55$ mm$^2$). Numerical optimization was used to determine a correction factor to account for $P_{\text{B}}$ being lower than $P_{\text{SS}}$. The difference between $P_{\text{B}}$ and $P_{\text{SS}}$ was ascribed to suppression of the net retrograde flow that enters the slice during data acquisition by a venous saturation band. With the correction factor, the reliability of the IntSI technique improved (ICC: 0.98 (0.97-0.99), mean difference $\pm$ RC: 0.14±2.32). The study shows that the IntSI technique with a correction factor can be applied in vivo to obtain rapid serial area measurements.

The final study (chapter 6) aimed to demonstrate that MRI-FMD via the IntSI technique is more repeatable than US-FMD. The study also applied the IntSI technique for qualitative assessment
of reactive hyperemia, in order to be able to rule out microvascular disease. The rationale behind the approach was that since the integrated signal intensity (IntSI) of the lumen varies directly with the luminal area and mean velocity, then IntSI will increase with reactive hyperemia. The study compared the conventional brachial US-FMD with popliteal US-FMD in 19 healthy volunteers. Then the IntSI technique was used to perform an MRI-FMD study. The test-retest repeatability of popliteal MRI-FMD using the IntSI technique was compared with that of popliteal US-FMD. The maximum /baseline IntSI ratio during FMD was used as a measure of reactive hyperemia. Moderate agreement was observed between brachial US-FMD and popliteal US-FMD (r: 0.59). When ultrasound and MRI area measurements of the popliteal artery were compared, the MRI measurements were larger with a mean difference of \(4.76 \pm 5.19 \text{ mm}^2\), which represents 19% increase in MRI measurements relative to those of ultrasound. Popliteal MRI-FMD demonstrated higher values than Popliteal US-FMD with a mean difference of 5.07%. Various reasons were suggested for the increase in values obtained with MRI relative to US. The within subject coefficient of variability of the popliteal MRI-FMD technique at 24% was non-inferior to both the brachial ultrasound and popliteal ultrasound FMD techniques (23% and 26% respectively). This chapter showed that the MR based IntSI technique for measuring FMD is non-inferior to neither popliteal US-FMD nor brachial US-FMD and it has a potential for qualitative assessment of reactive hyperemia when tested in those with at risk for endothelial dysfunction.
7.2 General Discussion

Endothelial dysfunction is a reversible process that occurs in blood vessels. Macrovascular endothelial function is predominantly nitric oxide dependent. Flow mediated dilatation is able to identify endothelial dysfunction in at risk groups so that early interventions can be applied to halt the disease progression. FMD can also be used to monitor the efficacy of therapies used to improve endothelial function. FMD is affected by various factors. These include physiological factors such as the menstrual cycle (Hashimoto et al., 1995), exercise (Tinken et al., 2008), viral illness, (Celermajer, 2008), coffee ingestion (Buscemi et al., 2010), intake of antioxidants and fatty meals (Taddei et al., 1998; Koulouris et al., 2010; Findlay et al., 2013). Environmental factors such as the ambient temperature or season of the year may also affect the FMD response (Widlansky et al., 2007).

To reduce the effect of these physiological and environmental factors, patients are required to fast over night, refrain from vigorous exercises, be scanned in a temperature controlled room after a period of rest and preferably scanned in the morning to reduce the effect of the circadian rhythm on FMD (Corretti et al., 2002; Stoner & Mccully, 2012). The cuff duration, pressure and location may also affect the FMD response (Doshi et al., 2001; Corretti et al., 2002). In addition, the baseline diameter and shear rate also influence the FMD response (Pyke & Tschakovsky, 2007; Charakida et al., 2010). Finally, the imaging technique also contributes to the variability of the technique, and that is the focus of this thesis.

7.2.1 Why the MRI-based IntSI technique for FMD?

The challenge with ultrasound based FMD is that the technique has a steep learning curve (Corretti et al., 2002). In fact, to be certified as competent to independently conduct ultrasound based FMD studies, an operator must have performed 100 cases under supervision and is also expected to complete 100 scans annually in order to maintain a level of adequate expertise (Corretti et al., 2002). MRI, on the other hand, is easier to perform and MR image acquisition is not as challenging as ultrasonography. However, previous MRI studies on 1.5T MRI scanners only sampled the luminal area once for the post hyperaemic vasodilatory response (Sorensen et al., 2002; Leeson et al., 2006). Sampling was at 60 seconds following the onset of reactive hyperemia but the peak dilatation may not necessarily occur at this fixed time point. This means
that the maximal dilatation may be missed. There are constraints with frequent sampling of the luminal area during FMD, because of the tradeoff between spatial resolution, SNR and temporal resolution. Application of a higher strength 3T scanner improves the SNR thereby allowing for scan times as short as 15 seconds (Oliver et al., 2012). This provides a sampling frequency of 4 images per minute.

The IntSI technique was developed and applied in this thesis in order to overcome the limitations of spatial and temporal resolution. It was based on several assumptions as mentioned earlier. Provided the assumptions are not violated, phantom studies show that the IntSI technique offers a reliable means of measuring luminal area. In view of the findings from the phantom study that in order to keep the area measurement error less than 10%, the pixel to luminal ratio should not exceed 0.1, a pixel area of 1.2 mm$^2$ was considered suitable for measuring the popliteal artery with the IntSI technique because the minimum baseline area of the popliteal artery is 11.95 mm$^2$ when calculated as a circular area using the luminal diameter obtained from ultrasonography (Sandgren et al. 1998). This corresponds to a pixel to luminal area ratio of 0.1. However, a smaller pixel area not greater than 0.53 mm$^2$ will be required for brachial area calculations since the minimum baseline area of the brachial artery is 5.31 mm$^2$ (Ostrem et al. 2014). When a pixel area as large as 1.2 mm$^2$ was used to image the popliteal artery and the scan time improved to 6-9 seconds depending on the heart rate. This provided a sampling frequency of 6-10 images per second.

Another goal of this thesis was to develop an MRI technique that can assess reactive hyperemia. Phase contrast imaging can be used to assess reactive hyperemia but it is limited by low temporal resolution (Pai, 2007). Other MRI-FMD studies that used faster sequences such as the SSFP were not able to assess reactive hyperemia (Sorensen et al., 2002; Leeson et al., 2006). The IntSI technique applied in this thesis was used for qualitative assessment of reactive hyperemia. Volunteers were groups as poor and adequate responders based on the maximum /baseline IntSI ratio during FMD. The difference between the groups was not statistically significant, this may be because the two groups comprised of healthy volunteers. A subsequent test in those with dysfunction may show a significant difference.
7.2.2 Adaptations that were required for in vivo application of the IntSI technique

Throughout the course of this thesis, it has been emphasized that the IntSI technique for area measurement is based on several assumptions and some of the assumptions may not hold in vivo. One of the assumptions made while deriving the IntSI equation was that arterial flow has a parabolic velocity profile, with the mean velocity being half of the maximal velocity. The finding in this thesis that the popliteal artery has a blunted parabolic profile with an average ratio of 0.6 at baseline, during distal occlusion and during reactive hyperemia agrees with the values of 0.57-0.76 reported in the femoral artery (Osada & Radegran, 2005) but differs from a similar study that had values of 0.48-0.57 (Ade et al., 2012). In the second study by Ade et al (2012) only the first retrograde portion of diastole was considered without the anterograde diastolic flow nor the occasional second retrograde portion. This might explain why their study differed from both this present study and also that by Osada & Radegran (2005). In view of the time averaged mean velocity (TAV\text{mean}) being 60% instead of 50% of the time averaged maximal velocity (TAV\text{max}), the IntSI equation was modified.

Using a spoiled gradient echo sequence, a linear relationship exists between velocity and signal intensity up to a threshold point beyond which further increases in velocity have no effect on the signal intensity, the threshold value being the quotient of slice thickness and TR (Hashemi et al., 2010). The IntSI technique assumes that the maximal blood velocity during image acquisition is less than the threshold. Based on the highest diastolic velocity of 22 cm/s recorded during hyperemia on spectral Doppler analysis, a slice thickness/TR combination of 10 mm/24 ms was used for imaging the popliteal artery. This was to ensure that the maximal velocity within the popliteal artery did not exceed the threshold.

The IntSI technique also requires the steady state intensity of the most central luminal pixel. In the phantom study, this value was easily obtained because a 90° RF pulse was applied and a Cartesian trajectory was used to fill k-space in an outer to inner approach. However, data acquisition when imaging the popliteal artery occurs over several cardiac cycles, with the imaged slice of the vessel being constantly re-filled with fresh blood at each new cardiac cycle even if there is no flow during the actual period of data acquisition. So the steady state pixel intensity (P\text{SS}) during in vivo imaging of a pulsatile artery will be higher than if there was no flow during
systole. Spectral Doppler was used to ascertain if the central pixel intensity obtained during diastole in an unperturbed artery ($P_B$) can be used as the steady state value ($P_{SS}$). It was discovered that there was net retrograde flow during diastole, therefore, the likelihood is that $P_B$ may be lower than $P_{SS}$ because a venous suppression band is used during imaging and it will lead to retrograde flow of blood with suppressed signals entering the slice during image acquisition.

7.2.3 Effect of $P_B$ on the reliability of area measurements with the IntSI technique

The possibility that $P_B$ is lower than $P_{SS}$, might explain why popliteal area measurements using the IntSI technique were on an average of 3 mm$^2$ larger than those by high resolution and pixel counting. This is because if $P_B$ is lower than $P_{SS}$, the denominator in the IntSI equation will be smaller than it should be and that will lead to an overestimation in the calculated area. When a correction factor was added by assuming that $P_{SS}$ is 1.2 $P_B$, the difference between the IntSI equation and high resolution imaging decreased to $0.14 \pm 2.32$ mm$^2$. If the minimal detectable change in area during an FMD study is chosen as 5% using a minimum baseline area of 11.95 mm$^2$ for the popliteal artery (Sandgren et al. 1998), a 5% FMD will translate into an absolute area increase of 0.6 mm$^2$, which is larger than the $0.14 \pm 2.32$ mm$^2$ and therefore can be reliably detected and regarded as a real change.

7.2.4 MRI-FMD using the IntSI technique versus ultrasonography

Having established in phantoms that the IntSI technique for area measurements is reliable and demonstrated that it can be used to obtain repeatable area measurements in vivo that are comparable to high resolution MR imaging, the next step was to compare it with ultrasound. Considering the advantages of MR imaging via the IntSI technique over the commonly used ultrasonographic approach for serial area measurements, it was expected that the IntSI technique for FMD will have superior repeatability compared with US-FMD.

7.2.4.1 Popliteal US-baseline area versus MRI-baseline area

This thesis found that popliteal baseline area measurements recorded with ultrasonography were smaller than MRI measurements. This is likely as a result of ultrasound area being obtained from the diameters measurements from longitudinal images, while MRI area measurements are
obtained from cross-sectional images. With ultrasound imaging, longitudinal ultrasound images are used rather than cross-sectional images, due to the poor lateral resolution of ultrasound. The area is calculated from the diameter with the assumption that the lumen has a circular area. However, if the arterial lumen is oval as seen in a brachial intravascular ultrasound study (Ong et al., 2002), then the calculated area will be inaccurate. The artery may also be rendered oval during extravascular studies due to pressure from the ultrasound transducer (Triboulet et al., 2006; Cary et al., 2014). Interestingly, some authors reported larger area measurements with ultrasound which they ascribed to measuring the diameter of the artery from the intima media boundary (Sorensen et al., 2002; Leeson et al., 2006). Their MRI measurements on the other hand, were from the lumen intima interface. In my thesis, ultrasound measurements were from the lumen-intima interface.

7.2.4.2 US-FMD compared with MRI-FMD

Both popliteal US-FMD and popliteal MRI-FMD had acceptable test-retest repeatability (Corretti et al., 2002). However, MRI showed a larger FMD response than ultrasound. This differs from a similar study on the brachial artery in which the US-FMD and MRI-FMD responses were closer (Leeson et al., 2006). Unlike those authors, who measured FMD at 60 seconds, I obtained serial measurements over time to determine the maximal dilatation. This may explain why our US and MRI popliteal FMD studies showed less agreement compared to their study. In addition, if the time to peak is short, US may not capture the maximal dilatation, if there is a slight shift in the ultrasound imaging plane when the cuff is deflated. This sometimes happens, despite the use of a probe holder. Another explanation for the difference between FMD responses of both imaging modalities may be the fact that MRI detects multi-directional vessel dilatation unlike longitudinal imaging with ultrasound which only captures dilatation in the longitudinal plane. Although the MRI and US studies were performed on separate days, this may not be an appropriate explanation for the observed difference, since Leeson et al (2006) also performed their ultrasound and MRI respectively, on separate days. We made efforts to fix the dates for the tests as close together as possible. To avoid diurnal variations in FMD, the patients were scanned at the same period in the day for both scans. Female volunteers were scanned during the same phase of their menstrual cycle. However, diet and exercise were not strictly controlled over the intervening days.
7.2.4.3 Repeatability of Popliteal MRI-FMD

The main focus of my research was to design an MRI-FMD technique that is more repeatable than brachial US-FMD. However, I was not able to demonstrate that MRI-FMD using the IntSI technique was superior to US-FMD. Nevertheless, the popliteal MRI-FMD technique was non-inferior to both the brachial US-FMD and popliteal US-FMD techniques. The within subject coefficients of variability for the ultrasound and MRI studies were greater than the values of 7.6% to 11.9% reported for same day brachial ultrasound repeatability (Ghiadoni et al., 2012) and the value of 9-10% for different day brachial ultrasound repeatability (Donald et al., 2008). The values were closer to that of 23% observed in a previous brachial ultrasound repeatability study (Sorensen et al., 2002).

7.2.4.4 Ability to qualitatively assess reactive hyperemia with the IntSI technique

Although FMD assesses macrovascular function, if the microvasculature is impaired there will be poor FMD, despite the presence of a healthy macrovascular endothelium. Reactive hyperemia is often used to assess the microvasculature during FMD studies, but a study by Leeson et al (2006) used the SSFP sequence which is not able to assess reactive hyperemia. Despite the fact that phase contrast imaging can quantify reactive hyperemia, the SSFP sequence is commonly used for FMD studies instead because it provides a better temporal resolution (Sorensen et al., 2002; Silber et al., 2005; Leeson et al., 2006). This thesis intended that the designed MRI technique for measuring FMD will be able to qualify reactive hyperemia. Volunteers in the group classified as having a poor hyperemic response using the IntSI technique showed lower hyperemic response during brachial US-FMD and popliteal US-FMD, although the difference was not statistically significant in both cases. This is probably because the study comprised of healthy volunteers. It is possible that the difference between the groups may be statistically significant in those with or at risk for endothelial dysfunction.

7.2.4.5 Cost effectiveness and potential utility of the IntSI technique

Equipment required for the US-FMD technique are relatively affordable and available but ultrasonography in general, is operator dependent and ultrasound based FMD is technically challenging (Corretti et al., 2002). MRI does not share these limitations of ultrasonography
although it may have a higher cost per unit time. This thesis showed that MRI-FMD using the IntSI technique is non-inferior to brachial US-FMD and popliteal US-FMD in a single center study. If the MRI-FMD technique was shown to be more repeatable than US-FMD, it will have created an opportunity for smaller sizes during interventional studies. Nevertheless, the non-inferiority of the technique is of importance for multi center studies. This is because data acquisition with MRI is less operator dependent than ultrasonography, as a result, data from multiple sites can be captured with this MRI technique and sent to a central pool for post-processing.

The period from which the patient was positioned on the couch to obtaining the baseline scans was longer with ultrasound (3-12 minutes for ultrasound versus 4-5 minutes for MRI). However, data acquisition was approximately 11 minutes for both techniques, comprising of 1 minute or less for baseline data acquisition, 5 minutes of cuff inflation and 5 minutes of additional data collection after the cuff was deflated. Therefore, US-FMD required 14 – 23 minutes while MRI-FMD was completed in 15-16 minutes. For the study, the cost per unit time for ultrasound imaging was $3.33/min, while MRI cost $8.33/min, which corresponds to $47-77 for US-FMD and $125-133 for MR-FMD. Although MRI-FMD was more expensive, if the time required to perform MR-FMD is short enough for the study to be included in a block of time already earmarked for a comprehensive cardiovascular MRI study, then there will be no added cost for performing the study. This will make MRI-FMD more cost effective than US-FMD. Another advantage of the MRI-FMD technique is that it has a shorter post processing time compared with US-FMD (11.3 ± 1.6 min versus 23.1 ± 2.2 min), which means that more MRI-FMD cases may be post-processed per day. In addition, since the MRI-post-processing technique is semi-automated, the technologist at the consul could process the data while other sequences are running.

The IntSI approach for measuring the popliteal area is reliable and it provides a means of improving the sampling frequency during MRI-FMD. It also shows potential for qualitative assessment of reactive hyperemia, unlike previous studies with the SSFP sequence (Sorensen et al., 2002; Leeson et al., 2006). This thesis showed that MRI-FMD using the IntSI technique is non-inferior to the more established ultrasound approach. The ability of the IntSI technique to qualify reactive hyperemia and the fact that the technique is not constrained by the usual trade-
off between spatial and temporal resolution makes it suitable for MRI-FMD. The technique can be incorporated into a comprehensive protocol for MRI based evaluation of vascular health.
7.3 **Future Directions**

There are a number of ways to improve the IntSI technique for area measurements and its applicability for studies of FMD. Some of these methods are enumerated below. Considerations will also be made for other applications of the IntSI technique beyond FMD assessment.

7.3.1 **Usage of an adaptive diastolic trigger delay**

As mentioned in chapter 6, one limitation of the IntSI technique applied in this thesis is that a predetermined diastolic trigger delay rather than an adaptive trigger delay was used to determine what point in the cardiac cycle that data acquisition commences. I intend to redesign the imaging sequence with a diastolic adaptive delay included. This will ensure that imaging commences at a specific time from the onset of the R wave (Roes et al., 2008). It will be helpful in those with variable heart rate to ensure that imaging always commences at a specific point in the cardiac cycle.

7.3.2 **Effect of subject characteristics, diet and exercise on FMD**

I will use in a wider range of volunteers to test the effects of subject characteristics such as age, BMI, sex etc on FMD measurements obtained with the IntSI technique. I also intend to test the effect of dietary interventions and exercise on MRI-FMD, as some authors have demonstrated an association between diet, exercise and FMD, using ultrasonography. High fat meals are associated with endothelial dysfunction (Marinos et al., 2015) and in subjects who perform endurance exercise on the previous day, endothelial function after high-sugar food intake improves (Weiss et al., 2008).

7.3.3 **Carotid endothelial function, carotid stiffness and aortic compliance**

In addition to applying the IntSI technique for FMD assessment in peripheral arteries, a number of other experiments are being considered for further applications of the MRI IntSI technique. Possible applications include measuring endothelial function in the carotid artery and assessment other markers of vascular function such as arterial compliance. I will measure carotid endothelial function using hypercapnia as a stimulus for cerebral vasodilatation, increased cerebral blood flow and carotid endothelial shear stress. In this case, the area of the common carotid artery will be measured before and after a period of breath holding (Fierstra et al., 2013).
Although arterial stiffness may be measured with pulse wave velocity (PWV), a widely used marker of cardiovascular events (Laurent et al., 2006; Gkaliagkousi & Douma, 2009), PWV only provides a generalized assessment of arterial compliance. Local assessment for arterial compliance can be obtained by calculating the arterial distensibility (Laurent et al., 2006). This involves direct measurement of the luminal area during systole and diastole. Arteries change in size during the cardiac cycle with maximal distension occurring during the forward flow of late systole when a large volume of blood is pushed out of the heart into the arterial (Chuang et al., 2002). During diastole, the artery returns to its pre-systolic size. Arterial distensibility is calculated as the relative change in area divided by the pulse pressure (Kylintireas et al., 2011).

Capacitance arteries such as the carotid and aorta reduce the effect of pulsatile pressure and flow during the cardiac cycle on target organs such as the brain, kidneys and retina (Lefferts et al., 2014). Age and/or disease related arterial stiffness is associated with cardiovascular events such as stroke and myocardial infarction (Lefferts et al., 2014). It may also contribute to target organ damage such as renal dysfunction and retinal damage (Lefferts et al., 2014). The stiffness of superficial arteries like the carotid artery is often assessed with ultrasonography (Laurent et al., 2006) while MRI may be used to assess deep arteries like the aorta (Resnick et al., 1997). In patients with hypertension, remodeling of the vascular wall occurs, including hypertrophy of the vascular smooth muscle cells of the tunica media. This makes the vessel less compliant. Atherosclerosis also makes arteries less compliant. PWV and carotid stiffness are useful for assessing age related decline in arterial compliance, while aortic stiffness is useful in cases of hypertension and diabetes (Laurent et al., 2006).

Unlike FMD measurements in which a high sampling frequency is required to detect the time to peak dilatation, a high sampling frequency is not needed for arterial compliance studies since the artery maintains a constant systolic to diastolic size. However, application of the IntSI technique for measuring compliance of arteries such as the carotid artery and the aorta as part of a comprehensive protocol for MRI based evaluation of vascular health may result in a shorter total examination time. In addition, current techniques for measuring area during arterial compliance studies use the pixel counting and thresholding approach with in-plane resolutions as large as $1.56 \times 1.17$ mm and slice thickness up to 6 mm (Shan et al., 2012). However, using such large pixels and thick slices may lead to partial volume averaging and poor estimation of the vessel
size if the imaging plane is not perpendicular to the artery. Therefore, subtle differences in size between systole and diastole may be missed.

The IntSI technique can be applied for measuring arterial distensibility by acquiring two images during the cardiac cycle, one image at systole and the other at diastole. The technique may be applicable for pulsatile arteries with high resistance such as the aorta or sometimes the common carotid artery, when there is little or no flow during diastole (Arger, 2004). However, it may not be applicable for low resistance arteries like the common carotid artery. This is because low resistance arteries have continuous flow during diastole and it may be incorrect to use the maximal pixel intensity of the diastolic image as $P_{SS}$. I intend to explore other methods to obtain $P_{SS}$, so that the IntSI technique can be applicable for assessing the distensibility of all arteries and hypothesize that the modified IntSI technique will be more repeatable as a means of measuring arterial stiffness compared with current MRI techniques.

The effect of exercise on arterial stiffness differs. Endurance (aerobic) exercise such as walking on a treadmill, swimming or bicycling and resistance exercise such as weight lifting affect vascular function. Regular endurance exercise has a positive effect on cardiovascular system. It slows down the age-related normal loss of elasticity and compliance in the common carotid and it improves FMD (Tanaka et al., 2000; Dawson et al., 2013). Resistance exercise, on the other hand, is said to increase arterial stiffness (Lefferts et al., 2014) and decrease FMD (Dawson et al., 2013). The decrease in FMD following resistance exercise is ascribed to associated increased blood pressure that occurs during resistance exercise (Dawson et al., 2013) but this decrease in FMD does not occur in those who regularly perform either aerobic or endurance exercises (Phillips et al., 2011). Interestingly in those with spinal cord injury, resistance exercise improved FMD (Stoner et al., 2007). Therefore, a concluding experiment I intend to perform is to demonstrate the effect of different types of exercise on arterial stiffness using the IntSI technique (Maczewski & Beresewicz, 1998).
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