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Abstract

This investigation deals with numerical treatment of heat transfer flow of a third grade fluid between two infinite parallel plates subject to no-slip condition at boundary and no-temperature jump. Three flow configurations, Couette, Poiseuille and plane Couette-Poiseuille have been discussed. Approximate solutions using Lagrange-Galerkin method to Couette, Poiseuille and Couette-Poiseuille flow problems are computed and delineated. It has been substantiated that the fluid rheology and heat transfer phenomenon are greatly influenced by the third grade flow parameters, Brinkman number, and pressure gradient. A rigorous mathematical exposition of the numerical scheme is provided. Since, no à priori assumptions are made on pertinent flow parameters, apart from those due to thermodynamic stability, the results presented in this investigation are also valid for their large values.
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1 Introduction

The emergence of non-Newtonian flows in nature, industrial processes and different engineering systems has influenced a great deal of experimental studies and triggered thereby associated intriguing mathematical problems over a few past decades [1, 2, 3, 4, 5, 6, 7, 8, 9, 10]. It is now widely apprehended that the Newtonian paradigm, based on a linear stress-strain relationship, is neither always realistic nor accurate in describing the underlying fluid rheology [11].

In certain industrial procedures, where a fluid is subjected to heating, its rheology eloquently varies with respect to temperature. Reference can be made to manufacturing processes for producing parts by injecting a material into a mold, drilling of an oil-well or combustion involving
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fossil fuel for instance [12, 13, 14]. Bestowed by widespread applications, the understanding of heat transfer phenomena in fluids is therefore a substantive issue that has been dealt with in numerous studies recently.

Couette and planar Poiseuille flow are both steady flows between two infinitely long parallel plates a fixed distance apart. The difference is that in Couette flow one of the plates has a velocity in its own plane (the other plate is at rest) as a result of the application of a shear stress, and there is no pressure gradient in the fluid. In contrast in planar Poiseuille flow both plates are at rest and the flow is caused by a pressure gradient in the direction parallel to the plates. The Couette-Poiseuille flow, as a fundamental problem, has been widely studied both theoretically and experimentally for a long time. For a Newtonian fluid, a linear velocity profile for a Couette flow and a parabolic velocity profile for a Poiseuille flow can be derived with no difficulty. However, significant variations of these flows emerge when non-Newtonian effects are taken into account. During the last several decades, there were plenty of studies on the Couette-Poiseuille flow with various non-Newtonian fluid models. There are a number of theoretical results concerning Couette-Poiseuille flow [15, 16, 17, 18, 19].

The principle concern of this investigation is the numerical exploration of heat transfer phenomenon in fluids of grade three bounded between two parallel plates under no-slip and no temperature jump assumptions. It is worthy to mention that identical problem has been studied for numerical and asymptotic solutions for different flow and geometric configurations; see for instance [20, 21, 22, 23, 24]. The heat transfer flow under consideration has been mathematically modeled by Siddiqui et al. in [21] wherein they provided a solution using the paradigm of homotopy perturbation method (HPM) of He. Subsequently, Roohi et al. in [23] used the Liao’s homotopy analysis method (HAM) to find an asymptotic solution. Makukula et al. [22] devised a quasi-linearization based spectral homotopy analysis approach. It is valuable to note that the asymptotic solutions are valid for small values of pertinent flow parameters. In fact, in [24] Lipscombe derived the exact solution to the aforementioned problem in parametric form and proved exclusively that the HAM solutions are not valid for large values of flow parameter. Moreover, Sajid et al. in [25] provided a comparison between HPM and HAM wherein it is proved that HAM solution may diverge for strongly non-linear problems.

Due to unfitness of asymptotic approaches for high values of flow parameters, Mahmood et al. [20] attempted to find numerical solution to the heat transfer flow problem using finite element method (FEM). They used a standard Galerkin method with first degree polynomial interpolation to resolve boundary value problems corresponding to different types of flow, precisely, Couette, Poiseuille and Couette-Poiseuille. Unfortunately, the mathematical exploration was neither rigorous nor well adopted to the non-linearity of governing equations. As it will be discussed later on, at least second degree interpolation functions are required to effectively take into account the non-linearity of problem.

The aim of this work is twofold:

1) To provide a rigorous and justified mathematical exploration of the heat transfer flow using a finite element method.

2) To take into account the strong non-linearity of the problem, large values of pertinent parameters and their influence on flow profile in three flow configurations: flow due to the movement of the upper plate (Couette flow), flow due to the pressure gradient (Poiseuille flow) and flow due to both the upper plate movement and the pressure gradient (plane Couette-Poiseuille or the generalized plane Couette flow).

The rest of this article is organized in the following manner. Heat transfer flow problem is presented and mathematically formulated in section 2. section 3 deals with numerical treatment.
of the flow problem. Finite element method is presented and the numerical scheme to obtain and invert global assembly matrix is provided. Numerical simulations depicting the influence of assorted parameters and error curves are given in section 4 The investigation is finally summarized in section 6. Finally, some explicit calculations are detailed in Appendix A.

2 Mathematical Formulation

The principle objective of this section is to present and mathematically formulate the heat transfer flow problem subject to conditions of no-slip at the boundary and no-jump in the temperature. It is widely presumed that the velocity of particles adjacent to the solid boundaries often coincides with the velocity of boundary, that is, fluid does not slip relative to the solid boundary. This effect is commonly known as the condition of no-slip at the boundary. It is important to precise that the boundary value problems associated to different types of flow provided in this section have been first derived by Siddiqui et al. in [21]. However, as these are the building blocks of present study, we briefly elaborate the boundary value problems and provide their non-dimensional forms.

Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>(2L)</td>
<td>distance between plates</td>
</tr>
<tr>
<td>(\psi)</td>
<td>temperature field</td>
</tr>
<tr>
<td>(U)</td>
<td>velocity field</td>
</tr>
<tr>
<td>(\rho)</td>
<td>fluid density</td>
</tr>
<tr>
<td>(\sigma)</td>
<td>stress tensor</td>
</tr>
<tr>
<td>(k)</td>
<td>thermal conductivity of the fluid</td>
</tr>
<tr>
<td>(\sigma)</td>
<td>Cauchy stress tensor</td>
</tr>
<tr>
<td>(tr)</td>
<td>trace of matrix</td>
</tr>
<tr>
<td>(p)</td>
<td>hydro-static pressure of the fluid</td>
</tr>
<tr>
<td>(I)</td>
<td>(3 \times 3) identity matrix</td>
</tr>
<tr>
<td>(\mu)</td>
<td>dynamic viscosity</td>
</tr>
<tr>
<td>(\alpha_1)</td>
<td>kinematic viscoelasticity parameter</td>
</tr>
<tr>
<td>(\alpha_2)</td>
<td>cross viscoelasticity parameter</td>
</tr>
<tr>
<td>(\beta_1, \beta_2, \beta_3)</td>
<td>third grade material constants</td>
</tr>
<tr>
<td>(A_{\alpha})</td>
<td>Rivlin-Ericksen kinematic tensor</td>
</tr>
<tr>
<td>(T)</td>
<td>transpose operation</td>
</tr>
<tr>
<td>(p^*)</td>
<td>generalized pressure</td>
</tr>
<tr>
<td>(B)</td>
<td>non-dimensional generalized pressure gradient</td>
</tr>
<tr>
<td>(\lambda)</td>
<td>Brinkman number</td>
</tr>
<tr>
<td>(L^2(\Omega))</td>
<td>space of square integrable functions over the domain (\Omega = (-1, 1))</td>
</tr>
<tr>
<td>(H^1(\Omega))</td>
<td>Sobolev space of (L^2)–functions possessing first order weak derivatives in (L^2(\Omega))</td>
</tr>
<tr>
<td>(H_0^1(\Omega))</td>
<td>subspace of compactly supported functions in the usual sense</td>
</tr>
</tbody>
</table>
2.1 Problem Settings and Governing Equations

Consider two infinite parallel plates separated apart by a distance $2L$ where $L > 0$, in a Cartesian coordinate system, containing an incompressible steady fluid of grade three between them. Without loss of generality, we assume that the upper plate can be represented by the plane $y = L$, whereas the lower plate can be represented by the plane $y = -L$. Let $\psi$ represent the temperature field and $U$ the velocity field. Then the governing equations of the flow problem, in the absence of body forces, are

\[
\begin{align*}
\nabla \cdot U &= 0, \quad \text{(Continuity equation)} \tag{2.1} \\
\rho (U \cdot \nabla)U &= \nabla \cdot \sigma, \quad \text{(Momentum equation)} \tag{2.2} \\
k \nabla^2 \psi + \sigma \cdot \nabla U &= 0, \quad \text{(Energy equation)} \tag{2.3}
\end{align*}
\]

where $\rho$ is the fluid density, $\sigma$ is the stress tensor, and $k$ is the thermal conductivity of the fluid. The flow is assumed to be unidirectional in the direction of $x$-axis, the upper and the lower plates are maintained at constant temperatures $\psi_L$ and $\psi_{-L}$ respectively. Assume that the lower plate is rigid. Moreover the unidirectional velocity field $U$ and the temperature field $\psi$ depend only on the $y$-coordinate, that is,

\[
U = u(y)e_x \quad \text{and} \quad \psi = \psi(y), \tag{2.4}
\]

where $(e_x, e_y, e_z)$ is the canonical basis of $\mathbb{R}^3$; see Figure 1. Following flow configurations are considered.

1. The upper plate is free to move with a constant velocity $U_L$ whereas the pressure gradient on the upper plate is set to be zero (plane Couette flow).
2. The upper plate is also at rest and the fluid is moved by the application of a constant pressure gradient (plane Poiseuille flow).
3. The upper plate moves with constant velocity $U_L = u_L e_x$ together with a non-zero constant pressure gradient (generalized Couette flow or the Couette-Poiseuille flow).

2.2 General Flow Problem

Recall that the Cauchy stress tensor for a Rivlin-Ericksen fluid of grade three is given by

\[
\sigma = -pI + \mu A_1 + \alpha_1 A_2 + \alpha_2 A_1^2 + \beta_1 A_3 + \beta_2 (A_1 A_2 + A_2 A_1) + \beta_3 (tr A_2) A_1, \tag{2.5}
\]

see for instance [?], where $tr$ represents the trace of a matrix, $p$ is the hydro-static pressure of the fluid, $I$ is $3 \times 3$ identity matrix, $\mu$ is the dynamic viscosity, $\alpha_1$ and $\alpha_2$ are the kinematic
and cross viscoelasticity parameters and $\beta_1$, $\beta_2$ and $\beta_3$ are the third grade material constants. Moreover, the Rivlin-Ericksen kinematic tensors $A_n$ for $n = 1, 2, 3, \ldots$, are defined recursively by

$$A_1 = (\nabla U)^T + \nabla U,$$  
$$A_n = \frac{\partial A_{n-1}}{\partial t} + (\mathbf{U} \cdot \nabla) A_{n-1} + \mathbf{A}_{n-1} \nabla \mathbf{U} + (\nabla U)^T A_{n-1}, \quad n = 2, 3, \ldots,$$  

where $T$ indicates the transpose operation.

By virtue of (2.1), (2.2), (2.4), (2.5), (2.6) and (2.7), we arrive at

$$\mu d u \frac{\partial^2 u}{\partial y^2} + 6(\beta_2 + \beta_3) \left( \frac{du}{dy} \right)^2 \frac{\partial p^*}{\partial x} \quad \text{and} \quad \frac{\partial p^*}{\partial y} = 0 = \frac{\partial p^*}{\partial z},$$  

where $p^*$ is the generalized pressure defined by

$$p^* := p - (2\alpha_1 + \alpha_2) \left( \frac{du}{dy} \right)^2.$$  

On the other hand, note that by virtue of (2.4) and (2.5), Equation (2.3) yields

$$k \frac{d^2 \psi}{dy^2} + \mu \left( \frac{du}{dy} \right)^2 + 2(\beta_2 + \beta_3) \left( \frac{du}{dy} \right)^4 = 0.$$  

Consequently, the general flow problem takes the form as in [21]

$$\begin{cases} 
\mu \frac{d^2 u}{dy^2} + 6(\beta_2 + \beta_3) \left( \frac{du}{dy} \right)^2 \frac{\partial p^*}{\partial x} = b, & -L < y < L, \\
k \frac{d^2 \psi}{dy^2} + \mu \left( \frac{du}{dy} \right)^2 + 2(\beta_2 + \beta_3) \left( \frac{du}{dy} \right)^4 = 0, & -L < y < L, \\
\psi(-L) = \psi_{-L}, \quad \psi(L) = \psi_L, \\
u(-L) = 0, \quad u(L) = a,
\end{cases}$$  

where $a, b \in \mathbb{R}$, and the boundary value problem (2.11) corresponds to the plane Couette flow if $a = u_L$ and $b = 0$, plane Poiseuille flow if $a = 0$ and $b \neq 0$, and generalized Couette flow if $a = u_L$ and $b \neq 0$.

### 2.3 Non-Dimensionalization

Introduce the following dimensionless variables

$$\bar{y} = \frac{y}{L}, \quad \bar{u} = \frac{u}{u_L}, \quad \bar{\psi} = \frac{\psi - \psi_{-L}}{\psi_L - \psi_{-L}},$$  

and characteristic parameters

$$\beta = \left( \frac{\beta_2 + \beta_3}{\mu} \right) \left( \frac{u_L}{L} \right)^2, \quad \lambda = \frac{\mu u_L^2}{k (\psi_L - \psi_{-L})}, \quad B = -\frac{L^2}{\mu u_L} \frac{\partial p^*}{\partial x}.$$  

The parameter $\beta$ accounts for third grade behavior of the fluid, $B$ is the non-dimensional generalized pressure gradient, whereas $\lambda$ is the so-called Brinkman number.
By using (2.12) and (2.13) and dropping the superscripts from the dimensionless variables for brevity, the boundary value problem (2.11) can be written in non-dimensional form as

\[
\begin{align*}
\frac{d^2 u}{dy^2} + 6\beta \left(\frac{du}{dy}\right)^2 \frac{d^2 u}{dy^2} &= -B, & -1 < y < 1, \\
\frac{d^2 \psi}{dy^2} + \lambda \left(\frac{du}{dy}\right)^2 + 2\beta \lambda \left(\frac{du}{dy}\right)^4 &= 0, & -1 < y < 1, \\
\psi(-1) &= 0, \quad \psi(1) = 1, \\
u(-1) &= 0, \quad u(1) = A.
\end{align*}
\]

The boundary value problem (2.14) corresponds to plane Couette flow if \(A = 1\) and \(B = 0\), plane Poiseuille flow if \(A = 0\) and \(B \neq 0\), and generalized Couette flow if \(A = 1\) and \(B \neq 0\).

Dimensionless skin friction coefficients and local Nusselt numbers are given by

\[
\begin{align*}
\text{Re}C_{f1} = & \frac{d^2 u}{dy^2} + 2\beta \text{Re} \left(\frac{d^2 u}{dy^2}\right)^3 \bigg|_{y=1}, \\
\text{Re}C_{f2} = & \frac{d^2 u}{dy^2} + 2\beta \text{Re} \left(\frac{d^2 u}{dy^2}\right)^3 \bigg|_{y=-1}, \\
\frac{Nu_1}{\text{Re}} = & -\left(\frac{d\psi}{dy}\right)_{y=1} \quad \text{and} \quad \frac{Nu_2}{\text{Re}^2} = -\left(\frac{d\psi}{dy}\right)_{y=-1},
\end{align*}
\]

where \(\text{Re} = \frac{AL}{\nu}\).

### 3 Numerical Solution Using FEM

In this section, we shall provide the numerical solutions to the non-dimensional model problem. Due to inadequacy of the asymptotic techniques for strong non-linearity and large values of parameters, Mahmood et al. [20] attempted to resolve (2.11) by using a Lagrange-Galerkin finite element method.

This method normally solves linear and nonlinear partial differential equations (PDEs) of even order, particularly second order initial and boundary value problems. It transforms the given boundary value problem into a weak formulation by multiplying with a test function on both sides. The weak form includes natural boundary conditions of the problem. The domain of the underlying problem is discretized into smaller disjoint sub-domains, called finite elements or simply elements, which are connected with each other at the boundary of each element. In one dimension the sub-domain elements, also called domain mesh or simply mesh, are intervals. Two dimensional elements are triangles or quadrilaterals or tetrahedrons, or hexagons. The solution to the underlying problem is considered as linear combination of test or shape functions and unknown coefficients within each element. The shape functions may be chosen as polynomials of degree less than or equal to some fixed positive integer having certain properties. The given PDE is then solved over each element and connected at boundary of each element to get the solution of the given PDE for complete domain. The elements may be combined in various ways, so that elements can be used to discretize very complex shape domains, for more details, see [27]. Mahmood et al. [20] used linear polynomials as interpolation functions to obtain a discrete solution. Unfortunately, the general heat flow model (2.14) presented in §2.3 contains
nonlinear term wherein second derivative is involved. Consequently, linear polynomials are inadequate to be used as interpolation functions to approximate the solution since their first derivatives are constants.

Remark that the generalized Couette flow model is the most general, whereas plane Couette and plane Poiseuille flows can be regarded as special cases, so we shall present the numerical procedures for the generalized Couette flow in the sequel.

3.1 Weak Formulation

We shall denote the space of square integrable functions over the domain \( \Omega = (-1, 1) \) by \( L^2(\Omega) \), equipped with the \( L^2 \)–inner product and induced \( L^2 \)–norm defined respectively by

\[
(u, v)_{L^2(\Omega)} = \int_{\Omega} u(x)v(x)dx, \quad \text{and} \quad \|u\|_{L^2(\Omega)} = \left( \int_{\Omega} |u(x)|^2 dx \right)^{1/2}, \quad \forall u, v \in L^2(\Omega). \quad (3.1)
\]

Let us define the Sobolev space \( H^1(\Omega) \) of \( L^2 \)–functions possessing first order weak derivatives in \( L^2(\Omega) \) and its subspace \( H^1_0(\Omega) \) of compactly supported functions in the usual sense. Recall that these spaces are equipped with following norms and inner products; see for instance [26]

\[
(u, v)_{H^1(\Omega)} = \int_{\Omega} (uv + \nabla u \cdot \nabla v) dx, \quad \text{and} \quad \|u\|_{H^1(\Omega)} = \left( \int_{\Omega} \left( |u|^2 + |\nabla u|^2 \right) dx \right)^{1/2}, \quad (3.2)
\]

\[
(u, v)_{H^1_0(\Omega)} = \int_{\Omega} \nabla u \cdot \nabla v dx, \quad \text{and} \quad \|u\|_{H^1_0(\Omega)} = \left( \int_{\Omega} |\nabla u|^2 dx \right)^{1/2}. \quad (3.3)
\]

Now, consider the generalized Couette flow model

\[
\begin{aligned}
\frac{d^2 u}{dy^2} + 6\beta \left( \frac{du}{dy} \right)^2 \frac{d^2 u}{dy^2} + B &= 0, \quad -1 < y < 1 \\
\frac{d^2 \psi}{dy^2} + \lambda \left( \frac{du}{dy} \right)^2 + 2\beta\lambda \left( \frac{du}{dy} \right)^4 &= 0, \quad -1 < y < 1 \\
\psi(-1) &= 0, \quad \psi(1) = 1 \\
u(-1) &= 0, \quad u(1) = 1.
\end{aligned} \quad (3.4)
\]

Define

\[
\omega(y) = u(y) - u_E(y) \quad \text{and} \quad \gamma(y) = \psi(y) - \psi_E(y), \quad (3.5)
\]

where \( u_E(y) = \frac{y + 1}{2} = \psi_E(y) \). Using the transformations (3.5), the boundary value problem (3.4) takes on the form

\[
\begin{aligned}
\frac{d^2 \omega}{dy^2} + N_1(\omega, \omega', \omega'') &= C_1 \\
\frac{d^2 \gamma}{dy^2} + N_2(\omega, \omega') &= C_2 \\
\omega(-1) &= 0 = \omega(1) \\
\gamma(-1) &= 0 = \gamma(1).
\end{aligned} \quad (3.6)
\]
where $\alpha = 1 + 3/2\beta$, $C_1 = \frac{\beta}{\alpha}$, and $C_2 = \frac{1}{4}$. Here $N_1(\omega, \omega', \omega'')$ and $N_2(\omega, \omega')$ are nonlinear operators defined by

$$N_1(\omega, \omega', \omega'') := \frac{6\beta}{\alpha} \left( \frac{d\omega}{dy} \right)^2 + \frac{6\beta}{\alpha} \left( \frac{d\omega}{dy} \right) \left( \frac{d^2\omega}{dy^2} \right),$$

$$N_2(\omega, \omega') := \lambda \left( \frac{d\omega}{dy} \right)^2 + \lambda \left( \frac{d\omega}{dy} \right) + 2\beta\lambda \left( \frac{d\omega}{dy} + \frac{1}{2} \right)^4,$$

with $\beta \neq -2/3$.

Therefore, we have the following weak formulation of the boundary value problem (3.6):

**Weak Problem 3.1.** Find $(w, \gamma) \in H_0^1(\Omega) \times H_0^1(\Omega)$ such that for all $(v, z) \in H_0^1(\Omega) \times H_0^1(\Omega)$,

$$-\int_{-1}^{1} \left( \frac{d\omega}{dy} \right) \left( \frac{dv}{dy} \right) dy + \int_{-1}^{1} N_1(\omega, \omega', \omega'') v(y) dy = C_1 \int_{-1}^{1} v(y) dy,$$

$$-\int_{-1}^{1} \left( \frac{d\omega}{dy} \right) \left( \frac{dz}{dy} \right) dy + \int_{-1}^{1} N_2(\omega, \omega') z(y) dy = C_2 \int_{-1}^{1} z(y) dy.\quad (3.9a)$$

The next subsection is dedicated to employ a finite element method in order to obtain an approximate solution to the flow problem (3.6).

### 3.2 Finite Element Approximations

Let $-1 = y_1 < y_2 < \cdots < y_n < y_{n+1} = 1$. Define the partition of the domain $\Omega$ into $n$ subdomains $\Omega_i$ for $i = 1, 2, \ldots, n$ such that

$$\Omega = \bigcup_{i=1}^{n} \Omega_i, \quad \Omega_i \cap \Omega_j = \emptyset, \quad \forall i \neq j,$$

where

$$\Omega_i = (y_i, y_{i+1}), \quad i, j = 1, 2, \ldots, n.\quad (3.10)$$

Let $h_i$ be the length of element $\Omega_i$, that is

$$h_i := y_{i+1} - y_i = h := \frac{2}{n + 1}, \quad i = 1, 2, \ldots, n.\quad (3.11)$$

Define a sequence of finite dimensional approximation subspace $V_0^h(\Omega)$ of $H_0^1(\Omega)$ by

$$V_0^h = \left\{ w \in H_0^1(\Omega) \mid w|_{\Omega_i} \in P_k(\Omega_i), \forall i = 1, 2, \ldots, n \right\},$$

where $P_k(\Omega_i)$ is a finite element interpolating space of polynomials with degree $\leq k$ over the element $\Omega_i$ for each $i = 1, 2, \ldots, n$. If we interpolate the unknown functions $w$ and $\gamma$ over the element $\Omega_i$ with nodes $n_e$ using polynomials of degree $k$, then the approximate solution over each element $(w^h_i, \gamma^h_i) \in V_0^h \times V_0^h$ can be written as

$$w^h_i(y) = \sum_{j=1}^{n_e} w^j N^j(y), \quad \gamma^h_i(y) = \sum_{j=1}^{n_e} \gamma^j N^j(y), \quad y \in \Omega_i = [y_i, y_{i+1}],$$

where $w^j$ and $\gamma^j$ are unknown function values at node $y_i$ for $j = 1, 2, \ldots, n_e$ and $N^j$ are polynomials of degree $k$ associated with node $y_j$ over the element $\Omega_i$.

With the help of Equation (3.13), we can write the finite element approximation of the problem (3.9) as below:
Discrete Weak Problem 3.2. Find \((w^i_h, \gamma^i_h) \in V^h_0(\Omega) \times V^h_0(\Omega)\) such that

\[
- \int_{y_i}^{y_{i+1}} \frac{d\omega^i_h}{dy} \cdot \frac{dv_h}{dy} dy + \int_{y_i}^{y_{i+1}} N_1(\omega^i_h, (\omega^i_h)'')v_h(y)dy = C_1 \int_{y_i}^{y_{i+1}} v_h(y)dy, \tag{3.14a}
\]

\[
- \int_{y_i}^{y_{i+1}} \frac{d\gamma^i_h}{dy} \cdot \frac{dz_h}{dy} dy + \int_{y_i}^{y_{i+1}} N_2(\omega^i_h, (\omega^i_h)')z_h(y)dy = C_2 \int_{y_i}^{y_{i+1}} z_h(y)dy, \tag{3.14b}
\]

for all \((v_h, z_h) \in V^h_0(\Omega) \times V^h_0(\Omega)\).

Remark that when the polynomials of degree two are used as interpolation functions to approximate the solution on each element, Equations (3.13) take on the form

\[
w^i_h(y) = w^i_1 N^i_1(y) + w^i_2 N^i_2(y) + w^i_3 N^i_3(y), \quad y \in \Omega_i = [y_i, y_{i+1}] \tag{3.15a}
\]

\[
\gamma^i_h(y) = \gamma^i_1 N^i_1(y) + \gamma^i_2 N^i_2(y) + \gamma^i_3 N^i_3(y), \quad y \in \Omega_i = [y_i, y_{i+1}]. \tag{3.15b}
\]

Equivalently, the above equations can be written in a matrix form as

\[
w^i_h(y) = \begin{bmatrix} N^i_1(y) & N^i_2(y) & N^i_3(y) \end{bmatrix} \begin{bmatrix} w^i_1 \\ w^i_2 \\ w^i_3 \end{bmatrix} = N^T_i W_i, \quad y \in \Omega_i = [y_i, y_{i+1}] \tag{3.16a}
\]

\[
\gamma^i_h(y) = \begin{bmatrix} N^i_1(y) & N^i_2(y) & N^i_3(y) \end{bmatrix} \begin{bmatrix} \gamma^i_1 \\ \gamma^i_2 \\ \gamma^i_3 \end{bmatrix} = N^T_i \Gamma_i, \quad y \in \Omega_i = [y_i, y_{i+1}], \tag{3.16b}
\]

where

\[
W_i = \begin{bmatrix} w^i_1 \\ w^i_2 \\ w^i_3 \end{bmatrix}, \quad \Gamma_i = \begin{bmatrix} \gamma^i_1 \\ \gamma^i_2 \\ \gamma^i_3 \end{bmatrix}, \quad N_i = \begin{bmatrix} N^i_1(y) \\ N^i_2(y) \\ N^i_3(y) \end{bmatrix}.
\]

Making use of Equations (3.16) in Equations (3.14), we obtain

\[
-A_j^i W_i + A_j^i (W_i, N_i) = B_j^i (W_i), \quad \tag{3.17a}
\]

\[
-A_j^i \Gamma_i + A_j^i (W_i, N_i) = B_j^i (W_i), \quad \tag{3.17b}
\]

where, for \(j = 1, 2,\)

\[
A_j^i = \begin{bmatrix} \int_{y_i}^{y_{i+1}} (N^i_1)' (N^i_1)' dy \\ \int_{y_i}^{y_{i+1}} (N^i_1)' (N^i_2)' dy \\ \int_{y_i}^{y_{i+1}} (N^i_1)' (N^i_3)' dy \\ \int_{y_i}^{y_{i+1}} (N^i_2)' (N^i_1)' dy \\ \int_{y_i}^{y_{i+1}} (N^i_2)' (N^i_2)' dy \\ \int_{y_i}^{y_{i+1}} (N^i_2)' (N^i_3)' dy \\ \int_{y_i}^{y_{i+1}} (N^i_3)' (N^i_1)' dy \\ \int_{y_i}^{y_{i+1}} (N^i_3)' (N^i_2)' dy \\ \int_{y_i}^{y_{i+1}} (N^i_3)' (N^i_3)' dy \end{bmatrix}, \tag{3.18}
\]

and

\[
N_j^i (W_i, N_i) = \begin{bmatrix} \int_{y_i}^{y_{i+1}} N^i_1 N^i_1 dy \\ \int_{y_i}^{y_{i+1}} N^i_1 N^i_2 dy \\ \int_{y_i}^{y_{i+1}} N^i_1 N^i_3 dy \\ \int_{y_i}^{y_{i+1}} N^i_2 N^i_1 dy \\ \int_{y_i}^{y_{i+1}} N^i_2 N^i_2 dy \\ \int_{y_i}^{y_{i+1}} N^i_2 N^i_3 dy \\ \int_{y_i}^{y_{i+1}} N^i_3 N^i_1 dy \\ \int_{y_i}^{y_{i+1}} N^i_3 N^i_2 dy \\ \int_{y_i}^{y_{i+1}} N^i_3 N^i_3 dy \end{bmatrix}, \quad B_j^i (N_i) = \begin{bmatrix} \int_{y_i}^{y_{i+1}} N^i_1 dy \\ \int_{y_i}^{y_{i+1}} N^i_2 dy \\ \int_{y_i}^{y_{i+1}} N^i_3 dy \end{bmatrix}. \tag{3.19}
\]

Refer to the Appendix A for explicit expressions of \(P_2\)–basis functions \(N_j^i\) and corresponding element matrices \(A_j^i\), non-linear load matrices \(N_j^i\) and right hand side matrices \(B_j^i\).
3.3 Implementation Details

In this section, we present a numerical scheme for the resolution of the matrix equations given by (3.17). As the matrix equations (3.17) form nonlinear systems in \(w_i\)’s and \(\gamma_i\)’s, Newton’s iterative method will be evoked in order to obtain approximate solutions. The following algorithm explains the basic implementation scheme.

3.3.1 Numerical Algorithm

i. Initialize the input parameters involved in the matrix equations, e.g., \(\beta\), \(\lambda\).

ii. Create a mesh with \(n\) elements \(\Omega_i\), \(i = 1, 2, ..., n\) having \(n + 1\) nodes.

iii. Allocate memory for the global matrices \(A_1\), \(A_2\) of order \((n + 1) \times (n + 1)\), nonlinear vectors \(N_1\), \(N_2\) and the right hand side vectors \(B_1\), \(B_2\) of order \((n + 1) \times 1\) and initialize all matrix entries to zero.

iv. Initialize and start While loop for Newton’s iterations.
   a. For \(i = 1, 2, 3, ..., n\), do
      compute the element stiffness matrices \(A_1^i\), \(A_2^i\), nonlinear vectors \(N_1^i\), \(N_2^i\) and right hand side vectors \(B_1^i\), \(B_2^i\).
   b. Add element matrices into the corresponding global matrices at respective positions.
   c. Apply the Newton’s iteration to update the solutions and terminate the while loop.

v. Apply boundary conditions.

vi. Plot the solutions.

Following the steps mentioned in the algorithm, we build a code in MatLab in order to carry out the simulations.

4 Numerical Simulations and Discussion

In this section, numerical error estimates are presented and numerical results for heat flow profile are delineated in order to highlight the influence of pertinent flow parameters on heat transfer for different flow configurations.

4.1 Numerical Error Estimates

In order to validate the numerical scheme build in previous section, it is important to perform the numerical error analysis and check the order of convergence of the numerical scheme. Theoretically, the numerical error estimates for the problems of the kind (3.6), using Lagrange interpolation functions of degree \(k\), are given by

\[
\|w - w_{ex}\|_{L^2(\Omega)} \leq c_1 h^{k+1},
\]

\[
\|\psi - \psi_{ex}\|_{L^2(\Omega)} \leq c_2 h^{k+1},
\]

refer to [27]. Here \((w, \psi)\) and \((w_{ex}, \psi_{ex})\) are the approximate and exact solutions of the flow problem respectively with \(c_1\) and \(c_2\) being the constants independent of \(h\).
In order to study the convergence of numerical scheme, we have fabricated the exact solution by adding an arbitrary function on the right-hand side of the problem under consideration. In order to validate our numerical scheme, we have performed two types of computations. First, we have computed the numerical solution of the problem and compared it to the fabricated exact solution. We have shown the comparison of numerically approximated and exact solution of the velocity in Figure 2(a). Second, by varying the step size, $h$, in the numerical scheme, we have evaluated the norms $\|w - w_{ex}\|_{L^2(\Omega)}$ and $\|\psi - \psi_{ex}\|_{L^2(\Omega)}$. In the Figure 2(b), we plot the error curve for temperature in log scales of $L^2$–norm versus step size $h$. It can be seen that the slope of the error curve is approximately equal to 3 in agreement to the theoretical error estimates; see (4.1b). It indicates that our numerical scheme is convergent with order of convergence $O(h^3)$ in $L^2$–norm. Both kind of tests demonstrate that our numerical scheme is consistent and convergent. Therefore, we can further perform the realistic physical simulations of the flow problem (3.6).

### 4.2 Influence of Flow Parameters

This section is in order to study behavior of flow with respect to third grade flow parameter, Brinkman number and pressure gradient.

#### 4.2.1 Couette flow

Remark that for Couette flow, exact velocity and temperature fields can be obtained explicitly, refer to [24], as

$$u(y) = \frac{1}{2}(1 + y) \quad \text{and} \quad \psi(y) = -\frac{\lambda}{16}y^2(2 + \beta) + \frac{y}{2} + \frac{1}{16}(8 + \lambda(2 + \beta)). \quad (4.2)$$

In Figure 3, the influence of third grade flow parameter $\beta$ on the velocity and temperature field is depicted, fixing the Brinkman number $\lambda = 1$. As expected from the knowledge of exact
solution (4.2), the velocity is a linear function of depth \( y \) and is independent on \( \beta \). Figure 3(b) indicates that the increase in the temperature is directly proportional to increase in \( \beta \). As there are no \( \text{\ à priori} \) assumptions on the smallness of third grade parameter \( \beta \), the results are also valid for its large values.

Figure is sketched to analyze the behavior of third grade parameter \( \beta \) on the velocity profile. It is perceived that velocity profile increases while corresponding boundary layer thickness decreases with the increase of \( \beta \). This is due to the fact that third grade parameter is inversely proportional to the fluid viscosity. As \( \beta \) increases viscosity of the fluid decreases which enhances velocity profile. In Figure 4, we provide the dependence of temperature field on the Brinkman number \( \lambda \) for a fixed third grade parameter \( \beta = 1 \). The numerical results indicate that the Brinkman number directly increases the temperature.

Opposite effects are observed for porosity parameter \( \lambda \). It is cleared from the figure that with the increases of \( \lambda \) velocity profile decreases while momentum boundary layer thickness increases. As \( \lambda \) increases, porosity of the medium and viscosity of the fluid increase. Hence velocity profile decreases.

![Figure 3: Velocity and Temperature Fields](https://mc06.manuscriptcentral.com/cjp-pubs)

(a) Velocity field  
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Figure 3: Influence of \( \beta \) on the velocity and temperature for plane Couette flow.

### 4.2.2 Poiseuille flow

In Figure 5, we illustrate velocity and temperature fields for four different values of third grade material parameter \( \beta \) in plane Poiseuille flow setting. In order to depict velocity variations with respect to \( \beta \) we take \( \lambda = 1 \) and \( B = 1 \) whereas for temperature variations we take \( B = 5 \). It is substantiated that the increase in the velocity is directly proportional to the increase in \( \beta \). A similar behavior is observed for temperature with respect to \( \beta \). The results agree with those provided in [20].

In plane Poiseuille flow, it can be observed in Figure 6 that the velocity profile is strongly influenced by the non-dimensional generalized pressure gradient \( B \). However, on contrary, temperature is weakly dependent on \( B \). Both temperature and velocity decrease with increasing
value of $B$. The other parameters are taken to be $\beta = 1$ and $\lambda = 1$.

Finally, the dependency of temperature on Brinkman number $\lambda$ is assessed in Figure 7, and it is found that the increase in temperature is inversely proportional to that of $\lambda$. To get these results, we have fixed the parameters $B = 1$ and $\beta = 1$.

Figure 4: Influence of $\lambda$ on the temperature field in plane Couette Flow.

Figure 5: Influence of $\beta$ on the velocity and temperature in plane Poiseuille Flow.
Figure 6: Influence of $B$ on the velocity and temperature in Poiseuille Flow.

Figure 7: Influence of $\lambda$ on the temperature in plane Poiseuille Flow.

Table 1: Comparison of results obtained for plane Poiseuille flow using various methods when $B = -1$ and $\beta = 0.1$.

<table>
<thead>
<tr>
<th>$y$</th>
<th>NUM</th>
<th>HPM</th>
<th>HAM</th>
<th>DTM</th>
<th>MDTM</th>
<th>FEM</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>0.462906</td>
<td>0.466048</td>
<td>0.463219</td>
<td>0.462906</td>
<td>0.462906</td>
<td>0.462916</td>
</tr>
<tr>
<td>0.10</td>
<td>0.457911</td>
<td>0.461053</td>
<td>0.458224</td>
<td>0.457736</td>
<td>0.457887</td>
<td>0.457912</td>
</tr>
</tbody>
</table>

Continued on next page
Table 1 – continued from previous page

<table>
<thead>
<tr>
<th>y</th>
<th>NUM</th>
<th>HPM</th>
<th>HAM</th>
<th>DTM</th>
<th>MDTM</th>
<th>FEM</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.20</td>
<td>0.442985</td>
<td>0.446127</td>
<td>0.443298</td>
<td>0.441523</td>
<td>0.442887</td>
<td>0.442995</td>
</tr>
<tr>
<td>0.30</td>
<td>0.418297</td>
<td>0.421439</td>
<td>0.418610</td>
<td>0.413160</td>
<td>0.418079</td>
<td>0.418307</td>
</tr>
<tr>
<td>0.40</td>
<td>0.384111</td>
<td>0.387253</td>
<td>0.384424</td>
<td>0.371472</td>
<td>0.383729</td>
<td>0.384121</td>
</tr>
<tr>
<td>0.50</td>
<td>0.340758</td>
<td>0.343900</td>
<td>0.341072</td>
<td>0.315181</td>
<td>0.340174</td>
<td>0.340768</td>
</tr>
<tr>
<td>0.60</td>
<td>0.288613</td>
<td>0.291754</td>
<td>0.288926</td>
<td>0.242802</td>
<td>0.287792</td>
<td>0.288623</td>
</tr>
<tr>
<td>0.70</td>
<td>0.228072</td>
<td>0.231200</td>
<td>0.228379</td>
<td>0.152413</td>
<td>0.226983</td>
<td>0.228082</td>
</tr>
<tr>
<td>0.80</td>
<td>0.159532</td>
<td>0.162567</td>
<td>0.159812</td>
<td>0.041245</td>
<td>0.158150</td>
<td>0.159542</td>
</tr>
<tr>
<td>0.90</td>
<td>0.083384</td>
<td>0.085884</td>
<td>0.083577</td>
<td>-0.095011</td>
<td>0.081686</td>
<td>0.083394</td>
</tr>
<tr>
<td>1.00</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-0.263253</td>
<td>-0.0020344</td>
<td>0</td>
</tr>
</tbody>
</table>

### 4.2.3 Generalized Couette flow

The dependence of velocity and temperature on the parameter $\beta$, the generalized pressure gradient in non-dimensional form, $B$, and Brinkman number $\lambda$ is delineated in Figures 8, 9 and 10 respectively in generalized Couette flow. The velocity profile shows a similar behavior as in plane Poiseuille flow with respect to $\beta$, however, temperature profile shows an opposite behavior from that in plane Poiseuille flow, see Figures 8(a) and 8(a). The pressure gradient $B$ and the Brinkman number $\lambda$ show a similar influence on velocity and temperature profile as observed in plane Poiseuille flow, refer to Figures 9(a), 9(b) and 10.

![Velocity field](image1.png) ![Temperature field](image2.png)

Figure 8: Influence of $\beta$ on the velocity and temperature fields in generalized Couette Flow
Figure 9: Influence of $B$ on the velocity and temperature in generalized Couette Flow

Figure 10: Influence of $\lambda$ on the temperature in generalized Couette Flow

Table 2: Comparison of results obtained for generalized Couette flow using various methods when $B = -1$ and $\beta = 0.3$.

<table>
<thead>
<tr>
<th>$y$</th>
<th>NUM</th>
<th>HPM</th>
<th>HAM</th>
<th>DTM</th>
<th>MDTM</th>
<th>FEM</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Continued on next page
5 Comparison

Modeled partial differentials equations with transformed boundary conditions were already solved analytically using the HPM, HAM, DTM, MDTM, and numerically using the fourth-order RungeKutta method by Keimanesh et al. in [28]. We proposed quadratic Lagrange Galerkin finite element method, thereby incorporating effectively the non-linearity of the flow problem. In order to verify the efficiency of the proposed method, a comparison between HPM, HAM, DTM, MDTM, NUM (numerical solutions using fourth-order RungeKutta method), and FEM (using quadratic Lagrange Galerkin finite element method) for various parameters is presented. Table 1 shows the comparison of results obtained for plane Poiseuille flow, while Table 2 is showing comparison of results obtained for generalized Couette flow. It is obvious that HPM is less accurate and is valid only for weak nonlinearity, the MDTM is a reliable algorithm method for solving highly nonlinear differential equations. It is obvious from the comparison tables that our proposed scheme is well behaved, convergent, and efficient. The accuracy of our proposed method is excellent in comparison with HPM, HAM, DTM, MDTM, NUM (numerical solutions using fourth-order RungeKutta method.)

6 Conclusion

The heat transfer phenomenon of a steady incompressible third grade flow in a channel subject to assumptions of no temperature jump and no slip at boundary is discussed. Numerical solution using a quadratic Lagrange Galerkin finite element method is proposed, thereby incorporating effectively the non-linearity of the flow problem. Three flow configurations, Couette, Poiseuille and plane Couette-Poiseuille, have been discussed. Finally, it has been substantiated that the fluid rheology and heat transfer phenomenon are greatly influenced by the third grade flow parameters, Brinkman number and pressure gradient using numerical simulations. Since, no à priori assumptions are made on pertinent flow parameters, apart from those due to thermodynamic stability, the results presented in this investigation are also valid for their large values. It is also noted that the fluid velocity depends upon the non-Newtonian parameter $\beta$ except in the case of simple plane Couette flow where it does not depend on this parameter. Moreover,
the velocity increases with increasing value of $\beta$ and/or $B$. In case of plane Couette-Poiseuille flow a tendency of back flow is observed at the lower plate when $\beta$ and $B$ are greater than a specific value. This tendency of back flow becomes more and more dominating when values of $\beta$ and $B$ are increased beyond this value. In all the three cases the fluid temperature depends upon $\beta$, $B$, $k$, and it rises very rapidly with increasing values of these parameters.

A  Element Matrices for $P_2$

Recall that the $P_2$–Lagrange interpolation functions $N_j^i$ for $j = 1, 2, 3$ have the following expressions

\[
\begin{align*}
N_1^i(y) &= 1 - 3 \left( \frac{y - y_i}{h} \right) + 2 \left( \frac{y - y_i}{h} \right)^2, \\
N_2^i(y) &= 1 - 4 \left( \frac{y - y_{i+1/2}}{h} \right), \\
N_3^i(y) &= 1 - 3 \left( \frac{y_{i+1} - y}{h} \right) + 2 \left( \frac{y_{i+1} - y}{h} \right)^2.
\end{align*}
\]

(A.1)

Therefore, the element assembly matrices $A_j^i$, for $j = 1, 2$, can be given by

\[
A_j^i = \begin{pmatrix}
-\frac{7}{3} & \frac{8}{3} & -\frac{1}{3} \\
\frac{8}{3} & -\frac{16}{3} & \frac{8}{3} \\
-\frac{1}{3} & \frac{8}{3} & -\frac{7}{3}
\end{pmatrix}.
\]

(A.2)

Similarly, we evaluate the components of the non-linear load matrices $N_j^i \in \mathbb{R}^3$ for $j = 1, 2$. Let $N_{j,k}^i$ for $k = 1, 2, 3$, denote the $k^{th}$ component of the vector $N_j^i$. Then, we have

\[
N_{1,1}^i = \frac{4\beta}{5h^3} \left( 37(w_1^i)^3 + 51(w_1^i)^2w_3^i - 162(w_1^i)^2w_2^i + 11w_1^i(w_3^i)^2 - 124w_1^iw_2^iw_3^i + 224w_1^i(w_2^i)^2 - 3(w_3^i)^3 - 2w_2^i(w_3^i)^2 + 64w_3^i(w_2^i)^2 - 96(w_2^i)^3 \right),
\]

\[
N_{1,2}^i = \frac{16\beta}{5h^3} \left( 9(w_1^i)^3 + 7(w_1^i)^2w_3^i - 34(w_1^i)^2w_2^i + 7w_1^i(w_3^i)^2 - 28w_1^iw_2^iw_3^i + 48w_1^i(w_2^i)^2 + 9(w_3^i)^3 - 34w_2^i(w_3^i)^2 + 48w_3^i(w_2^i)^2 - 32(w_2^i)^3 \right),
\]

\[
N_{1,3}^i = \frac{-4\beta}{5h^3} \left( 3(w_1^i)^3 - 11(w_1^i)^2w_3^i + 2(w_1^i)^2w_2^i - 51w_1^i(w_3^i)^2 + 124w_1^iw_2^iw_3^i - 64w_1^i(w_2^i)^2 - 37(w_3^i)^3 + 162w_2^i(w_3^i)^2 - 224w_3^i(w_2^i)^2 + 96(w_2^i)^3 \right),
\]
and

\[ N_{2,1}^i = \frac{\lambda}{210h^3} \left( 31680\beta(\gamma_1)^2(\gamma_2)^2 - 576\beta(\gamma_1)^2(\gamma_2)^4 + 259(\gamma_1)^2h^2 + 7680\beta(\gamma_2)^4 ight. \]
\[ -12192\beta(\gamma_1)^2\gamma_2\gamma_3 + 14976\beta(\gamma_1)^2\gamma_2\gamma_4 - 2784\beta(\gamma_1)^2\gamma_2^2(\gamma_3)^2 
- 616h^2\gamma_1\gamma_2 + 98h^2\gamma_1\gamma_3 - 56h^2\gamma_1\gamma_5 - 26112\beta(\gamma_1)^2(\gamma_2)^3 
- 17056\beta(\gamma_1)^3\gamma_2 + 72\beta(\gamma_1)^2(\gamma_3)^2 + 1284\beta(\gamma_1)^2(\gamma_4)^2 + 1312\beta(\gamma_2)^3(\gamma_3)^3 
- 4608\beta(\gamma_2)^3\gamma_4 + 346\beta(\gamma_2)^4 + 346\beta(\gamma_1)^4 + 3208\beta(\gamma_1)^3\gamma_3 
+ 336h^2(\gamma_2)^2 - 21h^2(\gamma_3)^2 \right). \]

\[ N_{2,2}^i = \frac{2\lambda}{105h^3} \left( 3648\beta(\gamma_1)^2(\gamma_2)^2 + 3648\beta(\gamma_2)^2(\gamma_1)^2 + 63(\gamma_1)^2h^2 + 1536\beta(\gamma_2)^4 
- 960\beta(\gamma_1)^2\gamma_2\gamma_3 + 1920\beta(\gamma_1)^2\gamma_2\gamma_4 - 960\beta(\gamma_1)^2\gamma_2^2(\gamma_3)^2 - 112h^2\gamma_1\gamma_2 
- 14h^2\gamma_1\gamma_3 - 112h^2\gamma_2\gamma_5 - 3072\beta(\gamma_1)^2(\gamma_2)^3 - 2112\beta(\gamma_1)^3\gamma_2 
+ 104\beta(\gamma_1)^4 + 324\beta(\gamma_1)^4(\gamma_3)^2 - 2112\beta(\gamma_2)(\gamma_3)^3 - 3072\beta(\gamma_2)^3(\gamma_3)(\gamma_4)^4 
+ 502\beta + 502\beta(\gamma_1)^4 + 104\beta(\gamma_1)^4\gamma_3 + 112h^2\gamma_2^2 + 63h^2(\gamma_3)^2 \right). \]

\[ N_{2,3}^i = -\frac{\lambda}{210h^3} \left( 576\beta(\gamma_1)^2(\gamma_2)^2 - 72\beta(\gamma_1)^3\gamma_2^2 + 21h^2(\gamma_1)^2 - 7680\beta(\gamma_2)^4 
+ 2784\beta(\gamma_1)^2\gamma_2\gamma_3 - 14976\beta(\gamma_1)^2\gamma_2\gamma_4 - 12192\beta(\gamma_1)^2\gamma_2^2(\gamma_3)^2 + 56h^2\gamma_1\gamma_2 
- 98h^2\gamma_1\gamma_3 + 616h^2\gamma_2\gamma_3 - 3208\beta(\gamma_1)^2(\gamma_3)^3 - 1312\beta(\gamma_1)^3\gamma_3^2 + 4608\beta(\gamma_1)^3\gamma_3 
- 1284\beta(\gamma_1)^2(\gamma_3)^2 + 17056\beta(\gamma_2)^3(\gamma_3)^3 + 26112\beta(\gamma_2)^3(\gamma_3)^4 - 346\beta(\gamma_2)^4 
+ 346\beta(\gamma_1)^4 - 336h^2(\gamma_2)^2 - 259h^2(\gamma_3)^2 - 31680\beta(\gamma_2)^4(\gamma_3)^2 \right). \]

Finally, denoting the \( k \)th component of the vector \( B_j^i \) by \( B_{j,k}^i \), we find out that

\[ B_{j,1}^i = -\frac{C_i h}{6}, \quad B_{j,2}^i = -\frac{2C_i h}{3} \quad \text{and} \quad B_{j,3}^i = -\frac{C_i h}{6}. \]
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