A synthetic jet transfers linear momentum to the surroundings by alternately ingesting and expelling fluid from a cavity containing an oscillating diaphragm and has proven to be a useful active flow control device [1–3]. Compared with continuous jets, synthetic jets are low-weight, compact devices and do not require internal fluid supply lines [4–6]. A schematic diagram of a typical synthetic jet actuator is shown in Figure 1.

A synthetic jet actuator has a nozzle or slot connected to a cavity in which typically a piezoelectric diaphragm oscillates. By oscillating the diaphragm, the working fluid is alternately ingested and expelled through the nozzle exit, forming a train of discrete vortical structures that convert linear momentum to flow without net mass injection [7]. The fact that no external fluid source is required combined with the availability of increasingly small vibrating diaphragms, for example, piezoelectric disks, allows the design of extremely compact devices, even down to MEMS scale [8–10].

Okada et al. [11] studied the influence of amplitude and frequency of a synthetic jet using large-eddy simulation (LES) and concluded that three-dimensional modeling of the flow inside the cavity was essential for accurate estimation of the velocity and velocity fluctuations of the synthetic jet. Ma et al. [12] investigated the influences of periodic velocity inlet and dynamic mesh boundary conditions for synthetic jet simulation, and two cases with different boundary conditions were conducted, respectively, at low Reynolds number (Re = 10.7) with the Computational Fluid Dynamics (CFD) method. Utturkar et al. [13] used an incompressible flow model to study the flow in rectangular cavities where the aspect ratio and location of the oscillating diaphragm was varied. Cavities containing multiple oscillating diaphragms were also considered, where the oscillation amplitude was adjusted in order to maintain the same volume displacement in each case. Feero et al. [14] presented the first experimental effort to validate the limited number of numerical investigations that have postulated that synthetic jets are insensitive to cavity shape. Three axisymmetric synthetic jets with different cavity shapes were used to examine jet performance while keeping other parameters constant such as cavity volume, nozzle length, and nozzle diameter. The experimental results showed that synthetic jet performance is dependent on cavity shape.

The lattice Boltzmann method (LBM) offers an alternative method to simulate complex fluid flow, allowing easy implementation of boundary conditions and can be used...
for unsteady flows, phase separation, evaporation, condensation, cavitation, solute and heat transport, and buoyancy, and interactions with surfaces can readily be simulated. Instead of solving the classical macroscopic Navier–Stokes (N-S) equations, as is done with traditional CFD methods, LBM solves for a limited number of interactions with small particles to determine the exchange of momentum and energy by simulating streaming and collision processes [15]. The LBM is based on constructing simplified kinetic models containing the physics of microscopic and mesoscopic processes so that averaging can recover macroscopic properties that obeys the continuum equations [16].

LBM also has been applied to flow control including flow separation control, mixing control, and turbulence control, using a pair of synthetic jets (SJs). Wang et al. [17] studied the active control of wakes and one-dimensional vortex-induced vibrations (VIVs) from a single circular cylinder using a pair of synthetic jets (SJs) at a low Reynolds number, Re = 100, using a lattice Boltzmann method. With a hybrid approach of the lattice Boltzmann method for flow field computations and a finite difference, Mautner [18] studied the modified main channel flow results for various wall jet geometries (derived from synthetic jets), jet inlet conditions, scaling issues, and Reynolds numbers. Fu et al. [19] reported on the use of the lattice Boltzmann method, in conjunction with large-eddy simulations, to study an interesting phenomenon related to the suppression of vortex shedding from circular cylinders with high accuracy coupled with computational efficiency. It had been observed in experiments that vortex shedding and the separated shear layer from a cylinder could be drastically reduced by the injection of a fluid jet into the approach flow.

The application of LBM for fluid flow simulations is far less common than finite volume methods; however, there is sufficient literature that suggests this method is accurate and less computationally intensive than others. For this work, a 3-D simulation of a synthetic jet cavity was conducted with the lattice Boltzmann method which allowed more accurate and comprehensive performance data for synthetic jet flow than previous 2-D simulations. A 3-D non-dimensional numerical model of synthetic jet actuator was employed to simulate this synthetic jet. The D3Q19 model (Figure 2) was used for this work and consists of 19 distribution functions [20].

The goal of the present study is to study synthetic jet performance with a cylindrical cavity using 3-D lattice Boltzmann unsteady simulation. The numerical simulation was validated using previous experimental data [14]. This was extended to show the behavior of the synthetic jet actuator in quiescent flow.

2. Numerical Method

A synthetic jet actuator was modeled with an axisymmetric cylindrical cavity as shown in Figure 3(a). A 2-D view of the 3-D computational domains is shown in Figure 3(b). The different sections shown in Figure 3(b) represent the different boundary conditions where the red line is the inlet velocity profile, the black shows the no-slip wall, and the blue shows the outlet with outflow condition.

The nozzle diameter \( d = 2 \text{ mm} \) and nozzle length \( l_n = 10 \text{ mm} \) were held constant. A nozzle diameter of \( 2 \text{ mm} \) is determined to be the minimum size where adequate spatial resolution should be achieved in the 3-D simulation across the nozzle. The cavity diameter is \( D_c = 12 \text{ mm} \), and the cavity length is \( l_c = 10 \text{ mm} \). The size of the exterior region is \( l_e \times w_e \times w_c \) or \( 40 \text{ mm} \times 16 \text{ mm} \times 16 \text{ mm} \). The frequency \( f \) of the diaphragm sinusoidal oscillation velocity \( U_{\text{dia}} \) is given by

\[
U_{\text{dia}} = U_{\text{dia, max}} \sin(2\pi ft),
\]

where \( U_{\text{dia, max}} \) is the magnitude of the maximum diaphragm velocity at the cavity inlet. This boundary condition provides a simple sinusoidal representation of the mass flux produced in the nozzle by the motion of the diaphragm.

The characteristic velocity of a synthetic jet is often defined as the axial centerline velocity, \( U_{\text{cb}} \), due to the assumption of a simple top-hat velocity profile at the nozzle/slot exit and was used to allow matching with the companion experiments. However, since the spatial velocity profile can show significant deviation from the top-hat shape, a more general velocity scale is the time-and-spatially averaged exit velocity over the expansion stroke as follows:

\[
U_{\text{ave,cb}} = \frac{1}{T^{n}} \int_{0}^{T^{n}} U(t, A_n) dt dA_n,
\]

where \( U \) is the phase-averaged axial jet velocity at the nozzle exit plane, \( T \) is the period, and \( A_n \) is the nozzle exit area. The average velocity on the centerline is used to define a jet Reynolds number, given by

\[
\text{Re}_{U_{\text{ave,cb}}} = \frac{U_{\text{ave,cb}} d}{\nu},
\]
where \( \nu \) is the kinematic viscosity of the working fluid, \( 14.8 \times 10^{-6} \text{ m}^2/\text{s} \), and \( d \) is the slot width or nozzle diameter. The important length scale in synthetic jet flow is the nondimensional stroke length \( L_p/d \), where

\[
L_0 = \int_0^{T/2} U_{ave,s}(t) \, dt,
\]

(4)

where \( U_{ave,s} \) is the spatially averaged velocity at the nozzle exit. The stroke length represents the distance that the fluid travels during the expulsion portion of the cycle. The excitation frequency \( f \) can be nondimensionalized as a Stokes number, \( S \):

\[
S = \sqrt{\frac{2\pi f d^2}{\nu}}.
\]

(5)

These nondimensional parameters define the operating conditions of a synthetic jet and greatly influence its ability to transfer linear momentum. Holman et al. [21] showed that in order to achieve vortex escape after expulsion, a synthetic jet formation value must exceed

\[
\frac{\text{Re}_{U_{ave,s}}}{S^2} > C,
\]

(6)

where \( C \) is a constant equal to 0.16 for 3-D nozzles. \( \text{Re}_{U_{ave,s}} = 676. \) \( S \) is 22. When \( S \) increases to approximately 20, the average velocity reaches 90% of the centerline velocity and continues to asymptote towards 100% with increasing \( S \). \( U_{ave,s,max} \) is the amplitude of the spatially averaged velocity \( U_{ave,s} \) in the expulsion stroke, namely the maximum \( U_{ave,s} \), which could be calculated as [21].

\[
U_{ave,s} = \frac{2}{\pi} U_{ave,s,max}.
\]

(7)

To meet the formation criteria for a synthetic jet actuator [20], \( \text{Re}_{U_{ave,s}}/S^2 > 0.16 \), so \( f < U_{ave,s}/(2\pi dC) \), \( f < 2488 \text{ Hz} \). In this work, \( f \) is set as 300 Hz and \( \text{Re}_{U_{ave,s}}/S^2 = 1.41 \), which is one of the study cases of Feero et al. [14] meeting the formation criterion for synthetic jets.

As for the present 3-D numerical model, the \( U_{dia,max} \) could be obtained through mass conservation [22]:

\[
U_{dia,max} = \frac{d^2}{D^2} U_{ave,s,max} = \frac{\pi d^2}{2D^2} U_{ave,s}. \tag{8}
\]

Given the above, \( U_{dia,max} \) could be obtained as 0.5 m/s, and \( U_{dia} = [0.5\sin(600\pi t)] \text{ m/s} \).

The velocity at the cavity inlet \( U_{dia,p(max)} \) should be

\[
U_{dia,p(max)} = U_{dia,max}. \tag{9}
\]

Here, \( U_{dia,p(max)} \) is set as 0.5 m/s, the diaphragm velocity \( U_{dia,LB\max} \) in lattice unit is 0.005 u, and the resolution of the reference length \( N \) is 100. The total lattice scale domain was \( 2000 \times 800 \times 800 \) for accurate results. The physical length \( L_p \) is 2 mm, equal to the value of \( d \), so the grid spacing and time step could be obtained as follows:

1. \( \Delta x \), grid spacing for one lattice length,

\[
\Delta x = \frac{L_p}{N}. \tag{10}
\]

2. \( \Delta t \), time step for one lattice time,

\[
\Delta t = \frac{L_p \cdot U_{dia,LB\max}}{N \cdot U_{dia,p(max)}}. \tag{11}
\]

The physical velocity at the cavity inlet \( U_{dia,p} \) is as follows:

\[
U_{dia,p} = U_{dia,p(max)} \sin(2\pi f_p t_p), \tag{12}
\]

where \( f_p \), the physical frequency of diaphragm velocity, is 300 Hz, and the physical period \( T_p \) is about 0.0033 s, and \( t_p \) is the physical time. Thus, the diaphragm velocity in lattice unit is

\[
f_{LB} = f_p \Delta t, \tag{13}
\]

\[
t_{LB} = \frac{t_p}{\Delta t},
\]

\[
U_{dia,LB} = U_{dia,LB\max} \sin(2\pi f_{LB} t_{LB}),
\]

where \( f_{LB} \) is the frequency of diaphragm velocity in lattice unit and \( t_{LB} \) is the time in lattice unit.

3. Results and Discussion

The physical fluxes at the diaphragm (location of the piezoelectric membrane in the experiments) and nozzle exit, \( Q_{dia} \) and \( Q_{nozzle exit} \) were modeled and are shown in Figure 4(a). The flux at different times was normalized by its corresponding magnitude in working cycles, so the
distributions of flux ratio $q$ through the diaphragm and nozzle exit are shown in Figure 4(b), where $\theta$ is the phase angle relative to the diaphragm velocity. The exit phase angle $\Phi = 90^\circ$ corresponds to the maximum magnitude of expulsion velocity, while $\Phi = 270^\circ$ corresponds to the maximum magnitude of ingestion velocity.

The flux and flux ratio were computed from

$$Q(t) = \int_0^A U(t)ds,$$
$$q(t) = \frac{Q(t)}{Q_{\text{max}}(t)},$$

where $A$ is the area of the diaphragm or nozzle exit, $A_{\text{dia}}$ or $A_{\text{nozzle}}$, $Q_{\text{max}}$ is the maximum magnitude of the inlet or exit, $Q_{\text{dia, max}}$ or $Q_{\text{nozzle, exit, max}}$.

The flux ratios at the diaphragm and nozzle exit are defined as

$$q_{\text{dia}}(t) = \frac{Q_{\text{dia}}(t)}{Q_{\text{dia, max}}(t)},$$
$$q_{\text{nozzle, exit}}(t) = \frac{Q_{\text{nozzle, exit}}(t)}{Q_{\text{nozzle, exit, max}}(t)}.$$  

Both of the diaphragm and nozzle exit fluxes have sinusoidal distribution features, within three working cycle example of lattice time from 39,600lu to 82,500lu (0.00792s to 0.0165s). And the varying trend of the exit flux has the same cycle period as the one of the diaphragm flux, however, with a phase angle delay of about 180°. As seen in Figure 4(a), the flux magnitudes of the diaphragm and nozzle exit are different, however, the average values of the diaphragm flux and nozzle exit flux at each respective position during the analysis time are both essentially 0, which means that the mass conservation can be met in one working cycle for the diaphragm and nozzle exit, respectively. And after the fifth cycle in Figure 4(b), the fluctuation amplitude of the flux ratio at the nozzle exit in the ingestion stroke is approximately the same as the expulsion, confirming zero-net mass flux for this simulation of the synthetic jet.

Figure 5 shows a typical example of the phase-averaged velocity cycle at the exit centerline. $U_{cl}$ is the centerline jet velocity at the nozzle exit plane.

As seen in Figure 5, the phase-averaged exit velocity at the centerline also shows periodic variation, similar to the diaphragm velocity and flux. The velocity varies roughly sinusoidally; however, the maximum ingestion velocity (about $-4$ m/s) does not have the same maximum magnitude.
as the expulsion velocity (about 4.5 m/s). A similar result also can be noticed in Feero et al. [14] that the maximum ingestion velocity at the centerline of the exit plane does not need to match the maximum expulsion velocity in order for the jet to have zero-net mass flux as the outgoing flow moves through the centerline of the nozzle in the expulsion and the ingestion velocity occurs primarily along the periphery.

Figure 6 shows the axial velocity distribution at the nozzle exit line at different times throughout the cycle. The origin of the cylindrical coordinate system is the center of the nozzle exit plane, and the radial location of these velocity data across the nozzle is shown in Figure 7 for \( l/d \) between \(-0.5\) and \(0.5\).

The axial velocity (in the \(x\)-direction) at \(l/d\) of \(-0.5\) and 0.5 is zero. From \(\theta = 0^\circ\) to \(180^\circ\) (physical times from \(t = 0.01023\ s\) to \(0.01155\ s\)), the velocities are in the negative \(x\)-direction, the ingestion portion of the cycle, while from \(\theta = 180^\circ\) to \(360^\circ\) (from \(0.01188\ s\) to \(0.0132\ s\)), the velocities are positive for the expulsion stroke. As shown in Figure 6, the majority of velocity profiles are roughly uniform throughout the center region with local variations near the wall. It can be seen in Figure 6 that the velocity magnitude near the wall (\(|l/d| = 0.45\) to 0.5) in the ingestion stroke is...
obviously higher than the one in the expulsion part. The maximum velocity of each ingestion profile is closer to the nozzle exit wall, and the magnitude of the centerline velocity in the expulsion stroke is larger than that for ingestion. Expulsion occurs mainly through the nozzle centerline; however, the ingestion occurs primarily along the periphery.

Figure 8 compares the normalized axial velocity at the nozzle exit line between the experiment and present simulation. The maximum magnitudes of expulsion velocity (exit phase angle $\Phi = 90^\circ$) and ingestion velocity ($\Phi = 270^\circ$) were extracted and compared.

As observed in Figure 8, the numerical results are in good agreement with Feero et al. [14], particularly for the case of $\Phi = 90^\circ$ where the flow is primarily axial. The average error at $\Phi = 90^\circ$ is about 5.6% while for $\Phi = 270^\circ$, it is approximately 8.1%. It should be noted that the measurements were performed with hotwire anemometry and thus were unable to resolve the reverse flow or direction. The small peaks in the velocity profiles can be observed near the wall of the nozzle for both curves. As the flow reverses at the nozzle exit center due to the cavity inlet velocity, the velocity remains highest near the wall of the nozzle.

A sample of velocity contours at different times during the 4th cycle is seen in Figure 9 and corresponds to the data presented in Figure 5.

Figures 9(a)–9(e) are for the ingestion portion of the cycle, while Figures 9(f)–9(j) are the expulsion stroke. Figure 9 also illustrates the vortex motion outside the synthetic jet actuator and within the cavity at different phase angles over one working cycle, exhibiting a clear jet formation. The same phase difference between the diaphragm velocity and nozzle exit velocity (seen in Figure 4) is clearly seen. From Figures 9(a)–9(e), vortex e1 moves upward and vortex c1 moves downward into the cavity. This is then followed by the new vortices e2 and c2 that generate and convect upstream (c2) or downstream (e2) (Figure 9(f)–9(j)).

$\theta = 18^\circ$ (Figure 9(a)) was chosen to correspond to the commencement of the upward motion of the diaphragm modeled here by the oscillatory velocity boundary condition at the bottom of the cavity. It coincides with the start of the ingestion stroke of ambient air into the cavity. Figure 9(a) shows some remnants of the previous vortex pairs e1 and c1 in the external region and cavity, caused by the previous expulsion and ingestion of the synthetic jet. It also shows the presence of corner vortices at the nozzle entrance. At $\theta = 54^\circ$ (Figure 9(b)), the new vortex pair c2 rolls up at the entrance of the nozzle and its size is of the order of the nozzle width. Separation of the shear layer near the nozzle exit is also readily visible. When the roll-up process is completed at the maximum-ingestion phase of $90^\circ$ as illustrated (Figure 9(c)), the mixing of the primary vortex pair is mostly completed. Then with the upward motion of the diaphragm, the ingestion velocity in the nozzle decreases gradually at $\theta = 126^\circ$ (Figure 9(d)) and $162^\circ$ (Figure 9(e)). The vortex pair inside the cavity starts to grow in size while it descends into the jet cavity, and the ingestion phase is completed.

The expulsion phase has commenced at $\theta = 198^\circ$ as shown in Figure 9(f) which corresponds to the initiation of the downward motion of the diaphragm. At $\theta = 234^\circ$ (Figure 9(e)), the shear layer separation occurs near the nozzle entrance, and expulsion begins the formation of a vortex pair at the nozzle exit. At the maximum-expulsion phase of $270^\circ$ (Figure 9(h)), the vortex pair detaches from the nozzle exit plane and grows in size as it advects downstream. After $\theta = 342^\circ$ (Figure 9(i)), the expulsion phase completes and the ingestion stroke commences, by which time the vortex pair has advected sufficiently downstream that it is not
affected by the suction of ambient fluid into the cavity. The flow in the cylindrical cavity and the outer flow will cause a phase difference between the diaphragm velocity and nozzle exit velocity, and the value of the phase difference is determined by the oscillating amplitude, oscillating frequency, cavity volume, and cavity shape [23].
Figure 10 shows the vector distribution of the phase-averaged velocity and vortex pairs in the external region and the cavity at exit phase angle $\Phi = 90^\circ$ and $270^\circ$ at cross section A, corresponding to the velocity contour in Figure 8. When $\Phi$ is set as $90^\circ$, fluid flows out from the nozzle, and the synthetic jet cavity is in the expulsion stroke with maximum velocity. The flow leaving the cavity will be in counter flow with the decelerating vortex pair from the ingestion stroke and there is sufficient room in the upper cylindrical cavity for the outgoing flow to move around these vortices (Figure 10(a)). At $\Phi = 270^\circ$, the fluid flows into the nozzle, and the magnitude of the ingestion velocity is maximum. The vortex pair generated during expulsion is far enough from the nozzle exit, so the peripheral fluid is ingested into the nozzle. A vortex pair is generated near the wall of the nozzle exit at $\Phi = 90^\circ$ in the expulsion stroke, and the axial vortex velocity near the wall is higher than the centerline velocity at the nozzle exit. At $\Phi = 90^\circ$, the velocity profile in Figure 8 is affected by the presence of these vortices. For $\Phi = 270^\circ$ as well, fluid flows into the cavity and the vortex pair occurs near the wall of the nozzle entrance. We can see that the axial velocity near the wall is again higher than the centerline velocity at the nozzle entrance. The upward diaphragm velocity also has larger influence on the backward centerline velocity at the nozzle entrance.

4. Conclusion

A numerical simulation of synthetic jet was conducted with the 3-D lattice Boltzmann method. An unsteady synthetic jet simulation was carried out. In comparison to experimental results, the 3-D LBM accurately represented the expected flow feature while also providing insight into the ingestion/expulsion mechanics. The computed results showed that the ingestion and expulsion strokes could be observed and identified by the velocity profiles and velocity vectors in one working cycle of the synthetic jet. The expected zero-net mass-flux behavior was confirmed, providing further confidence in the previous measured velocity profiles. The ingestion flow was found to occur along the periphery of the jet and the expulsion flow along the centerline. Using the 3-D LBM and appropriate driving boundary condition, a clear synthetic jet formation and evolution of vortex could be obtained and analyzed, which is important to develop strategies for active flow control.
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