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Abstract

The viability of applying reliability based design in the limit equilibrium evaluation of slope stability is assessed. Two model slopes are designed according to the limit states specification of EN 1997:2004 and reliability assessed using full Monte Carlo calculation with $10^6$ trials. Comparison of these results with reliability estimates obtained via a spectrum of different analysis techniques, broadly grouped into first order reliability methods (FORM) and performance function moment estimation methods, indicate that FORM-based techniques are superior, with a first order response surface method found to provide the best combination of accuracy, stability, and speed of convergence. In this way, accurate reliability indices for non-closed form problems of the nature considered here can be obtained within 20-30 function calls, depending on the number of free parameters and required precision.
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1 Introduction

Reliability based geotechnical and structural design allows the practitioner to target the relevant level of risk directly. The approach differs from the more traditional design frameworks by considering the probability of failure directly, rather than via proxy indicators such as partial factors of safety. However, it requires notable additional computational effort, as well as more stringent requirements for data quality (e.g. Phoon 2016). As a result its design office use has remained mostly limited to supplementary inquiry into unusual problems.

Advances in computational power and data analysis techniques now permit its application as a primary means of design (e.g. Phoon 2008; Jonkman and Schweckendiek 2015). While this is especially the case for problems that are examinable via closed-form design equations (De Koker and Day 2018), its true utility to advanced practitioners would lie in the analysis of more complex structural and geotechnical problems, which require rigorous iterative numerical solution techniques. Computation times for such calculations would typically be of a scale that the modeller can observe, i.e. a couple of seconds at the very least. Very large numbers of computations are therefore not routinely practicable, so that the method chosen to perform the reliability analysis should preferably provide accurate results from a relatively small number of capacity evaluations.

An efficient structural design should reflect the tradeoff between the cost of construction and maintenance, and the risk associated with its possible failure (consequences \( \times \) failure probability). By considering this tradeoff JCSS (2008) and ISO 2394:2015 have compiled guidelines for the range of reliability levels that designs should aim
to achieve (Retief et al. 2016). Indeed, most modern design codes are calibrated in
some form with these target levels in mind (Ellingwood et al. 1980; Gulvanessian 2010;
Retief and Dunaisky 2010; Fenton et al. 2016). The nominal failure probabilities as-
sociated with these target reliabilities imply at least \(10^5 - 10^6\) Monte Carlo trials to
obtain reliability estimates with reasonable precision.

Determining the stability of slopes is a common problem in geotechnical design. Anal-
yses are generally carried out via limit-equilibrium methods, such as those of Bishop,
Spencer, or Morgenstern-Price (e.g. Duncan, Wright, and Brandon 2014). Execution
times for these calculations are small enough for full Monte Carlo calculations to be
accessible, even if not practical on a routine basis.

Previous studies that considered the reliability of slope design (Kirsten 1983; Wong
1985; Christian, Ladd, and Baecher 1994; Low et al. 1998; Duncan 2000; Husein
Malkawi, Hassan, and Abdulla 2000; Low 2008; Gibson 2011; Li et al. 2016) either
consider slope failure probabilistically in the context of the relatively simple moment-
based reliability estimates, or focus on the technical details of implementing some
variation on the more advanced first order reliability method. Some of these methods
are complex and lack the benefits of intuitive understanding and transparency needed
for routine design office use while others are simplified to the extent that they yield
inaccurate results.

The various methods for estimating reliability of a model structure all seek to reduce
the computational burden of a brute force Monte Carlo calculation by making more
direct use of the underlying statistics of the problem (Ang and Tang 1984; Harr 1987;
Baecher and Christian 2003). As a result, these methods range significantly in both
the severity of simplifying assumptions and computational cost.

The primary objective of this paper is to assess the extent to which the various reliability methods can be practically and routinely used in a geotechnical design office for the design of slopes. This is done by comparing reliability estimates from a spectrum of methods to accurate values determined via full Monte Carlo calculations, in terms of computational effort and stability. Such an analysis is not currently available, and is necessary if a reliability-based geotechnical design standard is to be compiled.

An overview of the theoretical basis for reliability analysis and limit equilibrium analysis of slope stability is presented in Section 2, after which reliability analysis of two model slope problems is examined using a variety of reliability analysis techniques (Section 3 and 4). Insights gained from these analyses are discussed in Section 5 in the context of both limit states and reliability based design.

2 Theoretical Development

Any design framework aiming to balance cost and risk seeks to place an optimally sufficient margin between the realised design and the most likely conditions that would bring about failure. A first requirement for this process is to locate the boundary of the set of failure conditions. A common means of defining this boundary is via the performance function \( g \), for which negative values are taken to denote failure. The boundary of the failure region is then given by the condition

\[
g(x) = 0,
\]  

(1)
where \( \mathbf{x} = [x_1, x_2, \ldots, x_n] \) is a coordinate vector of physical parameters treated as random variables with specified distributions. Specifically, \( x_i \) is characterised by mean \( \mu_i \) and variance \( \sigma_i^2 \), and has a distribution that is generally not normal.

### 2.1 Performance Function for Slope Stability

Limit equilibrium slope analysis methods express stability via the factor of safety \( F \). From the condition for stability \( F \geq 1 \), the performance function can then be expressed as

\[
g = F - 1.
\]  

(2)

The approach aims to determine a lower bound on the factor of safety by finding the critical slip surface, i.e. the surface that yields the smallest factor of safety \( F \). The mobilised portion of the slope is discretised into a set of vertical slices that terminate at a continuous slip surface which, for the purpose of this manuscript, is assumed to be of circular geometry (Figure 1), and then evaluates conditions for equilibrium.

The nature of this equilibrium characterisation constrains the choice of formulation. For example, EN 1997:2004 requires the method to satisfy vertical, horizontal, and moment equilibrium of slices (clause 11.5.1). This requirement disqualifies the simpler formulations, including that of Bishop. With this condition in mind, we will use the method of Spencer (Spencer 1967) in this manuscript.

Spencer’s formulation introduces the angle \( \lambda \) as an unknown parameter in addition to \( F \) (Figure 1). These two unknowns are determined by solving the equations for
resultant force and moment equilibrium (Duncan, Wright, and Brandon 2014),

\[ \sum S = 0, \] (3)

\[ \sum S (\Delta x \sin \lambda - \Delta y \cos \lambda) = 0, \] (4)

with

\[ S = \frac{F_T \sin \alpha - c' \Delta \ell/F - [F_T \cos \alpha - w \Delta \ell] \tan \phi'/F}{\cos(\alpha - \lambda) + \sin(\alpha - \lambda) \tan \phi'/F}, \] (5)

where \( F_T = W + F_V \), \( \Delta x \) and \( \Delta y \) are the horizontal and vertical moment arms at the base of the slice, and \( w \) is the pore water pressure. The soil is characterised by the effective friction angle \( \phi' \), cohesion \( c' \), and density \( \gamma \).

2.2 Statistical Framework to Quantify Reliability

Treatment of the reliability problem is most convenient after transforming the parameter space coordinate vector \( x \) into uncorrelated standard normal space \( u \). This is done by first determining the univariate standard normal value \( z_i \) corresponding to each component \( x_i \) using the Rosenblatt transformation equations (Table A1) yielding the vector \( z \), and then accounting for correlation via

\[ u = T^{-1} z(x), \] (6)

where \( T \) is the upper triangular Cholesky decomposition of the correlation matrix \( R = T^T T \).

After this transformation the contours of the multi-variate probability density function in \( x \)-space become a set of concentric hyper-spheres centred about the origin in \( u \)-space (Figure 2 illustrates this in two dimensions). The failure condition \( g(u) = 0 \) forms a hyper-surface that will be tangent and orthogonal to a hypersphere at its point of
closest approach to the origin. This tangent point represents the most likely point of
failure (the “design point” \( \mathbf{u}_d \)), and its distance from the origin is given by (Rackwitz
and Fiessler 1978)

\[
\beta_{\text{FORM}} = \min \sqrt{\mathbf{u}^T \mathbf{u}}, \text{ such that } g(\mathbf{u}) = 0.
\]  

(7)

The primary objective of the reliability problem is to obtain this probability of failure.
Integration of the \( n \)-dimensional probability density function over the volume where
the failure condition \( g < 0 \) is met represents this probability of failure. It is convenient
to express reliability via the reliability index (Hasofer and Lind 1974),

\[
\beta = \Phi[p_r],
\]  

(8)

where \( \Phi \) is the standard normal cumulative distribution function.
To the extent that the performance function boundary \( g = 0 \) is a linear hyperplane,
we have \( \beta = \beta_{\text{FORM}} \), which is the basic assumption of the first order reliability method
(FORM) discussed below.

2.3 Partial Factor Based Limit States Design

The partial factor framework speeds the design process by representing the design
point approximately instead of attempting to find it explicitly. First, characteristic
values are determined as conservative bounds on the mean parameter values,

\[
x_k = \bar{x} (1 + \eta \delta),
\]  

(9)

where \( \delta \) is the coefficient of variation, and \( \eta \) depends on the confidence level \( p_k \) of the
interval on the mean for which \( x_k \) represents the bounding value. (Table A1 includes
equations by which η can be determined for the various distributions used in this manuscript).

Next, design values are obtained by scaling the characteristic values by the partial factors specified in the relevant design code (Table 1). These partial factors are typically calibrated to provide designs that broadly satisfy the target reliability values of JCSS (2008) and ISO 2394:2015.

2.4 Methods for Reliability Determination

In principle, the probability of failure can be most accurately evaluated by means of a Monte Carlo counting procedure in which instances of x are randomly sampled from its multivariate distribution a large number of times N and the number of failure instances \( N_f \) counted. The probability \( p_f \) failure then simply follows as

\[
p_f = \frac{N_f}{N}.
\]  

(10)

As each iteration involves a simple Bernoulli trial, the failure probability has variance

\[
V[p_f] = \frac{p_f(1-p_f)}{N}.
\]  

(11)

A consequence of this relation is that for small values of \( p_f \), large N values are required to obtain acceptable accuracy. For example for \( p_f = 1/10^4 \), obtaining \( V[p_f] \approx p_f/10 \) requires \( 10^6 \) trials.

A number of methods attempt to circumvent the large number of function evaluations required by the Monte Carlo method. These methods draw on two primary sets of assumptions. The first idealises the shape of the failure region boundary \( (g = 0) \) to
be linear, while the second idealises the shape of the probability density function of
the performance function and/or assumes the underlying variables to be normal.

The linear failure boundary used in the first assumption reduces the problem to a
one dimensional description in terms of the separation between the most likely overall
conditions and the most likely failure conditions, represented via a one-dimensional
marginal probability distribution. The effect of this assumption is generally small,
because the approximation takes effect away from the most likely point of failure, so
that parts of the failure boundary where deviations from linearity become large are
at small probability densities.

Because the performance function is not generally normally distributed, the second
assumption can only provide reasonable results at low reliability ($\beta \lesssim 1.5$), where
the probability integral is dominated by the area of failure closest to the mean and
the shape of the bounding function is of secondary importance. However, its effect
becomes increasingly severe as $p_f$ decreases and the failure region retracts into the
distribution tail, where the shape of the probability density function becomes critical.

FORM does not require any assumptions regarding the nature of parameter distribu-
tions. The method only assumes the failure boundary to be linear in the region of
the design point, an assumption which is generally robust at high reliability levels, as
deviations from linearity are limited to regions of extremely low probability density.

FORM evaluates $\beta$ directly using Equation 7. By contrast, Monte Carlo finds $p_f$
first, with $\beta$ following via Equation 8. To find the design point, FORM approaches
implement a variety of constrained optimisation schemes. One common approach, to
which we will refer as NR-FORM, uses a multi-dimensional Newton-Raphson formul-
tion consisting of a series of root-finding and gradient evaluation iterations (Figure 3; Hasofer and Lind 1974; Rackwitz and Fiessler 1978). An alternative approach, collectively known as response-surface methods (e.g. Wong 1985), replaces the performance function with a surrogate, analytical parameterisation of $g$ (the “response surface”). The design point is then found by using the iteratively refined response surface. We will refer to these methods as RS-FORM.

The NR-FORM algorithm is very efficient for problems where the local root and gradient evaluation can be analytically expressed, rather than numerically evaluated. The RS-FORM approaches seek to harness this strength for problems where the performance function is expensive to compute, by substituting it with a “surrogate” closed form parameterisation $g^*$. In this manuscript we consider the case of first and second order polynomial surrogate functions (RS1 and RS2), that is

$$g_1^* = a_0 + \sum_{i=1}^{n} a_i x_i$$

$$g_2^* = b_0 + \sum_{i=1}^{n} b_{i1} x_i + b_{i2} x_i^2.$$

where the $n + 1$ coefficients $a_j$ and $b_j$ are evaluated by determining $g$ at $n + 1$ points on a constellation about an iteratively refined best estimate of the design point $u_d^{[k]}$ (Bucher and Bourgund 1990, see Figure 3)

$$u_j^{[k+1]} = \left[ u_{d1}^{[k]} \pm \zeta, u_{d2}^{[k]} \pm \zeta, \ldots, u_{dn}^{[k]} \pm \zeta \right],$$

where $\zeta$ is a pre-selected sampling factor with values around $1.0 - 2.0$. The value of $\zeta$ should be carefully chosen, especially in the case of second (or higher) order surrogate functions. If the candidate updated estimate to the design point $u_d^{[k+1]}$ does not fall within the domain covered by the constellation $u^{[k+1]}$, spurious extrapolation outside
the region can result in divergence; too large a constellation could be associated with
parameter values for which the performance function itself is poorly defined, such as
high friction angle or negative cohesion values.

Points where $g$ are evaluated are therefore chosen using an intuitive scheme that
can be readily implemented in a design office. While this method is sufficient for
many engineering problems, more efficient ways of determining the sampling points
have been developed, and would be useful when evaluation of $g$ becomes extremely
expensive to compute (e.g. Sudret 2015).

In contrast to the FORM class of methods, which require several iterations of per-
formance function evaluations to reach converged estimates of the design point, the
more approximate moment-based methods seek to estimate reliability directly. This
is done by simplifying the problem description to a single variable ($\mathcal{F}$) which depends
on the underlying stochastic parameters via a model relation (eg. Equation 5), and as-
signing a new distribution for $\mathcal{F}$ (or $g$). Of course, characterising the distribution still
requires several evaluations of $g$, depending on the approach taken, which include the
first order second moment equation (FOSM) and the point estimate method (PEM)
(Ang and Tang 1984; Baecher and Christian 2003).

A common choice in these moment based methods is to simply assume $\mathcal{F}$ to be nor-
mally distributed, resulting in the expression (e.g. Christian, Ladd, and Baecher 1994)

$$
\beta_N = \frac{E(\mathcal{F}) - 1}{\sqrt{V(\mathcal{F})}} = \frac{E(g)}{\sqrt{V(g)}},
$$

where $E()$ is denotes the mean and $V()$ the variance of the argument. Equation 15 is
only valid for $g$ normally distributed, and is not suitable as a general definition of $\beta$.  


3 Investigation Methodology

3.1 Problems Considered

To compare the various reliability analysis methods discussed in Section 2.4, we will analyse two slope problems. The first is the model problem discussed by Länsivaara and Poutanen (2013), with a drained homogeneous soil. The second is a variation of this model slope, with a phreatic surface at depth $D$ below the plateau, seeping to the slope toe.

Parameters for the problem are summarised in Figure 1 and Table 1. Statistical distributions and variation coefficients for soil parameters and the surcharge load are assigned based on the work of Phoon and Kulhawy (1999) and Retief and Dunaiski (2010).

3.2 Procedure of Analysis

The starting point for each analysis is a limit states design using the partial factors prescribed by NA to BS EN 1997:2004, obtained by determining the slope width $B$ for which $\mathcal{F} = 1$. This optimal design is then analysed using full Monte Carlo, NR-FORM, RS-FORM, FOSM, and PEM. All analyses are performed using Spencer’s formulation with 50 slices.

The reliability response to changes in the value of a single parameter or variation coefficient is then explored by repeating the limit states design optimisation and subsequent RS-FORM analyses over a representative range of mean parameter values and coefficients of variation. Values of the remaining parameters are kept at their
mean/reference values (Figure 1, Table 1), while only the parameter of interest is varied.

3.3 Method of Analysis

The limit equilibrium slope analysis method for calculation of $g$ has two nested layers of numerical analysis (Equations 3-5). The inner involves an iterative root-finding algorithm to solve for $F$ and $\lambda$ on a given slip surface geometry. A non-linear Newton method (Press et al. 2007) is used for this. The outer requires minimisation of $F$ over candidate slip surfaces to find the critical surface. This is done using a conjugate gradient algorithm (Press et al. 2007). An example of such a failure surface optimisation search is shown in Figure 4.

The resulting performance function is then used in the various reliability analyses to determine $\beta$ and $p_f$ values. For the Monte Carlo analyses, $N$ uncorrelated sets of standard normal variables $u$ are generated by means of the default random engine of the C++11 standard library (ISO/IEC CD 14882:2013). These variables are then transformed to correlated parameter space $x$ via the Rosenblatt equations in Table A1 and the inverse of Equation 6.

To find the design point, NR-FORM analyses use Brent’s root finding algorithm, and numerical derivatives obtained either by simple finite differencing or by Ridder’s method (Press et al. 2007), depending on the level of refinement reached by the algorithm. The surrogate performance function (Equation 12) implemented in RS-FORM is parameterised from performance function evaluations on the parameter constellation by means of Gaussian elimination. This parameterisation allows analytical solution
for the design point on the surrogate function $g^*$. 

### 4 Results

Limit states design and reliability analysis results for four different slope combinations are summarised in Table 2. Reliability results are broadly similar for the optimised drained versus seeping slopes. Very close agreement is found between the $\beta$ values determined using Monte Carlo and FORM methods, while the moment based methods yield $\beta$ values that are 20-30% lower than the Monte Carlo equivalents. Monte Carlo and FORM results further indicate the negative correlation between $c'$ and $\phi'$ has a strong impact on reliability values.

This influence of correlation is further seen in Figure 5, which illustrates the reliability solutions for the seeping slope through marginal projections of the four dimensional density function, together with the FORM-located design point, and the failure boundary line through it. The boundary of the failure region shows very little curvature. Design values used in the limit states slope design calculation are also shown on the figure, and are further compared to the respective design points in Table 3.

Figure 6 compares the variation of FORM-determined $\beta$, and factor of safety $F$, over reasonable ranges of parameter values and their coefficients of variation, respectively. Note that the slope angle is optimised for each parameter value, as previously done using limit states design. Of particular note is the contrast between $F$ and $\beta$: $F$ remains mostly constant around 1.3, while $\beta$ varies strongly over the ranges considered. A similar trend is seen with variations in the parameter coefficients of variation.
5 Discussion

5.1 Reliability Analysis

The good agreement between Monte Carlo and FORM can be understood in terms of the lack of strong curvature of the failure boundary (Figure 5). The assumption of a linear boundary plane (the basis of FORM) is therefore reasonable. As such, the reliability techniques that rely on this assumption can be expected to provide accurate reliability estimates for slope problems.

Comparison of the number of performance function evaluations required to locate the design point (Figure 7) indicate that the first and second order polynomial response surface approaches (RS-FORM) are superior to the Newton-Raphson approach (NR-FORM). The latter requires a much higher number of function evaluations – a result of the root finding step in which it aims to return to the failure boundary. In addition, the first order response surface approach (RS1) is found to be more robust than the second order option, as the optimisation algorithm is less susceptible to divergence and instability resulting from spurious extrapolation.

A broader comparison of the number of function evaluations required by the various methods (Figure 8) indicates that there is no significant advantage to performing moment-based reliability estimation calculations. The number of function evaluations required by these methods is comparable to those associated with the RS-FORM approaches, which provide superior reliability estimates when compared to the Monte Carlo results.

This underestimation of $\beta$ by the moment based methods can be understood by con-
sidering the frequency distribution of safety factor values obtained during the full
Monte Carlo calculations for the seeping slope (Figure 9, with correlation included).
The distribution is clearly skewed, with the mode located towards lower $F$ relative
to the mean. By assuming $F$ to be normally distributed, these methods can only
be expected to be accurate in cases where the reliability is low and the tail of the
distribution has little effect on the probability of failure. However, at target reliability
values for civil structures, the probability of failure is represented entirely by an area
in the tail of the distribution, and the assumption of normality will have a significant
influence.

To illustrate this difference, consider the contrast between Normal and Log-Normal
distribution functions, both computed using the mean and standard deviation of the
Monte Carlo values (Figure 9). Although both distributions follow the cumulative
distribution values close to the mean, the Log-Normal distribution provides a notably
superior representation of the distribution, especially in the tail, where the values
associated with failure are located. $F$ is located well into the tail, so that the actual
$p_f$ value is almost $10\times$ smaller than that implied by a normal distribution.

This comparison suggests that $F$ would be better represented as Log-Normally dis-
tributed, in which case $\beta$ follows as

$$\beta_{LN} = \frac{\ln(\mu)}{\xi} - \frac{1}{2} \xi, \quad \text{with} \quad \xi = \sqrt{\ln(1 + (\sigma/\mu)^2)}.$$  \hspace{1cm} (16)

Moment-based $\beta$ estimates derived in this way compare somewhat more favourably
with the Monte Carlo and FORM results (Figure 8), though the improvement is not
sufficient to justify their use.

A full Monte Carlo calculation, in which the critical slip surface is found for every
trial parameter combination, can require a significant amount of time to execute. At around 0.5 seconds per trial, a single $10^6$ step calculation needs around six days to complete if run in series. As a result, some slope analysis packages perform Monte Carlo “probabilistic” calculations which keep the critical failure surface fixed at that found for the mean parameters (speeding the calculation by a factor of order $10^4$).

In principle this approach would result in a distribution located at somewhat higher $F$ values than that of a full Monte Carlo run, so that the reliability would be overestimated.

Comparison of the frequency distributions of full versus single-slip surface Monte Carlo runs confirms this prediction, though only with a small margin. $\beta$ determined with a single-slip Monte Carlo run of $N = 10^6$ steps is 3.82, somewhat above the 95% interval on the full Monte Carlo value ($3.69^{+0.05}_{-0.04}$, based on the binomial standard deviation).

A similar result was reported by Low (2008). A fixed surface probabilistic run can therefore provide a relatively good estimate of the reliability that a full Monte Carlo run would yield, though such a result will always overestimate $\beta$ to some extent, and can only be considered as an upper bound.

5.2 Implications for Limit States Design

The contrast between the extent to which reliability $\beta$ and factor of safety $F$ vary with changes in parameter mean and coefficient of variation values is concerning (Figure 6). The reliability for a limit states designed slope geometry changes by as much as 35% over the range of parameter values considered, falling to values as low as $\beta = 2.2$ in the case of high cohesion. By contrast, the factor of safety computed using the
characteristic parameter values remains virtually unchanged over the same range of parameter values. This implies that designing to a target factor of safety will yield conservative designs for some soil conditions, and insufficient levels of reliability for others.

Limit states slope design may therefore treat a problem less reliably than desired in some cases. This is further illustrated in Table 3. Comparison between the design point and its limit states representation (design value determined from partial factors) indicates that failure occurs at a much lower surcharge load than that assumed in the limit states design, due to the lower design point cohesion value.

The range of $\beta$ values obtained over the spectrum of parameter values considered lies mostly below the target value of $\beta = 3.8$ suggested by EN 1997:2004, a contrast which is enhanced if the negative correlation between $c'$ and $\phi'$ is excluded. Back-analysis of failed slopes (e.g. Kirsten 1983; Santamarina et al. 1992) suggest that the nominal probability of failure associated with slopes tend to be considerably higher than the generic target levels provided by JCSS (2008) and ISO 2394:2015. However, comparison of the failure probability of a structure to these target values must be done in the context of the use of the structure. Slopes associated with mining-operations have relatively short design lifetimes and are often monitored; slopes associated with public infrastructure have long lifetimes and cannot be expected to be regularly monitored. The low slope reliabilities found by these studies can therefore not be used to justify obtaining reliabilities below the JCSS (2008) and ISO 2394:2015 target values.
5.3 Reliability Based Design

To enable reliability based design to be meaningfully performed, the formulation used in the design should not overestimate the reliability and thus result in a relatively unsafe structure. However, the technique should also not underestimate reliability to such an extent that designs are unnecessarily conservative and uneconomical.

While comparison to the Monte Carlo results indicates all the methods considered to result in safe designs, the moment-based methods (FOSM, PEM) will yield overly conservative and uneconomical designs, as the corresponding “true” $\beta$ value (Monte Carlo) will be quite a bit higher than the target value used in the design. The FORM-based approaches are therefore preferable from an accuracy perspective.

Two practical considerations concerning the numerical implementation of non-closed form reliability calculation should be pointed out. Firstly, because any non-closed form analysis will involve an iterative numerical convergence, a number of nested layers result when combined with the FORM-type reliability methods. To ensure numerical compatibility, tolerances must narrow towards inner layers, so that achieving satisfactory precision on reliability can require very high precision on these layers, implying an increase in execution time.

Secondly, some optimisation algorithms used in slope analysis programs evaluate the objective function over a discrete grid, and simply return the point yielding the lowest value without refining it. This approach results in a piecewise variation of $\mathcal{F}$ with changes in material parameters, which can destabilise outer level algorithms used to locate the design point. The response-surface methodology (RS-FORM) circumvents
this difficulty for the most part, by choosing a continuous surrogate performance function parameterised using values at discrete points.

Taking accuracy, stability, speed of convergence, and adaptability into account, the RS-FORM methodology stands out as the most suitable to reliability analysis of non-closed form and iterative problem types of the nature considered in this manuscript.

6 Conclusion

A detailed assessment of the viability of routinely applying reliability analysis as a design tool for slope stability was carried out. Two model slopes were analysed using Spencer’s formulation of the limit equilibrium method, with slope dimensions designed to satisfy the limit states specification of EN 1997:2004. Benchmark reliability values were then determined using a full Monte Carlo calculation with $10^6$ trials.

A spectrum of reliability analysis techniques was then applied to the same slope structures. These techniques can be broadly grouped into first order reliability methods (FORM) and performance function moment estimation methods (PEM and FOSM). Comparison to the Monte Carlo benchmarks indicates FORM-based techniques to be superior, with a first order response surface method found to provide the best combination of accuracy, stability, and speed of convergence.

These results suggest that accurate reliability indices for non-closed form problems of the nature considered here can be obtained within 20-30 function calls, depending on the number of free parameters and required precision, indicating that the routine use of reliability analysis in slope design is practical. However, a similar study for
geotechnical design using finite element analysis is required to evaluate the utility of reliability analysis over a more representative range of non-closed form problems. Such a study would also be able to account for the extent to which spatial variability in soil properties should be explicitly included in geotechnical reliability analysis problems.
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Notation

$B$  dimension determined from limit states design

c  cohesivity

$D$  depth of phreatic surface

$E$  expected value

$F$  load

$F$  factor of safety

$g$  performance function

$g^*$  surrogate performance function

$N$  number of Monte Carlo trials

$n$  number of random variables

$p$  probability

$R$  correlation matrix

$S$  resultant load on a slice

$T$  Cholesky decomposition of $R$

$u$  uncorrelated standard normal variable

$u$  uncorrelated standard normal vector

$u_d$  design point in $u$ space

$w$  pore water pressure

$W$  weight of a slice

$V$  variance

$x$  random variable of any distribution

$x$  correlated vector of components $x$

$z$  correlated standard normal vector
\( \Phi \) standard normal cumulative distribution function

\( \alpha \) slice base inclination

\( \beta \) reliability index

\( \delta \) coefficient of variation

\( \phi \) soil friction angle

\( \gamma \) soil density

\( \gamma_x \) partial factor for property \( x \)

\( \lambda \) resultant load angle

\( \mu \) mean

\( \sigma \) standard deviation

\( \eta \) characteristic multiplier

\( \xi \) statistical measure of spread

\( \zeta \) response surface sampling factor

**Subscripts**

\( T \) total

\( V \) vertical

\( d \) design value

\( f \) failure

\( k \) characteristic value
Table 1: Statistical parameters used for the surcharge load and soil properties.

<table>
<thead>
<tr>
<th>Distribution</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Surcharge</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$q_V$</td>
<td>Log-Normal</td>
<td>0.25</td>
<td>1.818</td>
</tr>
<tr>
<td>Material parameters</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Normal</td>
<td>0.05</td>
<td>-0.5</td>
</tr>
<tr>
<td>$c'$</td>
<td>Log-Normal</td>
<td>0.40</td>
<td>-0.5</td>
</tr>
<tr>
<td>$\phi'$</td>
<td>Log-Normal</td>
<td>0.10</td>
<td>-0.5</td>
</tr>
<tr>
<td>Correlation: $\rho_{c\phi}$</td>
<td>= -0.3</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 2: Summary of analysis results at the reference mean parameter values noted in Figure 1 and Table 1

<table>
<thead>
<tr>
<th>Limit States Design</th>
<th>Reliability Index $\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Slope Geometry Factor of Safety (characteristic)</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Drained</td>
<td></td>
</tr>
<tr>
<td>$\rho_{cb} = 0$</td>
<td>$B = 19.92$ m</td>
</tr>
<tr>
<td>$\rho_{cb} = -0.3$</td>
<td>(inclined at 26.7°)</td>
</tr>
<tr>
<td>Seeping</td>
<td></td>
</tr>
<tr>
<td>$\rho_{cb} = 0$</td>
<td>$B = 27.97$ m</td>
</tr>
<tr>
<td>$\rho_{cb} = -0.3$</td>
<td>(inclined at 19.7°)</td>
</tr>
</tbody>
</table>
Table 3: Comparison of FORM-derived design points with the characteristic and design values used in limit states design of the two model slopes.

<table>
<thead>
<tr>
<th></th>
<th>$q_v$</th>
<th>$\gamma$</th>
<th>$c$</th>
<th>$\phi'$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(kN/m$^2$)</td>
<td>(kN/m$^3$)</td>
<td>(kPa)</td>
<td>(deg)</td>
</tr>
<tr>
<td><strong>Limit States Design</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Characteristic values</td>
<td>50.0</td>
<td>17.6</td>
<td>6.40</td>
<td>24.7</td>
</tr>
<tr>
<td>Design values</td>
<td>65.0</td>
<td>17.6</td>
<td>5.12</td>
<td>20.2</td>
</tr>
</tbody>
</table>

**Reliability Analysis**

<table>
<thead>
<tr>
<th>Design point</th>
<th>$\rho_{c\phi} = 0$</th>
<th>$\rho_{c\phi} = -0.3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drained</td>
<td>38.1</td>
<td>39.9</td>
</tr>
<tr>
<td></td>
<td>18.1</td>
<td>18.3</td>
</tr>
<tr>
<td></td>
<td>3.60</td>
<td>3.52</td>
</tr>
<tr>
<td></td>
<td>20.6</td>
<td>20.9</td>
</tr>
</tbody>
</table>

| Seepping     | 37.6               | 39.5                  |
|              | 17.6               | 17.4                  |
|              | 3.76               | 4.16                  |
|              | 20.2               | 20.0                  |
Figure 1: Slope geometry, loading and soil parameters for the model slope problem considered.
Figure 2: Geometrical relationship between parameter space $\mathbf{x}$ and uncorrelated standard normal space $\mathbf{u}$. Contours of the multi-variate probability density function become spherical, with the most likely failure vector normal to the boundary of the failure region.
Figure 3: Schematic illustration of the iterative path used to find the design point using Newton-Raphson vs response surface FORM. Point colours group iterations of each technique.
Figure 4: Surfaces probed by the factor of safety minimisation algorithm to locate the critical failure surface (drawn in red).
Figure 5: Marginal projections of the four dimensional density function (pdf) with the FORM-determined design point and projected failure boundary line of the seeping slope. LSD indicates limit states design. Note the effect of negative correlation on the volume in the failure region.
Figure 6: Variation of FORM-determined $\beta$ and characteristic value factor of safety with variations in parameter mean and coefficient of variation values, determined for the seeping slope.
Figure 7: Comparison of function evaluations required by the different FORM methodologies to locate the design point and determine the reliability index (seeping slope).
Figure 8: Function evaluations required by the various methods to determine the reliability index (seeping slope). Green line indicates Monte Carlo value ($10^6$ trails) together with the 95% confidence interval based on Binomial standard deviation.
Figure 9: Frequency distribution of a $10^6$ trial full Monte Carlo computation (seeping slope with correlation), compared to normal (N) and log-normal (LN) distributions determined from its mean and standard deviation.
### Appendix

Table A1: Rosenblatt equations for transforming random variables between parameter space $x$ and standard normal space $z$, and for relating the characteristic multiplier $\eta$ to the appropriate confidence interval $p_k$ value. After Ang and Tang (1984). $\gamma_e = 0.577216\ldots$ is the Euler-Mascheroni constant.

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Transformation Equations</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x \sim N(\mu, \sigma)$</td>
<td>$z = \frac{x-\mu}{\sigma}$&lt;br&gt;$x = \mu + z\sigma$&lt;br&gt;$\eta = \Phi^{-1}(p_k)$&lt;br&gt;$p_k = \Phi(\eta)$</td>
</tr>
<tr>
<td>$x \sim LN(\mu, \sigma)$</td>
<td>$z = \frac{\ln x - \lambda}{\xi}$&lt;br&gt;$x = \exp(\lambda + \xi z)$&lt;br&gt;$\lambda = \ln \left(\frac{\mu}{\sqrt{1 + \delta^2}}\right)$&lt;br&gt;$\xi = \sqrt{\ln(1 + \delta^2)}$&lt;br&gt;$\eta = \frac{\exp[\Phi^{-1}(p_k)] - 1}{\delta}$&lt;br&gt;$p_k = \Phi \left(\frac{\ln(1 + \delta)}{\xi} + \frac{1}{2}\xi\right)$&lt;br&gt;$\delta = \frac{\sigma}{\rho}$</td>
</tr>
<tr>
<td>$x \sim Gumbel(\mu, \sigma)$</td>
<td>$z = \Phi^{-1}\left(\exp\left(-\exp\left(\frac{\lambda-x}{\xi}\right)\right)\right)$&lt;br&gt;$x = \lambda - \xi \ln \left(-\ln \left(\Phi \left(z\right)\right)\right)$&lt;br&gt;$\lambda = \mu - \xi \gamma_e$&lt;br&gt;$\xi = \frac{\sqrt{2}}{\pi} \sigma$.&lt;br&gt;$\eta = -\frac{\sqrt{2}}{\pi} \left[\gamma_e + \ln \left(-\ln p_k\right)\right]$&lt;br&gt;$p_k = \exp\left[-\exp\left(-\left(\frac{\eta}{\sqrt{2}} + \gamma_e\right)\right)\right]$</td>
</tr>
</tbody>
</table>