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Abstract

The specificity and accuracy of inferred fish origin and movement relies on describing spatial heterogeneity and temporal stability of environmental signatures. But the cost and logistics of sample collection often precludes the complete quantification of environmental signature temporal stability and spatial heterogeneity. We used repeated sampling, and a novel approach, Bayesian Ridge Regression (BRR), to quantify the temporal stability and spatial heterogeneity of $^{87}\text{Sr}/^{86}\text{Sr}$, respectively. We explained 86\% of observed variation in $^{87}\text{Sr}/^{86}\text{Sr}$ using a BRR model and estimated $^{87}\text{Sr}/^{86}\text{Sr}$ throughout the Upper North Platte River Basin with high accuracy ($\pm 0.00106$). Year to year variation in $^{87}\text{Sr}/^{86}\text{Sr}$ signatures ranged from 0.00007 to 0.00073 (SD), while seasonal variation ranged from 0.00091 to 0.00134 (SD). We then assessed the specificity and discussed the accuracy of inferring movement using three scenarios of described spatial heterogeneity. Our results indicate reliable inference of fish movement requires comprehensive quantification of spatial heterogeneity and temporal variation in environmental signatures.

Key words: isoscapes, machine learning, otolith microchemistry, strontium isotope ratio

Introduction

Fish move 10-1000’s of kilometers to satisfy physiological requirements such as spawning, feeding, and growth (Gross et al. 1988; see Binder et al. 2011). Knowing fish origin, their migration routes, and the habitats associated with their growth and reproduction is fundamental to the successful conservation of desired species, and the control of undesired
species (Munro et al. 2005; Olden et al. 2006; see Cooke et al. 2012). As such, considerable
effort has been put forth to develop techniques that allow for the tracking of fish movement
(Lucas and Baras 2000). Studies that have used artificial tagging techniques, such as passive
integrated transponder tags, radio transmitters, and VIE marks have contributed to our
understanding of fish spatial ecology (Achord et al. 2007; Hutchison et al. 2008). Yet our
understanding of fish movement has been limited due to logistical difficulties in tagging juvenile
fish, recovering long distance migrants, and monitoring movement through time (Young et al.
1997; Kanno et al. 2014).

Over the last two decades, technological advances in methods for analyzing otolith
microchemistry has allowed researchers to overcome many of the limitations of conventional
tagging techniques for assessing fish movement (see Elsdon et al. 2008). By analyzing
environmental signatures across a fish’s otolith and matching signatures to surface water
environmental signatures, researchers can reconstruct the environmental history of all life
stages of fishes over large spatial and temporal scales. Studies that use otolith microchemistry
have identified essential habitat for juvenile fish (e.g. Dorval et al. 2005; Brown 2006),
characterized within population life history diversity (e.g. Zlokovitz et al. 2003; Hodge et al.
2016), and identified the source of invasive species (e.g. Munro et al. 2005; Whitledge et al.
2007).

Otolith microchemistry has increased our understanding of fish movement dynamics
and habitat needs, but is not without its own set of assumptions and limitations (Elsdon et al.
2008). Studies that use otolith microchemistry to trace movement are typically based on, at
least, two key assumptions – 1. detectable differences in surface water environmental
signatures occur on a scale relevant to fish movement and 2. surface water environmental
signatures are temporally consistent. While these assumptions are well recognized, budget and
logistical constraints often limit full quantification of spatial and temporal variation in
environmental signatures, especially given competing demands of a study (e.g. fish and water
collections). Failure to capture environmental variation can influence the accuracy (i.e. the true
stream the fish was occupying is identified) and spatial resolution of inferred movement
histories. Therefore, there is a need to quantify the temporal stability of environmental
signatures and develop cost effective methods to quantify the spatial variation of
environmental signatures.

In freshwater environments water strontium isotope ratios (\(^{87}\text{Sr}/^{86}\text{Sr}\)) are a useful
environmental signature for reconstructing environmental histories of fishes (Gibson-Reinemer
et al. 2009). \(^{87}\text{Sr}/^{86}\text{Sr}\) measured in otoliths are tightly correlated with \(^{87}\text{Sr}/^{86}\text{Sr}\) measured in
ambient freshwaters (Barnett-Johnson et al. 2008; Muhlfeld et al. 2012). \(^{87}\text{Sr}/^{86}\text{Sr}\) in
freshwaters, and thus otoliths, are directly influenced by underlying watershed geology, with
variation in rock type, age, and weathering rates leading to spatial heterogeneity of \(^{87}\text{Sr}/^{86}\text{Sr}\)
(Bataille and Bowen 2012; Bataille et al. 2014). Because \(^{87}\text{Sr}/^{86}\text{Sr}\) signatures are tightly
correlated with bedrock geology, modeling techniques that estimate \(^{87}\text{Sr}/^{86}\text{Sr}\) from bedrock
geology and landscape variables are a promising, cost effective technique to quantify \(^{87}\text{Sr}/^{86}\text{Sr}\)
spatial heterogeneity across a watershed (Hegg et al. 2013). For example, Brennan et al. (2016)
successfully used dendritic network models to estimate strontium values within the Nushagak
Basin, Alaska with high accuracy and spatial resolution.
The objectives of this research were to describe the temporal stability of $^{87}\text{Sr}/^{86}\text{Sr}$, develop a modeling technique to estimate $^{87}\text{Sr}/^{86}\text{Sr}$, and assess the specificity (i.e. the number of tributaries a fish is assigned too) and accuracy (i.e. whether a fish is assigned to its true stream of origin) of inferring fish movement at different levels of quantified $^{87}\text{Sr}/^{86}\text{Sr}$ spatial variation. We quantified $^{87}\text{Sr}/^{86}\text{Sr}$ temporal stability through repeated sampling of water $^{87}\text{Sr}/^{86}\text{Sr}$. We used a machine learning algorithm, Bayesian Ridge Regression (BRR), to estimate water $^{87}\text{Sr}/^{86}\text{Sr}$ signatures based on bedrock lithology and landscape processes. We then compared our results to those obtained using the spatial stream network (SSN) modeling technique presented in Brennan et al. (2016). Finally, we used the above data to examine implications of inferring fish movement at different levels of quantified $^{87}\text{Sr}/^{86}\text{Sr}$ spatial variation.

**Materials and Methods**

**Study site**

We developed $^{87}\text{Sr}/^{86}\text{Sr}$ models using surface water samples and associated bedrock geology and landscape covariates from 17 perennial tributaries and the main-stem of the North Platte River in the upper 3,600 km² of the Upper North Platte River (UNPR) Basin (Figure S1). The North Platte River originates at the confluence of Little Grizzly and Grizzly creeks in Colorado, USA and flows northwest into Wyoming through the Saratoga Valley where its tributaries drain the Medicine Bow Mountains to the east and the Sierra Madre Mountains to the west. Snow-melt is the main water source during peak springs flows while ground water inputs maintain base-flows throughout the fall and winter.
The Sierra Madre and Medicine Bow mountains are geologically similar. Both ranges contain a major shear zone, the Cheyenne belt, which separates the oldest Archean rocks to the north from the younger igneous and metamorphic rocks to the south (Taucher et al. 2013).

Notably, the Medicine Bow Mountains, unlike the Sierra Madre Mountains, contain a thick band of metasedimentary rocks that form the Snowy Range (Taucher et al. 2013).

**Surface water samples**

We collected water samples at 59 locations between June and October 2015 (Figure 1, Figure S1). Each of the 17 tributaries had one to five collection locations and the North Platte River main-stem had nine collection locations. We limited our sampling locations to watersheds greater than six km² and stratified collection locations longitudinally along tributaries to encompass variation in underlying geology and stream network dynamics.

We collected water samples in 250 ml Nalgene high-density polyethylene bottles and stored samples in a ziplock bag. Within 48 hours of collection, we filtered samples through a 0.45 µm sterile syringe filter into a 125 ml Nalgene high-density polyethylene bottle. Samples were transported to the University of Wyoming and refrigerated until analysis. To evaluate error in field collection and filtration methods we collected six of the samples as field triplicates. At each triplicate sampling location we took a blank sample using ultrapure water.

We pre-cleaned all sample bottles and filtration equipment by washing equipment in a 1.2M HCl acid bath for at least 12 hours followed by three ultrapure water rinses.

We assessed year to year variation of strontium isotope ratios by comparing water samples collected during August base-flows in 2009, 2014, and 2015 at one site each on French Creek, Big Creek, Douglas Creek, and the Encampment River and three sites on the North Platte
River. We assessed seasonal variation of strontium isotope ratios by comparing water samples collected at one site each on French and Big creeks in June, August, and October 2015 and May 2016. Our May sampling event occurred during snow-melt dominated spring run-off and our October sampling event occurred during ground-water dominated base-flows, with the June and August sampling events occurring during the transition between run-off and base-flow. We quantified seasonal variation in French and Big creeks because they represented the range of seasonal variation we expected throughout the basin. French Creek drains the Medicine Bow Mountains and Big Creek drains the Sierra Madre Mountains.

\(^{87}\text{Sr}/^{86}\text{Sr} \) analysis

The 2009 water samples were collected by Wyoming Game and Fish Department and analyzed for \(^{87}\text{Sr}/^{86}\text{Sr} \) and [Sr] at the University of California, Davis, Interdisciplinary Center of Plasma Mass Spectrometry (ICPMS). Two of 14 water samples were ran as duplicates. Duplicate sample analysis revealed an average ± 2SD of 0.0001. The NIST SRM987 standard \( (^{87}\text{Sr}/^{86}\text{Sr} = 0.71034 \pm 0.00026 \text{ 95\% confidence interval}; \text{www.nist.gov}) \) was used to monitor machine drift. During analysis, average within-run internal error was ± 0.00026 2SE.

We sent water samples from 2014-2016 to the University of Utah, Department of Geology and Geophysics, Strontium Isotope laboratory for \(^{87}\text{Sr}/^{86}\text{Sr} \) and [Sr] analysis where they were analyzed using methods outlined in Brennan et al. (2015). Briefly, water samples were analyzed for \(^{87}\text{Sr}/^{86}\text{Sr} \) ratios using multi-collector inductively coupled plasma mass spectrometry (MC-ICPMS; Thermo Scientific, High Resolution NEPTUNE, Bremen, Germany) with on-line purification system (using Sr-spec resin, Eichrom) for \(^{87}\text{Sr}/^{86}\text{Sr} \) analysis of aqueous solutions. Long-term replicability of the NIST SRM987 \( (^{87}\text{Sr}/^{86}\text{Sr} = 0.71034 \pm 0.00026 \text{ 95\% confidence interval}) \)
interval; www.nist.gov) is $^{87}\text{Sr}/^{86}\text{Sr} = 0.71030 \pm 0.00004$ (2 SD) (Brennan et al. 2015). During water sample analysis the weighted daily average of the NIST SRM987 ratio was $0.71029 \pm 0.000033$ (average 2 SD, $n=5$). Field triplicate analysis revealed an average ±2SD of 0.000055. For comparison of water samples between labs we normalized all samples to the NIST SRM987 standard using the following equation:

$$^{87}\text{Sr}/^{86}\text{Sr} \text{ normalized} = \left(\frac{S_p}{S_m}\right) \times ^{87}\text{Sr}/^{86}\text{Sr},$$

Where $S_p$ is the published standard value, and $S_m$ is the average measured standard value.

$^{87}\text{Sr}/^{86}\text{Sr}$ models

We built and compared $^{87}\text{Sr}/^{86}\text{Sr}$ BRR and SSN models and used the BRR model to build a $^{87}\text{Sr}/^{86}\text{Sr}$ isoscape of the UNPR Basin for watersheds greater than six km$^2$. More details on BRR and SSN models will follow in later sections. Prior to modeling, we split the data into development and validation datasets. To establish our validation dataset we randomly selected eight tributaries and then randomly selected one sampling location on each of the eight tributaries. The other 51 observations served as the development dataset. The SSN model required a GIS referenced landscape network that incorporated information on stream source, flow direction, confluences and stream outlets. Both modeling approaches required establishing and summarizing watershed bedrock lithology and landscape covariates at observation and estimation locations across the UNPR Basin. To establish stream network observation and estimation locations, build the landscape network, and summarize watershed covariates, we obtained a publicly-available stream network of the UNPR Basin from the NorWeST stream temperature prediction effort (http://www.fs.fed.us/rm/boise/AWAE/projects/NorWeST.html; Isaak 2016). For both
modeling approaches we used the mid-point of each one km stream segment in the NorWeST stream network as estimation locations. We selected the midpoint of the NorWeST stream segment that our observation points were located on to serve as our observation locations; this resulted in a maximum shift in observed sampling location of one half km, but allowed us to incorporate covariates (i.e. slope and precipitation) embedded in the NorWest stream network.

To build the landscape network and delineate the upstream watershed area for observation and estimation locations, we obtained U.S. Geological Survey digital elevation models (DEMs; https://viewer.nationalmap.gov) and integrated these with the NorWesST stream network using the Spatial Tools for the Analysis of River Systems (STARS) toolbox in ArcGIS 10.2 (Peterson and Ver Hoef 2014).

**Lithology and landscape covariates** - We used the STARS toolbox to calculate the percent area of each rock type located upstream of every estimation and observation point along the stream network. Predominant lithology designation was obtained from the Preliminary Integrated Geologic Map Databases for the United States (https://mrdata.usgs.gov/geology/state/; Stoeser et al. 2005). In addition to lithology we selected four landscape covariates (local relief, percent glaciated, average slope, and accumulated precipitation) to include in our models (for variable descriptions see Text S1; Mears 2001; Mckay et al. 2012; Brennan et al. 2016)

**Bayesian Ridge Regression** - We used the development dataset and the BRR algorithm with ten-fold cross validation in the R version 3.3.0 (R Core Team 2016) caret package (Kuhn 2017) to develop two sets of models (initial and candidate). BRR algorithms use supervised learning (Olden et al. 2008), through k-fold cross validation, to model the relationship between
inputs and known outputs (Kuhn 2008). Because the BRR algorithm, like many machine learning algorithms, rely on supervised learning to tune model parameters, final model parameters will vary slightly with each run of the BRR algorithm. To quantify how this variance impacts model output we ran the BRR algorithm 1,000 times using covariates from the best-performing model. We then ran the development and validation datasets through the 1,000 model iterations and calculated the standard deviation of the $r^2$ between modeled and observed $^{87}\text{Sr}/^{86}\text{Sr}$ and the standard deviation of the residual standard error. Also important to note is that the BRR algorithm in the caret package requires centered and scaled predictors, therefore we scaled and centered all input variables prior to modeling (Kuhn 2008).

Our initial model set ($n=4$) incorporated predominant lithology found at greater than 5%, 10%, 20% or 25% in the watershed as covariates. The candidate model set ($n=9$) included all lithology covariates from the best performing initial model and different combinations of landscape covariates (i.e. local relief, percent glaciated, average slope, and accumulated precipitation).

To select the best performing model we applied all the models to the validation dataset and estimated $^{87}\text{Sr}/^{86}\text{Sr}$ at the eight validation locations. We then regressed observed $^{87}\text{Sr}/^{86}\text{Sr}$ against estimated $^{87}\text{Sr}/^{86}\text{Sr}$ and assumed the best performing model was the one that maximized the goodness of fit between observed and estimated $^{87}\text{Sr}/^{86}\text{Sr}$ (for a complete list of candidate models see Tables S1-S2; for example code see Text S2).

We used the best performing model in the candidate model set to estimate $^{87}\text{Sr}/^{86}\text{Sr}$ at estimation locations in the stream network. We assumed model error was equal to the
standard error of the absolute difference between observed and estimated $^{87}\text{Sr}/^{86}\text{Sr}$ of the validation dataset.

**Spatial Stream Network Model** - To compare the relative performance of the BRR model to that of a SSN model we developed a $^{87}\text{Sr}/^{86}\text{Sr}$ SSN model. We used the development dataset and the SSN package (Ver Hoef et al. 2014) in R version 3.3.0 (R Core Team 2016) to develop two sets of models (initial and candidate). SSN model development largely followed the methods outlined in Brennan et al. (2016). SSN models use a generalized linear mixed model framework that incorporates linear spatial relationships to model the relationship between inputs and known outputs (Peterson et al. 2013).

Similar to above, our initial model set ($n=4$) incorporated predominant lithology found at greater than 5%, 10%, 20% or 25% in the watershed as covariates. We ran the initial SSN model set with an exponential tail-up (flow connected) autocovariance function. The candidate model set ($n=7$) included all lithology covariates from the best performing initial model and different combinations of landscape covariates and autocovariance functions. We did not include accumulated precipitation because this information was embedded in the SSN spatial weighting scheme. We used AIC (Akaike information criterion) to compare models and select the top model, in each model set (Tables S3-S4).

Similar to Brennan et al. (2016) we based spatial weights of the SSN on the product of modeled [Sr] (see Brennan et al. 2016 for methods to model [Sr]), and accumulated precipitation. Unlike in Brennan et al. (2016) we only considered exponential tail-up (flow-connected) and Euclidian autocovariance functions for all candidate models because we did not observe spatial correlation for flow-unconnected pairs (Figure S2; Peterson et al. 2013).
Inferred fish origin

Using $^{87}\text{Sr}/^{86}\text{Sr}$ samples, and the BRR $^{87}\text{Sr}/^{86}\text{Sr}$ isoscape we developed three scenarios of described spatial heterogeneity to examine the implications of inferring fish origin at increasing scales of described spatial $^{87}\text{Sr}/^{86}\text{Sr}$ heterogeneity. In scenario A we used one $^{87}\text{Sr}/^{86}\text{Sr}$ sample from each of the 17 UNPR tributaries (collected near the confluence). In scenario B we increased the described spatial heterogeneity by incorporating all 48 $^{87}\text{Sr}/^{86}\text{Sr}$ samples collected at one to five locations in the 17 tributaries. In scenario C we, again increased the described spatial heterogeneity, and used estimated $^{87}\text{Sr}/^{86}\text{Sr}$ values from the BRR strontium isoscape in the 17 tributaries. For all scenarios we defined each site by a uniform distribution. In scenarios A and B the width of the uniform distribution was equal to the maximum observed year to year variability ($\pm$ SD 0.00073). In scenario C the width of the uniform distribution was equal to the BRR model error. BRR model error was equal to the standard error of the absolute difference between observed and estimated $^{87}\text{Sr}/^{86}\text{Sr}$ of the validation dataset ($\pm$ 0.00106). We did not explicitly incorporate temporal variation in scenario C because model error was larger than the observed temporal variation thus overwhelming temporal variation.

We then created a hypothetical otolith $^{87}\text{Sr}/^{86}\text{Sr}$ dataset (100, equally spaced, $^{87}\text{Sr}/^{86}\text{Sr}$ values across the strontium gradient), and assessed the number of tributaries each sequenced $^{87}\text{Sr}/^{86}\text{Sr}$ value overlapped with for the three scenarios of described spatial heterogeneity. We considered a site, and thus a tributary, as a potential fish origin if the hypothetical otolith value fell within the bounds of a site’s uniform distribution.
**Results**

**$^{87}\text{Sr}/^{86}\text{Sr}$ temporal variation**

We observed both seasonal and year to year variation in $^{87}\text{Sr}/^{86}\text{Sr}$, with greater seasonal variation than year to year variation (Figure 2). In French and Big creeks the maximum observed difference in $^{87}\text{Sr}/^{86}\text{Sr}$ between seasons (0.00318 and 0.00214, respectively) was higher than between years (0.00081 and 0.00127, respectively). Year to year variation in $^{87}\text{Sr}/^{86}\text{Sr}$ signatures was largest for Big Creek (0.71422 ± 0.00073) and smallest for the North Platte River (0.71207 ± 0.00006). The average standard deviation in strontium isotope ratios between seasons was 0.00134 while the average standard deviation in strontium isotope ratios between years was 0.00031. When samples from the North Platte River were excluded, the average standard deviation between years increased to 0.00047.

**$^{87}\text{Sr}/^{86}\text{Sr}$ models**

*Bayesian Ridge Regression* - The top BRR model for estimating $^{87}\text{Sr}/^{86}\text{Sr}$ throughout the UNPR Basin included all rock types found at greater than 10% in any watershed and accumulated precipitation (Figure 1; Table S2). In this model the covariates explained 86.85% (SD 0.03) of the variation in $^{87}\text{Sr}/^{86}\text{Sr}$ of the development dataset. The $r^2$ between modeled and observed $^{87}\text{Sr}/^{86}\text{Sr}$ of the development and validation datasets was 0.93 (SD 0.0006) and 0.90 (SD 0.0056) and the residual standard error was .00098 (SD .00004) and .00173 (SD .00004), respectively (Figure 3). Model error was equal to ± 0.00106.

*Spatial Stream Network Model* - The top SSN model for estimating $^{87}\text{Sr}/^{86}\text{Sr}$ throughout the UNPR Basin included all rock types found at greater than 10% in any watershed and average slope (Table S4). In this model the fixed effects explained 79% of the variation in $^{87}\text{Sr}/^{86}\text{Sr}$ and
the tail-up autocovariance explained 20% of the variance. Using the best model the $r^2$ between
the modeled and observed $^{87}$Sr/$^{86}$Sr of the development and validation datasets was 0.74 and
0.89 and the residual standard error was 0.00203 and 0.00228, respectively (Figure 3). Model
error was equal to ± 0.00086.

**Inferred fish origin**

Increasing described strontium spatial heterogeneity revealed large longitudinal
variation within tributaries and large overlap in $^{87}$Sr/$^{86}$Sr between tributaries (Figure 4).
Accounting for temporal and longitudinal variation along tributaries increased the number of
tributaries a hypothetical fish overlapped in $^{87}$Sr/$^{86}$Sr signatures (Figure 4). In scenario A, we
accounted for temporal variation but did not account for longitudinal variation and fish shared
a $^{87}$Sr/$^{86}$Sr signature with 0-4 tributaries. In scenario B, we accounted for both temporal and
longitudinal variation and fish shared a $^{87}$Sr/$^{86}$Sr signature with 0-7 tributaries. In scenario C we
used continuous estimated $^{87}$Sr/$^{86}$Sr to quantify longitudinal variation and fish shared a $^{87}$Sr/$^{86}$Sr
signature with 0-10 tributaries. In scenario C we did not explicitly account for temporal
variation because model error was greater than observed temporal variation and absorbed the
influence of temporal variation on the accuracy of inferred fish movement.

**Discussion and Conclusions**

$^{87}$Sr/$^{86}$Sr temporal variation

We observed higher site specific $^{87}$Sr/$^{86}$Sr seasonal variation than site specific $^{87}$Sr/$^{86}$Sr
year to year variation, as was also seen by Kennedy et al. (2000) and Crook et al. (2017). But the
degree of temporal stability varied by orders of magnitude from stable to unstable across
watersheds. Kennedy et al. (2000) reported that the largest seasonal difference in $^{87}$Sr/$^{86}$Sr
observed at any one site in the Connecticut River Basin, Vermont was 0.00035. The largest seasonal difference we observed was 0.00318, in French Creek. The largest seasonal difference Crook et al. (2017) reported was 0.05155 on the Edith River in the wet-dry tropics of northern Australia. Crook et al. (2017) suggested changes in the source water (ground vs. runoff) between the two extreme wet-dry seasons likely drove observed extreme seasonal variability. We hypothesize a similar mechanism is driving our observed seasonal variability. The UNPR Basin is snowmelt driven with snowmelt runoff contributing to most flow in the spring and ground water dominating flow during the fall and winter (Miller et al. 2014). Future studies should work to understand the relationship between temporal stability and variation in water inputs across climatic and geologic settings to identify regions where repeated sampling, to quantify temporal stability, is mandated and where assumptions of temporal stability hold true.

**⁸⁷Sr/⁸⁶Sr models**

Developing ⁸⁷Sr/⁸⁶Sr models to create stream ⁸⁷Sr/⁸⁶Sr isoscapes is a new and developing research area. Our BRR modelling approach and the SSN modelling approach, presented in Brennan et al. (2016) and applied in Brennan and Schindler (2017), to building ⁸⁷Sr/⁸⁶Sr isoscapes are, to date, the most accurate models to estimate ⁸⁷Sr/⁸⁶Sr patterns in streams. But, until now, large uncertainty remained in the generalizability and accuracy of these approaches across geologic formations and geographic locations because they had not been applied outside of the Nushagak Basin.

Our results indicate publicly available stream network and lithology data can be used by researchers to build generalizable SSN and BRR models that perform well when estimating ⁸⁷Sr/⁸⁶Sr. Both models had high model performance ($r^2$ of BRR and SSN validation dataset
modeled versus observed ratios = 0.90 and 0.89, respectively). Brennan et al. (2016) obtained
similar SSN model performance when estimating $^{87}$Sr/$^{86}$Sr in the Nushagak Basin, Alaska ($r^2$ of
modeled versus observed ratios = 0.90). Both the BRR and SSN models estimated strontium
isotope ratios with similar overall model error (BRR = ± .00106; SSN = ± 0.00086), however,
model error was not consistent across the strontium gradient and the region of highest model
error was not consistent between the two models. The BRR model error was highest at high
$^{87}$Sr/$^{86}$Sr values and the SSN model error was highest at intermediate $^{87}$Sr/$^{86}$Sr values.

Differences in the magnitude of the model error across the strontium gradient and
between the two modeling approaches was likely due to an interaction between the different
statistical approaches and the geologic maps used. SSN models use a generalized linear mixed
model framework that incorporates linear spatial relationships (Peterson et al. 2013) and BRR
models use supervised learning (Olden et al. 2008) to model the relationship between inputs
and known outputs. Because SSN models rely on linear spatial relationships they have the
distinct advantage of estimating spatially explicit $^{87}$Sr/$^{86}$Sr estimation error (i.e. estimation
locations closer to sampling locations will have smaller estimation error while estimation
locations farther from sampling locations with have larger estimation error), an important
aspect when partitioning out sources of variance to probabilistically infer fish movement (see
Brennan and Schindler 2017). Therefore when modelers seek to partition out sources of
variance we recommend developing a SSN model. When partitioning out sources of variance is
not necessary we recommend developing a BRR model with the caret package (Kuhn 2017; for
example code see Text S2), because it is computationally simpler as it does not require a GIS
referenced landscape network and the modeling of [Sr] prior to modeling $^{87}$Sr/$^{86}$Sr. Because
developing a BRR model is simpler it may also serve as a powerful preliminary analysis tool to detect whether there is sufficient $^{87}$Sr/$^{86}$Sr variation to justify a large scale study.

Both modeling approaches relied on geologic maps that were created to provide standardized geologic data based on state-scale geologic lithology (Stoeser et al. 2005). These maps were not created to inform $^{87}$Sr/$^{86}$Sr signatures, as such some lithology designations may have been too broad to inform underlying $^{87}$Sr/$^{86}$Sr variation. Hegg et al. (2013) found, when clustering rocks into five main rock type groups, that broad rock type classifications obscured underlying $^{87}$Sr/$^{86}$Sr variation in some watersheds. While BRR and SSN models do not require clustering rock types, an improvement over Barnett-Johnson et al. (2008) and Hegg et al. (2013), it is likely some rock groupings, like metasedimentary rocks, were still too broad to inform variation in $^{87}$Sr/$^{86}$Sr signatures, ultimately leading to the observed variable estimation errors.

The size of model error is currently the primary analytical limitation when using modeled $^{87}$Sr/$^{86}$Sr to describe $^{87}$Sr/$^{86}$Sr spatial heterogeneity across a stream network. In watersheds that contain small differences between tributary signatures the model error associated with each estimation point may disguise true differences. Increasing the sample size and spatial representation of input data and using finer detailed bedrock geology maps would likely decrease model error within and between models. But, it is important to note, the degree to which decreasing model estimation error will improve described $^{87}$Sr/$^{86}$Sr spatial heterogeneity and our ability to infer origin is not limitless. Irrespective of model error, described $^{87}$Sr/$^{86}$Sr spatial heterogeneity will remain bounded by analytical precision and natural temporal variability. Additionally the spatial resolution of inferred fish movement is
fundamentally restricted by the natural spatial discreteness of environmental signatures (see Elsdon et al. 2008).

**Inferred fish origin**

Increasing described spatial heterogeneity of $^{87}\text{Sr}/^{86}\text{Sr}$ signatures in the UNPR Basin likely increased the accuracy (the true stream of origin shared an overlapping signature with the fish) but decreased the specificity (many tributaries overlapped with the hypothetical fish’s environmental signature) of a hypothetical fish’s inferred movement. Using a single sample on each tributary to describe $^{87}\text{Sr}/^{86}\text{Sr}$ spatial heterogeneity resulted in a maximum of four tributaries overlapping with a hypothetical fish’s $^{87}\text{Sr}/^{86}\text{Sr}$ signature. Without knowledge of longitudinal variation it would be tempting to assign the hypothetical fish to one of these four tributaries. But in a connected stream network, where fish can move freely throughout the network, it would be inaccurate to assume a fish stayed at the confluence of the tributary and thus inappropriate to exclude longitudinal variation. Incorporating observed and modeled longitudinal variation increased the maximum number of tributaries with overlapping $^{87}\text{Sr}/^{86}\text{Sr}$ signatures to seven and ten tributaries, respectively. Our results indicate neglecting to incorporate longitudinal variation may lead to specific but inaccurate inferred fish origin. Alarmingly, many otolith microchemistry studies have neglected to investigate spatial heterogeneity on multiple scales, thus failing to incorporate longitudinal variation (Elsdon et al. 2008). Eldson et al. (2008) suggests using a nested sampling design to ensure variation in environmental signatures is described at the scale being investigated and there is a rapidly growing body of literature to support using a continuous approach to isotope based inferred
origin/movement (i.e. BRR and SSN) to improve the accuracy of inferred movement (Wunder 2010; Brennan and Schindler 2017), and our results highlight the importance of doing so.

Conclusions

The specificity, and likely the accuracy, of inferred fish origin jointly depended on the quantification of $^{87}\text{Sr}/^{86}\text{Sr}$ spatial heterogeneity (at a scale that is relevant to fish movement), and the spatial and temporal discreteness of $^{87}\text{Sr}/^{86}\text{Sr}$. The BRR model presented in this paper is a promising, novel approach to describing the full continuous spatial heterogeneity of $^{87}\text{Sr}/^{86}\text{Sr}$ signatures and compares well with the SSN modeling technique presented in Brennan et al. (2016). Both BRR and SSN modeling techniques are not region specific and can be applied to any watershed.

Assigning fish to $^{87}\text{Sr}/^{86}\text{Sr}$ isoscapes, developed through BRR and SSN modeling approaches, represent a powerful improvement over classic assignment methods, such as those presented in Wells et al. (2003), which rely on cluster analysis for origin assignment. Describing the continuous spatial heterogeneity of $^{87}\text{Sr}/^{86}\text{Sr}$ not only alleviates potentially unnatural groupings created by clustering data it provides a detailed map of potential environmental signatures which can transfer to a detailed map of fish movement. But it is important to note that in watersheds like the UNPR Basin, where spatial discreteness in $^{87}\text{Sr}/^{86}\text{Sr}$ signatures between tributaries is low, specificity of inferred fish origin will be low due to the error associated with estimated $^{87}\text{Sr}/^{86}\text{Sr}$ values. Future studies should consider both the spatial and temporal discreteness of their watershed and work to describe the full spatial heterogeneity and temporal stability of $^{87}\text{Sr}/^{86}\text{Sr}$ prior to inferring fish origin.
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Figure Captions

Figure 1. Surface water $^{87}\text{Sr}/^{86}\text{Sr}$ were estimated across the Upper North Platte River Basin using a Bayesian Ridge Regression model. Solid circles indicate sampling locations. This map was created using ArcGIS® software by Esri.

Figure 2. Surface water $^{87}\text{Sr}/^{86}\text{Sr}$ seasonal variation (A) was higher than surface water $^{87}\text{Sr}/^{86}\text{Sr}$ year to year variation (B).

Figure 3. Model performance of the Bayesian Ridge Regression model (A) and the spatial stream network model (B) were comparable. Observed vs. estimated $^{87}\text{Sr}/^{86}\text{Sr}$ values were plotted for both development and validation datasets. The solid lines are the 1:1 lines between observed strontium isotope ratios and estimated strontium isotope ratios.

Figure 4. Increasing the described spatial variation of surface water $^{87}\text{Sr}/^{86}\text{Sr}$ (I and II, scenarios A-C) increased the number of tributaries a hypothetical fish shared an environmental signature with (III). Inferring fish movement using a single sample on each tributary (scenario A) resulted in high specificity (few tributaries overlapped with the hypothetical fish’s environmental signature), but likely low accuracy (the true stream of origin was not identified). Inferring fish movement using on the ground sampling, that incorporated longitudinal variation (scenario B), resulted in intermediate specificity and likely higher accuracy. Using modeled, continuous $^{87}\text{Sr}/^{86}\text{Sr}$ to describe longitudinal variation (scenario C) resulted in low specificity and likely similar accuracy to that of scenario B. Panel I shows the water $^{87}\text{Sr}/^{86}\text{Sr}$ samples used to develop each scenario, panel II shows the spatial distribution of the water samples, and panel III shows the...
number of tributaries hypothetical otoliths, along the strontium gradient, overlapped with, for each scenario.
A) BRR model

B) SSN model

Observed strontium isotope ratio vs. Predicted strontium isotope ratio.

- Black circles: Development
- White circles: Validation
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