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Abstract

The velocity field beneath simulated rough ice jams under various upstream jam angles and discharge were investigated using a particle image velocimetry system. Three discharges were examined at 2.3 L/s, 3.4 L/s and 4.0 L/s and two upstream ice jam angles were tested at 4° and 6°. Increasing the discharge resulted in high turbulence production beneath the jam. The adverse pressure gradient exerted on the flow increased the levels of the Reynolds shear stress. The measured velocities beneath the jam were used to assess the performances of three traditional field measurement techniques as well as the validity of the two-parameter power law. The two-point measurement technique performed remarkably well with the least mean bias error of 2.0%. The error associated with the different techniques showed their inability to accurately predict the average velocity under high discharge. The two-parameter power law accurately predicted velocity profiles within the equilibrium section of the jam, but failed within the boundary layers when the flow was subjected to a pressure gradient.
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1 Introduction

Many of the rivers in Canada freeze during the winter season. The formation of an ice cover affects streamflow gauging stations across the country. Current procedures used to determine discharge beneath ice covers rely heavily on approximations due to frigid winter weather conditions as well as safety concerns. However, several studies have used these methods to approximate mean velocities, and subsequent discharge values under ice conditions. Although some flow measurements have been reported beneath intact ice covers, the same cannot be said for ice jams. This is due to the unstable nature of jams, which poses major safety concerns. There is therefore a lack of accurate data for thoroughly investigating the flow beneath ice jams.

Figure 1 shows a schematic of an equilibrium ice jam consisting of the upstream transition, equilibrium region and downstream transition. The upstream transition is characterized by a gradual increase in the jam thickness until it reaches a uniform value within the equilibrium region. The slope of the water surface remains constant in the equilibrium region. The jam thickness increases steeply, and the slope of the water surface becomes steeper than the bed slope as the toe is approached in the downstream transition. The downstream transition consists of two sections: the upper and lower toe sections, where the toe denotes the point of maximum ice thickness of the jam. Based on the configuration of jams, the flow beneath them is subjected to varying pressure gradients, such as favorable pressure gradient (FPG) and adverse pressure gradient (APG) within the upper and lower toe sections, respectively. The existence of different pressure gradients beneath the jam modifies the turbulent flow characteristics considerably compared to events in open water and uniformly ice-covered flows (Nyantekyi-Kwakye et al. 2018).

Different measurement techniques have been adopted in the past to detail average velocities beneath ice-covered rivers. The widely used techniques by the Water Survey of Canada
include: (1) complete wall-normal velocity curve, (2) two-point technique, (3) three-point technique, and (4) six-tenths depth. In the first technique, pointwise velocity measurements are conducted at increments of $0.1h$ (where $h$ is the flow depth). From the pointwise measurements, the average velocity is estimated by integrating the velocity curve and dividing the resulting value by the flow depth, $h$. This approach is time consuming and as such rarely adopted in winter for velocity measurements. With the two-point method, velocity measurements are taken at $0.2h$ and $0.8h$, and then averaged to obtain the mean velocity. For the three-point technique, velocity measurements are conducted at $0.2h$, $0.6h$ and $0.8h$ and then averaged. Lastly, in the six-tenths depth approach, velocity measurement is conducted at $0.6h$ and the mean velocity estimated by multiplying the measured velocity by a coefficient of 0.92. The reason for the coefficient is to account for the non-uniformity of the mean velocity profile because of the ice cover (Teal et al. 1994). The coefficients have been observed to vary considerably at different measurement stations (Walker and Wang 1997). Teal et al. (1994) studied these techniques and observed that the six-tenth measurement yielded much more accurate results for shallow streams compared with the other methods. However, the two-point, three-point and the sixth-tenth methods all failed to yield accurate results for flows over a wide range of roughness.

Healy et al. (2002) measured unsteady flow velocity (with discharge ranging from 40 L/s to 65 L/s) beneath a simulated floating ice cover using Prandtl tubes (PT) and an acoustic Doppler velocimeter (ADV). The average velocity obtained from the two measurements was compared to that estimated using the two-point method. The estimated average velocity using the two-point method agreed with that obtained from both the PT and ADV measurements; suggesting the applicability of the two-point method in unsteady flow conditions.
To date, most of the velocity measurements reported in the literature are for steady, uniformly ice-covered flows. Not much has been done beneath ice jams due to their unsteady and non-uniform nature. The only studies that have dealt with velocity measurement beneath simulated ice jams have been reported by Pahlavan et al. (2015) and Pahlavan et al. (2016) using an ADV. The authors observed wide variations in the mean flow and turbulence fields when boundary roughness was altered. In recent times, particle image velocimetry (PIV) has gained prominence for conducting velocity measurements under simulated ice-covered flows due to its ability to map the spatial flow field. The present authors have conducted detailed PIV measurements to investigate turbulent structures beneath a simulated ice jam and reported the findings in Nyantekyi-Kwakye et al. (2018). Based on the previous findings, the objective of the present experiment was to quantify the flow characteristics beneath a simulated rough ice jam using a high-resolution PIV for different discharges as well as upstream jam angles; and also assess the performance of traditional field measurement techniques (two-point, three-point, the six-tenths depth).

2 Theoretical background

The formation of ice cover on rivers increases flow resistance and flow depth. The imposition of this additional solid boundary increases the wetted perimeter and changes the flow characteristics. Figure 2 shows a typical streamwise mean velocity profile beneath an ice cover. The formation of two distinct boundary layers (for the bed and ice cover) alters the velocity profile under ice-covered conditions. The presence of roughness on the bed and/or ice cover will further alter the velocity distribution, with the maximum velocity shifting away from the rougher of the two boundaries. It is therefore necessary to assess the ability of the field techniques in the presence of an asymmetric roughness distribution. It is also inappropriate to extend velocity approximations developed for open water flow to ice-covered flow, since they cannot describe the entire velocity
profile. Teal et al. (1994) adopted a two-parameter power law expressed in equation (1) to describe the entire velocity profile beneath an ice-covered flow.

\[
U = K_0 \left( \frac{y}{h} \right)^{1/m_b} \left( 1 - \frac{y}{h} \right)^{1/m_i}
\]

where \(K_0\) is a constant for a specific flow rate; \(m_b\) and \(m_i\) are parameters related to bed and ice cover (the \(m\) parameters are inverse roughness coefficients), respectively. The value of \(m\) is dependent on the effective roughness of the boundary under consideration. Larger values of \(m\) indicate less flow resistance, whereas a lower \(m\) value indicates higher flow resistance. As \(m_i\) approaches infinity, equation (1) takes the form of a normal power law for open water flow, and \(K_0\) becomes the maximum velocity. Teal et al. (1994) compared velocity results obtained from different point velocity measurements, and an extended two-power law to those measured on the field and laboratory. The advantage of the extended two-power law was its ability to describe the entire flow with a single continuous curve.

3 Experimental setup

Two experiments were conducted in a 2.5 m long recirculating open water channel with a square cross-section of 200 × 200 mm². To facilitate optical access, both sidewalls and bottom were made from smooth acrylic. A modeled ice jam fabricated from a 9 mm thick acrylic sheet was inserted into the flume. The height at inlet, \(h\), and outlet of the modeled jam were 100 mm and 84 mm, respectively as indicated in Fig. 3a. This design was chosen to have higher water level at the upstream compared to the downstream part of the jam to mimic the backwater effects caused by an actual ice jam. Based on the dimensions, the cross-sectional area at the inlet and outlet of the modelled jam were 0.0198 m² and 0.0166 m², respectively. The length of the initial section, which corresponds to the equilibrium region of the ice jam was 1000 mm to allow for the
development of the flow before entering the upper toe section (converging section) of the jam. The
flow was tripped (on the bed) at the inlet of the equilibrium region with 24-grit sandpaper (50 mm
long and spanning the entire width of the channel) to facilitate boundary layer development. In the
first experiment, $\alpha$ was maintained at 9° and $\beta$ varied from 4° to 6° to investigate the effect of
upstream angle on the mean flow at a constant discharge of 3.4 L/s. For the second experiment,
the angles, $\alpha$ and $\beta$ were maintained at 9° and 6°, respectively, whiles varying the discharge. The
toe of the jam was fixed 36 mm from the bottom of the channel. The cross-sectional area at the toe
of the jam was 0.0071 m$^2$, which represents a 64% reduction in cross-sectional area from the inlet.
A 24-grit sand paper (with roughness height of about 1.8 mm) was used on the channel bottom to
 simulate riverbed roughness. An array of acrylic cubes of height 12.7 mm were used as roughness
elements on the ice cover to approximate the extreme roughness of ice jams observed in the field.
Three different discharges were investigated at 2.3, 3.4, and 4.0 L/s, denoted herein as $Q_{23}$, $Q_{34}$,
and $Q_{40}$, respectively. The approach Froude number based on hydraulic diameter and approach
bulk velocity, $U_{b}$, were 0.11, 0.16, and 0.19 for $Q_{23}$, $Q_{34}$, and $Q_{40}$, respectively.

A planar particle image velocimetry system was used to conduct the velocity
measurements. The flow was seeded with 10 $\mu$m silver coated hollow glass spheres with specific
gravity of 1.4. The maximum settling velocity and response time of the seeding particles were
estimated to be $6.25 \times 10^{-7}$ m/s and $6.38 \times 10^{-8}$ s, respectively. These values suggest that the seeding
particles used in the present studies followed the flow. A New Wave Solo Nd:YAG double-pulsed
laser with maximum energy of 120 mJ per pulse at 532 nm wavelength was used to illuminate the
flow field. The laser sheet was aligned with the mid-span of the test section for measurements in
the symmetry plane. To ensure reduction in lost correlation, the time interval between the laser
pulses was chosen such that the maximum particle displacement was smaller than 25% of the
interrogation area size. Scattered light from the tracer particles was captured with a 12-bit charge-coupled device (CCD) camera that has a resolution of 2048 pixel × 2048 pixel, and a pixel pitch of 7.4 μm. Dantec Dynamics commercial software (DynamicStudio version 4.1) was used to control the data acquisition. A camera field of view of 112 mm × 112 mm was used. Measurements were acquired in seven planes (indicated in Fig 3b by P1 to P7), with the first plane capturing the fully developed flow within the equilibrium section of the jam. Based on a convergence test, the mean velocities and turbulence statistics were calculated using 6000 instantaneous image pairs captured at a rate of 4 Hz. The interrogation area size was set to 32 pixels × 32 pixels with 50% overlap in both directions, which corresponds to physical dimensions of 0.875 mm × 0.875 mm. The instantaneous images were post-processed using the adaptive correlation option of DynamicStudio developed by Dantec Dynamics. An in-house MATLAB code was then used to calculate the mean velocities and higher order turbulence statistics. The uncertainty in the mean velocities, turbulence intensities and Reynolds stresses at 95% confidence level was estimated to be ±2.7% and ±3.1% and ±11% of the peak values, respectively.

4 Results and discussion

The first part of the discussion focuses on the effect of upstream jam angle on the mean flow, followed by the effect of discharge on the mean flow and turbulent fields. The second part focusses on assessing some field measurement techniques used to compute the average velocity.

4.1 Effect of upstream jam angle

This section investigates the effect of upstream jam angle on the mean velocity field whiles maintaining a constant discharge of 3.4 L/s. The streamwise mean velocity, \( U \), profiles are illustrated in Fig. 4a. The profiles were extracted at \( x = 990, 1250, 1450, 1920 \) and 2070 mm for the 4° upstream jam angle; while those for the 6° upstream jam angle were extracted at \( x = 990, \)
The local maximum streamwise mean velocity, $U_m$, was used as the velocity scale. The mean velocity profile was similar for the two configurations within the equilibrium region of the jam. The inception of the FPG produced a more uniform velocity profile thereby reducing the initial boundary layer generated within the equilibrium region. Beyond the toe region, the APG generated a less uniform mean velocity profile that collapsed completely for the two test cases, since the downstream angles were similar for both configurations.

Figure 4b shows the distribution of $U_m$ beneath the simulated jam. The streamwise distance was normalized by the toe height and $U_b$ adopted as the velocity scale. Normalized values of $U_m$ remained almost constant in the equilibrium region for since the approach flow was fully developed. The flow in the upper toe section was characterized by acceleration due to the inception of FPG, with the peak $U_m$ occurring near the toe where the cross-sectional area is smallest. This occurrence will greatly enhance sediment transport near the toe of the jam. Excessive sediment transport will lead to severe localized scouring at the toe location. The difference in $U_m$ at the toe of the jam for upstream jam angles of 4° and 6° was not significant. The flow acceleration was investigated using the acceleration parameter, computed from equation (2).

$$K_v = \left(\frac{\nu}{U_m^2}\right)\frac{dU_m}{dx}$$

The symbols $K_v$ and $\nu$ are the acceleration or decelerating parameter and kinematic viscosity, respectively, and the velocity gradient, $dU_m/dx$, determined using a linear fit to $U_m$. For a given measurement plane, $dU_m/dx$ was estimated from the determined values of $U_m$. The value of $K_v$ was about $4.5 \times 10^{-6}$ for both upstream angles. This means that there was no significant effect of the jam angle on the rate of change of $U$. Finally, $U_m$ decreased within the lower toe section due to the APG imposed on the flow. The reduced flow velocities will result in the deposition of sediments transported from upstream sections. The continual erosion and deposition of bed load will modify
the morphology of the riverbed. From the results, it is obvious that the range of $\beta$ (4° and 6°) chosen was small to significantly change the dynamics of the flow, hence the discussions in the proceeding sections will focus on the effect of discharge on the flow characteristics.

### 4.2 Effect of discharge

#### 4.2.1 Mean velocity contours

Figures 5 and 6 show contours of the streamwise and wall-normal mean velocities, respectively, within the toe and lower toe sections of the simulated jam for the different discharges. For each test case, the $U_b$ and $h$ were selected as the velocity and length scales, respectively. Conservation of mass dictates that the flowrate is constant everywhere beneath the simulated jam. Therefore, as the toe of the jam is approached from upstream, the reduced cross-sectional area causes the mean flow to accelerate (thus $\partial U/\partial x > 0$) resulting in an FPG ($\partial P/\partial x < 0$) according to the Bernoulli principle as observed in Fig. 5. From the toe of the jam, the flow decelerates ($\partial U/\partial x < 0$) due to an increased cross-sectional area creating an APG ($\partial P/\partial x < 0$). The maximum $U$ occurred at the toe section due to the drastic reduction of the flow area. The streamwise extent of the large velocity zone was not significantly affected by changing the discharge from $Q_{23}$ to $Q_{40}$. The normalized mean flow within the lower toe section of the jam was also not significantly influenced by changing the discharge.

The distribution of wall-normal mean velocity, $V$, is essential for investigating the possible suspension of sediments beneath the simulated jam. The direction of positive and negative $V$ are towards the ice cover and channel bottom, respectively. The normalized $V$, illustrated in Fig. 6, show regions of high negative and positive velocities beneath the ice cover within the upper and lower toe sections, respectively. This distribution persisted for the entire upper and lower toe sections where the flow was subjected to FPG and APG, respectively. Note that the decelerating
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flow in the presence of an APG will produce a negative $\partial U/\partial x$ but positive $V$ field, which will enhance boundary layer growth. The magnitude of normalized $V$ was greater in the upper toe section compared to the lower toe section (shown in Fig. 6), which can be attributed to the dominant role of FPG. The peak negative velocities near the ice cover of the upper toe section may have the potential to increase the likelihood of increased ice or sediment transport rates, especially considering that this coincides with the location of accelerating flow in the streamwise direction. Within the lower toe section, the mean flow decelerates, and the magnitude of $V$ reduces near the ice cover, suggesting a location where transported sediments may begin to deposit. Increasing the discharge caused a reduction in the magnitude of the normalized peak values of $V$ beneath the jam from 0.3 to 0.2, suggesting a more likelihood of the suspended sediments settling at a faster rate at high discharge.

4.2.2 Mean velocity profiles

Normalized $U$ profiles beneath the simulated jam are shown in Fig. 7a for selected streamwise locations. Figure 7a shows an asymmetric velocity distribution at $x = 970$ mm from the inlet due to the different roughness elements used for the channel bottom and ice cover. The much rougher ice cover exerted more drag on the flow thereby resulting in a drastic reduction of $U$ close to the ice cover compared to the bottom of the channel. Within the upper toe section, where the flow was subjected to FPG, the boundary layer thickness (beneath the ice cover and channel bottom) decreased with streamwise distance. Close to the toe of the jam, the flow experienced an intense FPG, and the boundary layer tended to approach re-laminarization when compared to earlier locations (Escudier et al. 1998). Within the lower toe section, the APG coupled with surface roughness increased the boundary layer thickness beneath the ice cover, thereby making the $U$ profile less uniform compared to those in the upper toe section. Thus, a wider shear zone (flow
resistance) was established beneath the ice when the flow was subjected to an APG compared to the channel bottom. The level of velocity profile asymmetry increased with increasing flow discharge. Thus, subjecting the flow to APG caused $U_m$ to shift farther away from the channel bottom by about 24%, when the discharge was increased from $Q_{23}$ to $Q_{40}$. The streamwise mean velocity in the present investigation did not separate in the lower toe section when an APG was imposed on the flow. This is because the presence of ice roughness reduced the impact of APG on the flow as was indicated previously by Nyantekyi-Kwakye et al. (2018)

The distribution of normalized $U_m$ with streamwise distance is shown in Fig. 7b. Within the equilibrium region, $U_m$ was unchanged with streamwise distance, since the flow was fully developed. However, within the upper toe section, a reduction in cross-sectional area meant the flow accelerated to ensure mass conservation. Values of $U_m$ increased with streamwise distance within the upper toe section at a rate that was well-modelled using a second order polynomial. The peak $U_m$ value occurred at the toe of the jam. For the different discharges, $U_m$ increased by about 45% from the equilibrium section to the toe section. The very high flow variation within the upper toe section will greatly enhance sediment transport. The present results also indicate the high possibility of severe localized scouring at the toe section of the jam. Values of $U_m$ decreased linearly with streamwise distance in the lower toe section due to APG imposed on the flow.

Figure 8 shows the distribution of normalized $V$ for the different discharges. The profile of $V$ in the equilibrium region ($x = 970$ mm) suggests suspension of sediments beneath the jam. Unlike the equilibrium region, the accelerating flow in the upper toe section produced predominantly negative $V$, which suggests an advection of secondary flow towards the bottom of the channel and, this is not significantly influenced by increasing the discharge. The advection towards the channel bottom also results in a suppressed boundary layer growth. The opposite is what happened in the
lower toe section where the flow experienced APG. The decelerating flow produced positive $V$, which generates advection away from the channel bottom towards the ice cover. The positive $V$ field enhances the turbulent boundary layer growth beneath the jam and can lead to the rise of frazil ice towards the ice cover. From flow continuity, $\frac{\partial U}{\partial x} + \frac{\partial V}{\partial y} = 0$, $\frac{\partial V}{\partial y}$ assumes negative and positive values at the inception of FPG and APG, respectively. Figure 8 supports the negative distribution of $\frac{\partial V}{\partial y}$ within the upper toe section except close to the jam where it becomes positive due to the no-slip boundary condition imposed on the flow by the presence of the jam. Similarly, $\frac{\partial V}{\partial y}$ assumed predominantly positive values within the lower toe section.

4.2.3 Turbulent intensities

Figure 9 depicts the distribution of the turbulent intensity profiles for the various flow discharges. Generally, FPG and APG modify the turbulence field by respectively decreasing and increasing the turbulent intensities compared to zero-pressure gradient, which was experienced in the equilibrium region. Within the equilibrium region, the normalized streamwise turbulence intensity level was about 0.07 for all flow conditions, with no distinct near-wall peaks. At lower discharge, $Q_{23}$, the turbulence level remained unchanged (i.e., $\frac{u'}{U_m} = 0.07$) within the upper toe section, with the peak occurring close to the jam. However, the turbulence level increased to 0.12 within the lower toe section when the flow was subjected to an APG, similar to reports by Monty et al. (2011), Nyantekyi-Kwakye et al. (2018) and Spalart & Watmuff (1993), who observed increased turbulence levels when a turbulent flow is subjected to an APG. The effect of discharge was observable within the toe region and lower toe sections. Close to the toe of the jam, normalized $u'$ values increased by about 65% when the discharge was increased from $Q_{23}$ to $Q_{34}$ and $Q_{40}$. This observation strongly illustrates the flow approaching laminarization for $Q_{23}$ compared to $Q_{34}$ and $Q_{40}$ at the toe section. Farther away from the toe, when the effect of APG dominated the
flow, the percentage difference dropped to about 33% (when the discharge changed from $Q_{23}$ to
$Q_{34}$ and $Q_{40}$), indicating high turbulence levels within the lower toe section. Similarly, for the
wall-normal turbulence intensity, $v'$, the effect of discharge was more pronounced when the flow
was subjected to either FPG or APG. As expected, the levels of $v'$ were lower than the
 corresponding $u'$ values at any given streamwise location, indicating large-scale anisotropy
dominating the flow.

4.2.4 Turbulent kinetic energy and Reynolds shear stress

The turbulent kinetic energy, $k$, was estimated as $0.75(u'^2 + v'^2)$, where $u'^2$ and $v'^2$ are the
streamwise and wall-normal Reynolds normal stresses, respectively. Since no measurement was
made in the spanwise direction, the spanwise Reynolds normal stress ($w'^2$) was approximated as
$w'^2 = 0.5(u'^2 + v'^2)$. Figure 10a shows the distribution of $k$ beneath the jam for the different
discharges. There was no effect of discharge on $k$ within the equilibrium region. However, the
subjection of the flow to both FPG and APG revealed the effect of pressure gradient on $k$. The first
noticeable observation was an increase in the near-wall peaks of $k$ when the flow was subjected to
pressure gradient. For instance, at $Q_{23}$, $k$ increased considerably in the lower toe section when the
flow was subjected to APG, which corroborates the report by Hosseini et al. (2016). The increase
in $k$ in the lower toe section can be attributed to the excitation of energetic turbulent structures
when subjected to APG. Increasing the discharge increased the production of turbulent kinetic
energy within the toe and lower toe sections. The very low distribution of $k$ for $Q_{23}$ at the toe of
the jam compared to $Q_{34}$ and $Q_{40}$, suggests possible re-laminarization of the flow at low
discharge, an observation that supports the lower turbulence levels for $Q_{23}$ at the toe of the jam.

Figure 10b shows the distribution of Reynolds shear stress, $-\overline{uv}$, beneath the simulated
ice jam. There was no significant effect of discharge on $-\overline{uv}$ beneath the jam, although the
presence of FPG produced positive $\partial U/\partial x$ and negative $\partial V/\partial y$. The latter has a greater tendency of flattening the large eddies in the flow, thereby reducing their contribution towards the production of $-\overline{uv}$. There was a dramatic increase in $-\overline{uv}$ when the flow was subjected to an APG. Thus, the interplay of APG and surface roughness augments the production of $-\overline{uv}$ (Tsikata and Tachie, 2013). Figure 11 illustrates the distribution of the wall-normal locations for $U_m$ (denoted as $y_m$) and $-\overline{uv} = 0$ (denoted as $y_{uv}$). Ideally, these two locations must coincide to enable eddy viscosity-based turbulence models to accurately predict such flow fields. From Fig. 11, these two locations did not coincide within the equilibrium region with $y_{uv}$ occurring closer to the ice cover compared to $y_m$ for all test cases. The location $y_{uv}$ was predominantly closer to the channel bottom due to the asymmetric roughness distribution. This observation suggests that applying a standard eddy viscosity-based turbulence model to the present flow configuration would not accurately predict the flow dynamics and supports the findings of Tsikata and Tachie (2013).

4.3 Comparison of various measurement techniques

Velocities estimated from the two-point, three-point, and six-tenth depth measurement techniques have been compared to the measured values integrated from the mean velocity profiles. The profiles were extracted in the equilibrium region at 970 mm and in the intact ice cover section downstream of the jam at 2070 mm, since the flow within these two sections was not subjected to pressure gradient. Figure 12 shows the superimposition of the estimated and measured average velocities on the mean velocity profiles for the various discharges. A coefficient of 0.92 was adopted, following the work of Teal et al. (1994), to correct the estimated velocity using the six-tenth depth. Within the equilibrium region, all the techniques overestimated the average velocity, $U_{avg}$, but the two-point technique yielded the most accurate results. Changing the discharge resulted in a wider deviation of the estimation from $U_{avg}$. Similarly, within the downstream intact
ice cover section, the two-point and three-point techniques slightly overestimated $U_{\text{avg}}$. The six-tenth depth approach, however, consistently overestimated $U_{\text{avg}}$ within this section of the flow. The present observation indicates that thought should be given to the choice of coefficient needed to correct velocity measurements for the six-tenth approach under this type of ice cover. To attain accurate results from the six-tenth depth technique, the multiplicative coefficient should be adjusted at different sections of the flow. For instance, at $x = 2070$ mm, a coefficient of 0.69 was appropriate to correct the six-tenth measurement after subjecting the flow to pressure gradient. Adjusting the coefficient accounts for the asymmetry of the velocity distribution due to pressure gradient and surface roughness. These coefficients may not be universal, but will be a function of the pressure gradient and/or surface roughness.

The estimation error associated with the different measurement techniques was determined from equation (3)

$$\varepsilon = \left| \frac{U_{\text{est}} - U_{\text{avg}}}{U_{\text{avg}}} \right|$$

In the above equation, $\varepsilon$ is the estimated error, and $U_{\text{est}}$ is the average velocity estimated using the outlined methods. It should be noted that the uncertainty in $U_{\text{avg}}$ was estimated to be ±2.7%. Values of $\varepsilon$ are indicated in Table 1 for the different discharges at $x = 970$ mm and 2070 mm. For the different discharges ($Q_{23}$, $Q_{34}$ and $Q_{40}$) the six-tenth depth yielded the largest $\varepsilon$ at $x = 970$ mm, with $\varepsilon$ in the range of 4.7–7.0%, which is significant compared to the estimated uncertainties in the measurement. Similarly, an $\varepsilon$ in the range of 24.4–44.3% was recorded for the six-tenth technique at $x = 2070$ mm. The wider error range for the six-tenth depth is attributed to the choice of coefficient used to correct the average velocity, as pointed out in the previous section. Table 1 indicates a wider range of error downstream of the jam for the different measurement techniques. The present results also highlights the limitation of using these field techniques to estimate average
velocities under high discharge (Teal et al. 1994). This can be partly attributed to the highly non-uniformity of the velocity profile downstream of the simulated jam, since higher velocity coupled with surface roughness results in higher flow resistance. As usual, the two-point technique yielded the least error range and can be easily adopted by engineers in the field. The average $\varepsilon$ obtained from the two-point technique was about 2.0% and 3.9% at $x = 970$ mm and 2070 mm, respectively, which supports previous reports (Healy et al. 2002; Walker and Wang 1997; Teal et al. 1994).

### 4.3.1 Assessment of two-parameter power law

The velocity profiles obtained from equation (1) are compared to measured profiles beneath the simulated jam and presented in Fig. 13. The profiles were extracted for the various discharges at streamwise locations corresponding to the equilibrium, upper toe, lower toe, and intact ice cover sections (downstream of the lower toe section of the simulated jam). Appropriate values of $m_b$ and $m_i$ were selected based on an iteration process. The values of $m_b$ and $m_i$ were influenced by the non-uniformity of roughness on the bed and simulated jam. Since the results for all three discharges are qualitatively similar, only the result for $Q_{34}$ is shown in Fig. 13. There was good agreement between the measured velocity profiles and that predicted by the two-parameter power law in the equilibrium section of the simulated jam. As expected, the jam roughness provided a higher resistance to the flow compared to the bed roughness thereby yielding a larger value of $m_b$ compared to $m_i$ within the equilibrium section. Within the upper and lower toe sections of the jam, the power law could not replicate the measured velocity profiles close to the boundaries for any of the various discharges considered. This can be attributed to the subjection of the flow to favorable and adverse pressure gradients. The interplay of pressure gradients and surface roughness greatly influenced the values of both $m_b$ and $m_i$. The values of $m_b$ and $m_i$ were in the range of 0.3 to 5.0, with predominantly lower values when the flow was subjected to pressure.
gradient compared to the equilibrium section. The lower limit of 0.3 in the present study is less than 1.5 reported by Teal et al. (1994) for flow beneath a uniform ice cover without pressure gradient. The values of $m_i$ were relatively smaller than $m_b$ due to the effectiveness of the square acrylic cubes in resisting the flow compared to the sandpaper used at the channel bottom. Although $m_b$ and $m_i$ are dependent on boundary roughness, the present results indicate that these values were also influenced by pressure gradient. Thus, the interplay of APG and surface roughness created more flow resistance in the lower toe section of the simulated jam. This resulted in lower values for both $m_b$ and $m_i$; which was in the range $0.3 \leq m_{b,i} \leq 1.2$.

5 Conclusions

A particle image velocimetry system was used to investigate upstream jam angle and discharge on the flow dynamics beneath a simulated rough ice jam. For the upstream jam angle, the discharge was maintained at 3.4 L/s, while the upstream jam angle was varied from 4° to 6°. The discharge values investigated were 2.3, 3.4, and 4.0 L/s. The present investigation is the first to analyze the mean and turbulence fields beneath a simulated ice jam and to assess one-point statistics extracted at relevant sections beneath the ice jam. Generally, the flow accelerates in the presence of a FPG and changing the upstream angle did not have any significant impact on the acceleration parameter, $4.5 \times 10^6$ (obtained for the two upstream jam angles). The velocity contours showed that the mean flow accelerated and decelerated within the upper and lower toe sections due to FPG and APG, respectively. Increasing discharge values did not modify the streamwise mean velocity field using appropriate scales for normalization. The distribution of the wall-normal mean velocity suggests possible uplift of frazil ice towards the ice cover and suspension of bedload beneath the simulated jam. This occurrence was not significantly influenced by changing the discharge.
Increasing the discharge increased the turbulent intensities by about 65% and 33% within the upper and lower toe sections of the simulated jam, respectively. Similarly, changing the discharge increased the turbulent kinetic energy under APG. The increase in turbulent kinetic energy can be attributed to the excitation of energetic turbulent eddies in the presence of APG. The distribution of $k$ within the toe section of the jam suggests the tendency of the lower discharge approaching re-laminarization compared to the high discharges. Although there was no significant effect of discharge on the Reynolds shear stress levels, the FPG and APG in the upper and lower toe sections decreased and increased the shear stress levels, respectively.

From the typical velocity distribution beneath the simulated jam, average values of the streamwise velocities were compared to estimated values obtained using the two-point, three-point, and six-tenth depth techniques. The estimated error was used to determine the accuracy of these three measurement techniques. Almost all the measurement techniques yielded large errors at high discharges, highlighting the drawback of their predicting capabilities under high discharge conditions. However, the two-point technique predominantly yielded lower estimation errors and thus remained suitable for estimating the average velocity under ice-covered flow in the field. The two-parameter power law was also assessed using the current experimental data. The two-parameter power law yielded acceptable results within the equilibrium section of the jam. However, the predicting accuracy of this technique diminished close to the boundaries when the flow was subjected to pressure gradient.
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List of symbols

\( h \) = inlet channel height (mm)

\( h_{\text{toe}} \) = toe height (mm)

\( K_v \) = acceleration and deceleration parameter (-)

\( K_0 \) = flow rate constant (m/s)

\( k \) = turbulent kinetic energy (m\(^2\)/s\(^2\))

\( m_b, m_i \) = parameters related to bed and ice cover (-)

\( U \) = streamwise mean velocity (m/s)

\( U_{avg}, U_{est} \) = average and estimated velocities (m/s)

\( U_b \) = bulk velocity (m/s)

\( U_m \) = local streamwise maximum mean velocity (m/s)

\( u \) = streamwise fluctuating velocity (m/s)

\( u' \) = streamwise turbulence intensity (m/s)

\( V \) = wall-normal mean velocity (m/s)

\( v \) = wall-normal fluctuating velocity (m/s)

\( v' \) = wall-normal turbulence intensity (m/s)

\( x \) = streamwise distance (mm)

\( y \) = wall-normal distance (mm)

\( y_m \) = wall-normal location of \( U_m \) (mm)

\( y'_{uv} \) = wall-normal location of zero shear stress (mm)

\( \alpha, \beta \) = ice jam angles (°)

\( \varepsilon \) = estimated percentage error (-)

\( \nu \) = kinematic viscosity (m\(^2\)/s)
Table 1 Estimated error for the various measurement techniques

<table>
<thead>
<tr>
<th>Techniques</th>
<th>% error (ε)</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Q23</td>
<td>Q34</td>
<td>Q40</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>x = 970</td>
<td>x = 2070</td>
<td>x = 970</td>
<td>x = 2070</td>
<td>x = 970</td>
</tr>
<tr>
<td>2-point</td>
<td>1.7</td>
<td>4.9</td>
<td>3.1</td>
<td>0.1</td>
<td>1.1</td>
</tr>
<tr>
<td>3-point</td>
<td>6.6</td>
<td>16.5</td>
<td>6.7</td>
<td>14.7</td>
<td>5.6</td>
</tr>
<tr>
<td>6-10 depth</td>
<td>7.0</td>
<td>44.3</td>
<td>4.7</td>
<td>36.7</td>
<td>5.4</td>
</tr>
</tbody>
</table>
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