A Sensor-Network-Supported Mobile-Agent-Search Strategy for Wilderness Rescue
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Abstract: Mobile target search is a problem pertinent to a variety of applications, including wilderness search and rescue. This paper proposes a hybrid approach for target search utilizing a team of mobile agents supported by a network of static sensors. The approach is novel in that the mobile agents deploy the sensors at optimized times and locations while they themselves travel along their respective optimized search trajectories. In the proposed approach, mobile-agent trajectories are first planned to maximize the likelihood of target detection. The deployment of the static-sensor network is subsequently planned. Namely, deployment locations and times are optimized while being constrained by the already planned mobile-agent trajectories. The latter optimization problem, as formulated and solved herein, aims to minimize an overall network-deployment error. This overall error comprises three main components, each quantifying a deviation from one of three main objectives the network aims to achieve: (i) maintaining directional unbiasedness in target-motion consideration, (ii) maintaining unbiasedness in temporal search-effort distribution, and, (iii) maximizing the likelihood of target detection. We solve this unique optimization problem using an iterative heuristic-based algorithm with random starts. The proposed hybrid search strategy was validated through the extensive simulations presented in this paper. Furthermore, its performance was evaluated with respect to an alternative hybrid search strategy, where it either outperformed or performed comparably depending on the search resources available.
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1. Introduction

Many real-world problems can be formulated as a mobile-target search problem, including those used to locate lost persons [1–8]. These problems often involve searching for an un-trackable target whose location is unknown in real-time for the entire duration of the search. Planning such a search, typically, necessitates the coordination of resources to maximize the probability of successful target detection [9–12]. The work presented in this paper, for example, considers the problem of planning a search to locate a (mobile) target with a team of mobile agents supported by a static-sensor network. Namely, it considers planning the best achievable sensor network to be deployed by a team of mobile agents whose motion trajectories have already been predetermined (i.e., which can drop sensors only along their paths), as shown in Figure 1.
Earlier solutions to this problem have focused on using solely mobile agents [12–26]. For example, in reference [22], a formation-based search method is presented. The proposed method ensures that searchers always maintain complete coverage along their sweep. In reference [23], a method for dynamic reconfiguration of the search space is presented. The method allows unmanned aerial vehicles (UAVs) to continue tracking targets even after it moves beyond the initial search area boundaries. In reference [24], Bayesian estimation is suggested to estimate and update the target’s location likelihood for search with UAVs. The recursively updated target-location likelihood is, then, used to guide the search.

Static-sensor networks have also been proposed for search and surveillance applications [27–33]. These, however, have not explicitly considered dynamic scenarios where the target-location likelihood function can change over time and that the search area may expand with time. A modified approach, dealing with these two issues, was proposed in references [34,35], wherein a static-sensor network is deployed in a time-phased manner.

Hybrid approaches that make use of both static and mobile search resources have also been investigated [36–43]. For example, in reference [37], mobile agents supplement a static-sensor network by patrolling uncovered areas. In [38–40], a static-sensor network is maintained by a set of mobile service agents. In reference [41], data is ferried from static-sensor positions to a central location by mobile agents, to address the lack of wireless connectivity in some sensor-deployment scenarios.

In general, the above works do not consider dynamic scenarios in which the region of interest may change and only utilize one of the two available search resources for performing the actual search. For time-critical applications, such as the mobile-target search problem, however, all search resources should be utilized to maximize the probability of successful target detection. Furthermore, past work has typically taken a sensor-centric approach to sensor network planning and deployment. Namely, the network- and delivery-planning problems have been addressed separately, assuming that a network is planned first, and delivery occurs to satisfy it. As such, network planning, typically, takes place without considering whether the deployment is feasible. Similarly, delivery planning occurs assuming the network deployment plan already exists. Past works have also not considered time-phased sensor deployments (i.e., sensors have both scheduled deployments time as well as a specified deployment locations). The addition of such a temporal dimension in sensor-network topology and delivery planning problems can significantly increase its difficulty and complexity. In particular, it introduces the possibility of late sensor deployments, which can compromise the optimality of the sensor network being deployed. This is, especially, true when the number of sensors to deploy is much larger than the number of mobile agents available to deploy them.

Outside of search and rescue applications, other works have focused on the design of multi-agent systems operating in dynamic environments for effective operation at different time scales. In reference [44], results have shown that dynamic changes to a multi-agent network are critical to
efficient collective performance at various time scales. Other works have investigated the group controllability of multi-agent systems in dynamic environments for real-time applications [45,46].

In the agent-centric search-planning approach proposed in this paper, mobile agents “drop” static sensors optimally as they follow their respective optimal search trajectories. This approach was taken to eliminate concerns with infeasible ideal sensor-network planning that occur in sensor-centric approaches to network planning and deployment. Namely, the method first plans optimal agent-motion trajectories, followed by planning optimal sensor-deployment positions and times on these trajectories, while maximizing the likelihood of mobile-target detection in an unbounded environment. Our previous work presented a method for optimal agent search planning [21]. In this paper, we extend the approach by developing a novel solution to the latter sensor-deployment optimization problem. One may note that the proposed method takes an optimization-based approach to both agent motion-trajectory planning and sensor-deployment planning. The method, thus, yields an overall plan that is optimal in that it optimizes a reward function defined as part of the method. Due to computational time constraints dictated by the search scenario, however, the proposed approach yields only a near-optimal solution. One may note that the solution could be improved upon with more computational time, reaching a global-optimal solution at the limit.

The proposed hybrid approach is novel in that it guarantees the deployment of a near-optimal static-sensor network, without interfering in the search of a target utilizing a team of mobile agents following their respective optimal trajectories. It additionally guarantees that the sensor deployment will be deployed as planned. The focus of this paper is to develop and present the solution of the latter constrained problem involving the deployment of the static-sensor network for effective target search.

While, the proposed method presented is primarily formulated as one for wilderness search and rescue (WiSAR), where the objective is to locate a lost person as soon as possible [19,47–49], it can be adapted to any mobile-target search problem, where the target location likelihood can change during the search and the space-time scales are similar. The search and planning strategy is also generalizable to any other performance measure. Examples of such problems include: urban search and rescue [50–54], target pursuit [55,56], wildlife search [57], and surveillance [58].

2. The WiSAR Planning Problem

The problem addressed in this paper is one of planning a hybrid search to locate a lost person in the wilderness. The search resources include $k$ agents and $n$ static sensors deployed by the agents.

2.1. Search Scenario and Assumptions

A WiSAR scenario, typically, starts with a notification of a missing target. At this point, target demographics and the time and location the target was last seen, herein referred to as the target’s last known position (LKP), are provided to the search team. Although, information regarding how the target is moving is generally not known, it can be inferred using demographic information to develop a probabilistic target motion model [59]. The motion model used in this paper generates target trajectories that consist of series of straight-line segments of varying lengths and headings. This is achieved by specifying a random sequence of headings and distances to travel along each heading. Two parameters are used in the model to specify the characteristics of the motion: the degree of wandering, $\sigma_{\theta}$, and the degree of decisiveness, $d_{\text{max}}$. The degree of wandering is the standard deviation of the distribution from which random headings are sampled. Namely, random headings are sampled from $\mathcal{N}(\theta_{t}, \sigma_{\theta})$, where $\theta_{t}$ is the angular position of the target relative to the LKP. Each distance is similarly sampled from a uniform distribution, $\mathcal{U}(0, d_{\text{max}})$. Additionally, a distribution of target speed can be inferred from the demographic information to turn paths generated by the motion model into trajectories to estimate target motion throughout the search. One may note that the motion model yields target trajectories with a positive outward propagation. However, a high wandering parameter, $\sigma_{\theta}$, can result in a reasonable likelihood that the target would double back towards the LKP.
The goal of the search is to locate the mobile target as soon and as reliably as possible based on estimated target motion using the mobile agents and static sensors that are available for deployment. In this work, static sensors must be delivered to deployment locations by a mobile agent and remain immobile thereafter. Namely, they are incapable of motion by themselves. Mobile agents, on the other hand, can relocate and actively search for the target. The cumulative coverage achievable by a single mobile agent is, thus, significantly greater than that of a static sensor. The static sensors, however, are typically greater in number due to their simplicity and low cost. Furthermore, they can provide persistent coverage of the search area to account for targets who may re-visit locations that were searched by mobile agents in the past.

The WiSAR problem is unique in that the search area is spatially unbounded in all directions and grows with time since the target is mobile and could have travelled in any direction from the LKP. The search-planning method presented in this paper addresses this by utilizing probabilistic predictions of target motion and location. Furthermore, in WiSAR, the search area is, typically, vast and there is a limited availability of search resources. Namely, there are insufficient search resources to effectively cover an appreciable portion of the search area. A “ring of fire” approach in which sensors are deployed to confine all possible target motions to a bounded area is, for example, infeasible. Additionally, infeasibility of the “ring of fire” approach stems from the requirement of the near simultaneous deployment of all sensors to establish an effective barrier coverage. Thus, it is assumed that the coverage of both static sensors and mobile agents are sparse enough such that planning of both agent trajectories and sensor deployments necessitate careful consideration to maximize the likelihood of target detection. Furthermore, it is assumed that the mobile agents available are insufficient to effectively realize an ideal sensor deployment planned with a sensor-centric approach.

Herein, the mobile agents’ and static sensors’ sensing capabilities are assumed to follow a binary disk model. Namely, it is assumed targets are detected if they pass within a fixed distance of an agent or sensor. For agents, it is assumed that they all move as fast as possible throughout the search to maximize their coverage of the search area. It is also assumed that sensors are deployable only by these agents. In both cases, there is no particular sensor type that is under consideration for this work. Namely, there exist numerous sensor types with omnidirectional coverage (e.g., infrared sensors, thermal cameras, etc.) that could be used in practice.

Additionally, the search is assumed to begin sometime after the target left the LKP, \( t_{start} \), and is carried out until a pre-defined end of search time, \( t_{end} \).

### 2.2. Problem Formulation

The overall objective of search planning is to maximize the probability of target detection, namely, determining optimal agent search trajectories and sensor deployment positions and times. This overall objective can be expressed as:

\[
\text{maximize } P(S = \text{success}|N_s, T_r),
\]

where \( S \) is a random variable denoting a successful search mission, \( N_s \) is the sensor network deployment plan, the set of all sensor deployment positions and times, and \( T_r \) is the set of all agent trajectories. A search mission is considered successful if the search target is located by either a mobile agent or static sensor before the end of search time, \( t_{end} \).

Due to the size of the solution space and complexity of the objective function, finding the global optima for \( N_s \) and \( T_r \) with respect to Equation (1) is, in general, an intractable problem. Proving that any solution is the global optimal solution is similarly intractable due to the uncountable number of variables that influence a search (e.g., target behavior, terrain, search resources). The approach taken in our work, as well as others, is, therefore, to define heuristics that sensibly lead towards a search that may have a high probability of success and to validate the proposed algorithm through simulations. Our initial work has already addressed the individual optimization problems for \( N_s \) and \( T_r \) in this way, separately [21,35].
In this paper, thus, we focus mainly on the development of a novel strategy for planning the deployment of a static-sensor network in support of a mobile-agent search for lost targets. In the proposed approach, an optimal sensor-network configuration/topology is planned to be deployed by agents that stay on their optimal motion trajectories as they search for the target. Namely, the agent trajectories are planned first, which is then followed by determining an optimal deployment of a set of static sensors. As noted above, since the optimal agent search-trajectory-planning problem has been addressed previously in reference [21] and other works [14,16,23], our focus herein is on the constrained static-sensor network deployment-planning optimization problem.

The sensor-network deployment problem under consideration deals with determining the set of optimal deployment times \(t_{01}, \ldots, t_{0n}\) and positions \(x_{01}, \ldots, x_{0n}\). The objective, herein, is to maximize the likelihood of target detection while remaining temporally and directionally unbiased. As abovementioned, an unconstrained version of this problem in which an optimal sensor network is planned was previously addressed in reference [35]. Due to the constraints imposed, it is almost certain that the constrained solution will not be able to reach the global optimum that was attained previously. However, the global optimal network deployment plan can be used as an objective to aspire towards. The approach taken herein is, thus, to plan the constrained network deployment plan by making it as close to the global unconstrained optimal solution as possible.

Let us assume that the characteristics of a global unconstrained optimal sensor network are known (e.g., the ideal temporal distribution of sensors for temporal unbiasedness). We can, then, define a measure of error between the characteristics of the optimal and planned network, \(\Psi(N_s)\).

The objective of sensor-network deployment planning in the proposed approach is to determine the sensor network that minimizes this error:

\[
\min_{N_s} \Psi(N_s). \tag{2}
\]

One may note that our choice of \(N_s\) is constrained, since sensors must be deployed by agents that must remain on their optimal search trajectories. Namely, let \(x_{ri}(t) = [x_{ri}(t), y_{ri}(t)]^T\) define the optimal search trajectory for agent \(i\) (i.e., \(x_{ri}(t)\) defines where Agent \(i\) is at time \(t\)). The Sensor \(j\) deployment position, \(x_{sj}\), is, then, constrained to be one of the agent positions, at sensor deployment time \(t_{sj}\):

\[
x_{sj} \in \{x_{r1}(t_{sj}), \ldots, x_{rk}(t_{sj})\}, \forall j \in \{1, \ldots, n\}. \tag{3}
\]

3. The Proposed Search-Planning Method

The proposed sensor-network supported mobile-agent search planning strategy comprises two main phases: initial planning and re-planning. The former is carried out at the start of the search, while re-planning is invoked if information that makes the current search plan suboptimal (e.g., a clue as to where the target could have been) is found during the search.

3.1. Initial Planning

There are two stages to initial planning: first, the optimal agent trajectories are determined based on available search-scenario information using an iso-probability curve-based method described in Section 3.1.1; then, the best possible static-sensor network, constrained by these trajectories, is determined as described in Section 3.1.2. One may note that planning requires the information described in Section 2.1 regarding the target demographic, the search area, and search resources. If none of these were to be available, planning using the method described herein could not be carried out. An alternative approach in such a case would be to have agents perform a grid search of the region of interest. Sensors could, then, be deployed along search trajectories for uniform coverage of the search area.
3.1.1. Agent-Trajectory Planning

In this paper, optimal mobile-agent trajectories are ones where agents remain on a fixed set of target-location iso-probability curves for the duration of the search [21]. The method used plans optimal search for a set of mobile agents on iso-probability curves, given search scenario information such as the LKP, time at which the target was at the LKP, terrain (e.g., topology, any impassable obstacles, etc.), target demographic, and available search resources. Optimal search trajectory planning begins with the selection of iso-probability curves, followed by trajectory planning for each agent to remain on its assigned curve for the duration of the search. Although the scenario dictates the outcome, the method is generic to accommodate most possible scenarios. However, one must note that the proposed sensor-network deployment strategy detailed in this paper would work with any other agent-trajectory generation method [14,16,23,60].

Iso-probability curves are continuous closed curves that encircle the LKP, denoting the limits of where a given percentile target could travel up to in all directions. Iso-probability curves are constructed based on a probability distribution. The probability distribution is estimated using the target motion model and a Monte-Carlo approach [35]. Figure 2 illustrates the propagation of a set of iso-probability curves over time. Figure 2a shows the 20%, 50%, and 80% curves at some time, \( t \). Figure 2b shows the same set of curves at some time later, \( t + \Delta t \).

Mobile-agent trajectory planning, with iso-probability curves, consists of two steps: (1) selection of a set of iso-probability curves, and (2) trajectory generation.

1. Iso-probability curves are selected by maximizing a weighted sum of the success rate and search time metrics. Agents are assigned to these curves to achieve a balanced distribution of search effort across all curves.

2. After a set of curves is selected, agent trajectories are generated. Agents remain on their respective assigned curve, as each curve propagates outward with time [21].

The search trajectories planned are optimal in that they distribute search effort optimally across a set of iso-probability curves. Since the curves themselves are optimally selected to maximize a weighted sum of success rate and search time metrics, the planned mobile-agent search is optimal. One may note that search trajectories can optimally remain on iso-probability curves since these curves, by definition, are continuous closed curves that encircle the LKP and propagate smoothly over time. An example set of agent trajectories for three agents originating from the LKP, assigned to the 25%, 50%, and 75% iso-probability curves, respectively, is illustrated in Figure 3. All trajectories start at the LKP and move outwards.
3.1.2. Sensor-Network Deployment Planning

An optimal sensor-network deployment, herein, is one which maximizes the probability of target detection while remaining adaptive and directionally unbiased. A globally optimal deployment satisfying all these qualities could be planned if sensor deployment positions and times were unconstrained. In this work, however, sensor deployment positions are constrained by the previously planned agent trajectories. The approach taken herein is to minimize the error between the characteristics of the global optimal network and the planned constrained network. The error metric is described in further detail below. The description is then followed by an algorithm for optimizing the sensor network to minimize the metric.

Optimization Metric

Herein, the constrained optimization problem is solved by considering an overall sensor-network deployment error metric, $\Psi(N_o)$. This metric comprises three parts: (a) detection probability error, $e_p$, (b) angular positional error, $e_{ar}$, and (c) temporal distribution error, $e_t$:

$$\Psi(N_o) = e_p(N_o) + e_{ar}(N_o) + e_t(N_o).$$  \hspace{1cm} (4)

Above, a linear (unweighted) sum of errors is considered as all three types of error are equally important to minimize. Validation of the optimization metric and its correlation with actual sensor network performance is demonstrated at the end of this section. A description of each of these error components is provided below.

(a) Detection probability error ($e_p$)

In order to formulate a metric for detection probability error, time-cumulative likelihood of target detection needs to be defined. The likelihood of a target being at a position $X = x$, at time $T = t$, can be expressed as:

$$\rho(x, t) = P(X = x|T = t),$$  \hspace{1cm} (5)

where random variables for position and time are represented by $X$ and $T$, respectively. It follows directly that the time-cumulative likelihood of target detection over a time interval $[t_a, t_b]$ is:

$$\rho_c(x, t_a, t_b) = \int_{t_a}^{t_b} \rho(x, t) \, dt.$$  \hspace{1cm} (6)
Let us assume that $x_{sj}$ represents the actual position at which Sensor $j$ will be deployed at time $t_{sj}$. The direction in which this sensor is deployed, relative to the LKP, is given by $\theta_j = \text{atan}(y_{sj}/x_{sj})$.

The ideal position for the sensor in the same direction, $x_{sj}^*(\theta_j)$, can be expressed as a vector of length $\alpha^*$ in the direction $\theta_j$:

$$x_{sj}^*(\theta_j) = \alpha^*[\cos(\theta_j), \sin(\theta_j)]^T,$$

where $\alpha^*$ is a constant that maximizes $\rho_c$:

$$\alpha^* = \arg\max_{\alpha} \rho_c \left( \alpha[\cos(\theta_j), \sin(\theta_j)]^T, t_{sj}, t_{end} \right).$$

Figure 4 illustrates the position of $\alpha^*$ along the time-cumulative likelihood of target detection in a given direction.

The ideal deployment of static sensors is one where each sensor is placed at the ideal deployment position at its corresponding deployment time. The time-cumulative probabilistic target detection error, $e_p$, is, therefore, the average percentage difference between the time-cumulative likelihood of detection that could be achieved at the ideal deployment position and the time-cumulative likelihood of detection achieved at the actual deployment position:

$$e_p = \frac{1}{n} \sum_{j=1}^{n} \left| \frac{\rho_c(x_{sj}^*, t_{sj}, t_{end}) - \rho_c(x_{sj}, t_{sj}, t_{end})}{\rho_c(x_{sj}^*, t_{sj}, t_{end})} \right|.$$  

One may note that $e_p$ increases for deployment plans that have sensors deployed at positions with lower time-cumulative probability of target detection than the ideal.

It should be noted that no integral over the binary disk is used in Equation (6), since $\rho_c$ is a likelihood and not a probability of detection, and that the likelihood representation is maintained all the way through to Equation 9. This is valid under two assumptions that we make. First, the sensing area of a sensor is much smaller than the length scale of fluctuations in the target location probability distribution function. Under this assumption, the probability of target detection by a sensor can be simply computed as a product of the sensing area and the value of the probability distribution function at the sensor location. Second, all sensors have the same sensing radius. Under this assumption, the probability of target detection is related to the likelihood function by a scalar multiplier. When evaluating the performance of a sensor placement, then, the scalar is cancelled out and can be neglected.
(b) Angular positional error ($e_a$)

It is imperative that search resources be distributed throughout the search area such that they maximize the number of possible target motions that could be intercepted. Namely, sensor deployment locations should be diversified to consider a wide variety of possible target motions. Since the direction taken by the target, moving away from the LKP, is unknown, all possible directions of travel should be searched equally. An important objective in the search problem considered, thus, is distributing the sensors in a directionally unbiased manner.

A directionally unbiased search can be planned by distributing the sensors uniformly in an appropriately defined region of interest. This region, in this case, is defined as the area bounded by the set of ideal sensor positions at the first sensor deployment time and the set of ideal sensor positions at the last sensor deployment time. The area can be visualized as one bounded by two closed curves encircling the LKP. The shape of these curves is influenced by a wide variety of factors including the target motion model, the terrain, and obstacles. Obstacles, for example, may cause the space between the two curves to be small. This indicates that the target will cover less ground in the direction of the obstacles due to the obstacles impeding the target’s motion. As a result, fewer sensors would be allocated to the direction in which the obstacles exist.

An equivalent way of expressing the above described ideal distribution is that the number of static sensors deployed in a direction of interest (e.g., an angular region or sector) should be proportional to the range of optimal deployment positions in that direction. Namely, for a given direction, $\theta$, the radial distance between the ideal sensor position at the first sensor deployment time, $x_{s1}^*(\theta)$, and the ideal sensor position at the final sensor deployment time, $x_{sn}^*(\theta)$, can be used as a measure of how many sensors should be deployed in that direction. Figure 5 illustrates this region of interest.

![Figure 5. The region of interest when considering angular positional error.](image)

Then, the normalized cumulative deployment area $\bar{A}(\theta)$, in the range $[0, \theta]$, is defined as:

$$\bar{A}(\theta) = \frac{\int_0^\theta (x_{sn}^*(\theta') - x_{s1}^*(\theta')) d\theta'}{A(2\pi)}, \quad (10)$$

$$\bar{A}(\theta) = \frac{A(\theta)}{A(2\pi)}. \quad (11)$$

The normalized empirical cumulative distribution of the angular positions of all sensors in a deployment plan along the angle $\theta$ can, then, be formulated as:
\[ \bar{N}(\theta) = \frac{1}{n} \sum_{j=1}^{n} u(\theta - \theta_{sj}), \quad \theta \in [0, 2\pi] \]  
(12)

where \( u(\theta) \) is the unit step function and \( \theta_{sj} \) is the angular position of Sensor \( j \).

Angular positional error, \( e_{a} \), can, thus, be expressed as the absolute difference between the empirical and ideal distribution of sensor angular positions:

\[ e_{a} = \frac{1}{2\pi} \int_{0}^{2\pi} |\bar{A}(\theta) - \bar{N}(\theta)| \, d\theta. \]  
(13)

From this formulation, one can note that the angular distribution error decreases when the empirical cumulative distribution more closely approximates the ideal cumulative distribution.

(c) Temporal distribution error (\( e_{t} \))

In a dynamic search scenario, such as WiSAR, there is always a possibility of discovering information that leads to a higher-accuracy estimate of the target location while the search is in progress (e.g., a clue regarding where the target passed through). Deploying sensors over an extended time interval allows for the possibility of re-planning the deployment of the remaining undeployed sensors when a clue is found. This allows for a significant increase in the probability of target detection soon after a clue is found. An optimal distribution of deployment times would depend on how frequently and when new information might be discovered. If one were to assume that no new information is expected to be found, sensors could have been deployed earlier in the search to further optimize the probability of target detection. On the other hand, if one were to assume that clues would be found frequently, sensor deployments could be held back for a better understanding of where the target is heading. However, since we do not know the frequency or the number of potential dropped clues, one would be better off to assume that the target is uniformly likely to do so at any time during the user defined interval within which sensors are to be deployed. An optimal distribution of deployment times in this case is one in which the deployment of search effort over the interval is temporally unbiased. This can be achieved by deploying sensors throughout the search to achieve a uniform rate of search-effort deployment. Assuming the deployment of Sensor \( j \) at a given deployment time, \( t_{sj} \), implies deploying a certain amount of search effort, \( G(t_{sj}) \), the cumulative search effort deployed, for \( n \) sensors, would be:

\[ E(t) = \sum_{j=1}^{n} u(t - t_{sj})G(t_{sj}). \]  
(14)

An expression for normalized cumulative search effort, \( \bar{E}(t) \), is, then, formulated to be:

\[ \bar{E}(t) = \frac{E(t)}{E(t_{sn})}. \]  
(15)

Temporal distribution error, \( e_{t} \), is, then, defined by:

\[ e_{t} = \frac{\int_{t_{start}}^{t_{last}} [\bar{E}(t) - (Mt + B)] \, dt}{\int_{t_{start}}^{t_{last}} (Mt + B) \, dt}, \]  
(16)

where \( t_{start} \) is the time the search starts relative to the best estimated time the target left the LKP, and \( t_{last} \) is a pre-defined last sensor deployment time. Figure 6 illustrates the metric. The numerator in (16) represents the error between \( \bar{E}(t) \) and the linear function \( (Mt + B) \), that approximates a constant rate of search effort from \( t_{start} \) to \( t_{last} \). \( M \) and \( B \) are constants of this linear function. The greater the value of \( e_{t} \), the greater the deviation from deploying a constant rate of search effort, and the more temporally biased the planned sensor network.
Validation of the Optimization Metric

In order to validate that a reliable relationship exists between $\Psi(N_0)$ and the deployed sensor-network’s search performance, multiple unconstrained network deployments were randomly generated for empirical analysis. The deployments were generated by randomly selecting angular and radial sensor positions relative to the LKP from a uniform distribution. The upper bound of the radial position in any direction was defined by the maximum distance the target could possibly travel, which is represented by the 100% iso-probability curve. Deployment times were similarly randomly selected from a uniform distribution. In this case, the lower and upper bounds for the uniform distribution were, themselves, sampled from a uniform distribution with a lower and upper bound of a user-defined $t_{\text{start}}$ and $t_{\text{last}}$. This approach was taken to randomly generate many different variations of temporal bias. For each deployment plan, the network’s deployment error, $\Psi(N_0)$, and the network’s search performance were calculated.

Search performance error, $\varepsilon_{\text{perf}}$, is defined, herein, as a function of a network’s target detection rate, $\Gamma$, mean detection time, $\tau$, and temporal unbiasedness (measured in terms of the temporal distribution error, $e_t$):

$$
\varepsilon_{\text{perf}} = (1 - \Gamma) + \frac{\tau}{\tau_{\text{max}}} + e_t,
$$

(17)

where the constant $\tau_{\text{max}}$ is equal to the largest mean detection time by any sensor network considered.

In order to compute the metrics for a given network, numerous simulated searches were run, and the metrics were computed from the results obtained. Each run consisted of a target starting its random motion (specified by the motion model) with a given randomly sampled walking speed at the LKP and recording a search success or failure. If successful, the time at which the target was detected is recorded. The search performance error is, then, calculated to evaluate its overall performance. The detection rate, $\Gamma$, was computed as the proportion of simulated searches that were successful (i.e., the proportion of simulated targets that were detected). The mean detection time was calculated as the mean time at which targets were detected in successful searches. This implies that only the detection times of successful searches contributed to calculating $\tau$. The mean detection time metric is normalized by $\tau_{\text{max}}$ such that this portion of the performance metric is on the same order of magnitude as the mean detection time and temporal distribution error metrics. Namely, the mean detection time metric (originally in the order of $10^5\sim10^6$) is scaled to match the order of the detection rate and adaptability portions of the metric ($10^0$). One may note that using the median deployment
time would have yielded near-identical results. An analysis of the mean and median values showed 
little difference between the two across multiple sensor deployments. Figure 7 shows the histogram 
of target detection times for three different sensor networks of varying quality, $\Psi = 0.03$, $\Psi = 0.52$, 
and $\Psi = 0.76$, demonstrating the minimal difference between the mean and median detection times. 
Finally, temporal unbiasedness was determined by computing the temporal distribution error 
deefined in Equation 16. A linear, unity-weighted sum is used to combine the three metrics as they are 
all considered equally important in the context of this work. Variable weights could, naturally, be 
added to each term in the sum to emphasize the importance of one metric over the others if desired.

![Detection Time Distribution $\Psi = 0.03$ (1500 Targets)](image1)

![Detection Time Distribution $\Psi = 0.52$ (1500 Targets)](image2)

![Detection Time Distribution $\Psi = 0.76$ (1500 Targets)](image3)

**Figure 7.** Target detection time histograms with mean and median indicated for several different 
networks of varying quality.

A total of 2,260 different network deployments were randomly generated to validate the 
optimization metric. Target detection rate and mean detection time were both evaluated by 
conducting simulated experiments, with $t_{\text{start}} = 1,800$ s, $t_{\text{last}} = 3,600$ s, and $t_{\text{end}} = 7,200$ s. For each 
sensor network deployment plan, 1,500 different simulated searches were run to evaluate its 
performance. In each search, target motion was generated using the motion model described in 
Section 2.1 with $\sigma_\theta = \pi/3$ rad and $d_{\text{max}} = 100$ m. The target walking speed for each simulated 
search was sampled from a normal distribution with a mean of $\mu = 0.15$ m/s and a standard
deviation of $\sigma = 0.05 \text{ m/s}$. Each deployment plan utilized a total of 76 sensors. The results are illustrated in Figure 8.

In Figure 8, the optimized network constructed by our proposed approach assuming unconstrained sensor deployments is also plotted. One may note that it yielded the lowest $\Psi(N_0)$ value (red ×). This is the unconstrained optimal sensor deployment previously mentioned in Section 2.2. Based on these results, it was concluded that a lower $\Psi(N_0)$ value indeed corresponds to better search performance for a static-sensor network.

Figure 8. A correlation between static sensor network deployment error and search performance error for various static sensor networks.

Optimization Algorithm

The minimization of $\Psi(N_0)$ directly is intractable for multiple reasons. For example, both the objective function $\Psi(N_0)$ and the constraints that the minimization is subject to are non-linear and non-differentiable. The high dimensionality and large solution space of the problem due to its scaling with the number of mobile agents and static sensors considered also contributes to intractability. Trajectory constraints presented in (3) also introduce an additional challenge in that feasible sensor deployment positions in space are directly related to time. Namely, sensor deployment times and positions cannot be sequentially optimized.

Considering the above complications, an iterative, heuristic-based solution algorithm is proposed herein to determine a near-optimal trajectory-constrained sensor network, Figure 9. This algorithm involves constructing multiple near-optimal solutions from multiple random starts and choosing the best-found solution as the deployment plan to be implemented. One may note that “near-optimal” here refers to a time-limited solution. Namely, it refers to a solution obtained by allowing an optimization algorithm to run until some time limit is reached. It is as close (near) to global optimal as the algorithm could reach within the allotted time. During planning, thus, the proposed optimization algorithm is executed for the entire duration of the limited time available. In the context of this paper (i.e., WiSAR search planning), the optimization algorithm is allowed to run until the search resources arrive in the field and the search needs to begin.
Figure 9. Proposed iterative algorithm for the construction of an effective agent-centric hybrid search-plan.

Planning begins with a random selection of deployment times in the range \([t_{\text{start}}, t_{\text{last}}]\). With deployment times fixed, a heuristic is used to greedily select the agent whose position maximizes the quality of a sensor deployment, \(Q\), for each deployment time. The quality of a sensor deployment is computed considering the deployment’s optimality in terms of time-cumulative likelihood of target detection, as well as how spatially distributed the sensor is with respect to the rest of the network. As such, the sensor deployment quality of Sensor \(j\) deployed at time \(t_{sj}\) by Agent \(i\) is defined as:

\[
Q(t_{sj}, i) = \phi(t_{sj}, i) + S(t_{sj}, i).
\]

(18)

The first term above, \(\phi(t_{sj}, i)\), represents the likelihood of a sensor deployment detecting the target in this case. Namely, it is the ratio between a Sensor \(j\)’s time-cumulative likelihood of target detection if it was to be deployed at time \(t_{sj}\) at Agent \(i\)’s position, and the maximum time-cumulative likelihood of target detection achievable if Sensor \(j\) was to be deployed at the ideal deployment position in the same direction at time \(t_{sj}\):

\[
\phi(t_{sj}, i) = \frac{\rho_c(x_{ri}, t_{sj}, t_{\text{end}})}{\rho_c(x_{sj}, t_{sj}, t_{\text{end}})}.
\]

(19)

The second term in (18), \(S(t_{sj}, i)\), is a spatial metric that considers how spread out the next planned sensor deployment will be relative to any previously planned sensor deployments. This results in an overall increase spread of sensors throughout the search area. Maximizing spread diversifies sensor deployment locations and, thus, covers a larger number of possible target motions. This term is the ratio that quantifies how far the considered sensor deployment is from all previously planned sensor deployments:

\[
S(t_{sj}, i) = \frac{\min |d(x_{sv}, x_{s}(t_{sj}))|}{d_{\text{largest}}(t_{sj})}.
\]

(20)
Above, \( d\left( x_{sw}, x_i(t_s) \right) \) is the Euclidean distance between the sensor position \( x_{sw} \) of an already planned sensor deployment \( w \), and the position \( x_i(t_s) \) of Agent \( i \), which is being considered for sensor deployment at time \( t_s \). The numerator, then, is the distance between a deployment position under consideration and the nearest already planned sensor deployment. In the denominator, the term \( d_{\text{largest}} \) takes on the value of the greatest \( \min \left| d\left( x_{sw}, x_i(t_s) \right) \right| \) evaluated up to the considered deployment of Sensor \( j \).

Therefore, for each deployment time, Agent \( i^*_j \) that maximizes \( Q \) is selected to deploy Sensor \( j \):

\[
 i^*_j = \arg \max_i Q(t_s, i). \tag{21}
\]

It should be noted that the probabilistic component \( q \) and spatial spread component \( S \) approximate \( e_p \) and \( e_a \) respectively in \( \Psi(N_s) \). Maximizing \( q \) will tend to reduce \( e_p \), while maximizing \( S \) will tend to reduce \( e_a \). The difference between maximizing sensor deployment quality \( Q \), and minimizing cumulative sensor network deployment error \( \Psi(N_s) \), is that \( Q \) quantifies the quality of a single sensor deployment at a single deployment time \( t_s \), while \( \Psi(N_s) \) considers the error associated with the complete static-sensor network deployment (i.e., for the entire sensor network). One may also note that the selection of agents is not constrained by a fixed inventory of sensors on each agent at this point. Namely, after the search is planned and prior to starting its search, each agent will be loaded with the exact number of sensors it is planned to deploy.

In order to minimize \( \Psi(N_s) \), the proposed heuristic algorithm is iterated for as many times as allowable during WiSAR planning, Figure 9. This allows for the evaluation of many possible deployment plans to find a near-optimal solution. This approach is taken as there is often a limited amount of time available to plan a search (i.e., planning with a deadline) and a heuristic approach cannot guarantee a globally optimal sensor network. The generation of a random set of deployment times is proposed at each iteration since it will allow the heuristic to explore a wider range of the solution space. The solution with the smallest value of \( \Psi(N_s) \) is kept as the best-found sensor deployment plan that should be implemented during execution.

Figure 10 presents a simple example of a sensor network consisting of 15 sensors planned on the same three mobile agent trajectories shown in Figure 3. The algorithm was executed with a stopping criterion of 300 iterations to generate the sensor network shown.
3.2. Re-Planning

The above detailed hybrid search-planning process may need to be re-initiated when new target-motion information becomes available during the search. Information could be discovered, for example, in the form of clues left behind by the target (e.g., clothing, footprints, etc.). These clues can be found by agents as they search the region of interest. Re-planning follows the same process as the initial planning. Namely, optimal agent trajectories are re-planned first, followed by sensor-network deployment re-planning around the new clue position, all starting from the point at which the clue was found. One may note that, while a clue could give some indication of the target’s travel direction since leaving the LKP, it must not be used to bias search planning to favor any direction. The target, since leaving the LKP, could have changed its heading for any number of reasons. The target could have, for example, dropped the clue after it realized it was lost and was heading back to the LKP. The proposed method, thus, continues to consider all possible directions as being equally likely travel directions for the target in search re-planning.

Re-planning of agent trajectories first requires each agent to reach its assigned iso-probability curve in the shortest travel time, \( t_{\text{travel}} \), possible. As such, agents are re-assigned to re-planned iso-probability curves to minimize the (maximum) overall travel time, so that all agents are re-deployed as soon as possible. This agent-to-curve re-assignment problem can be formulated as a Linear Bottleneck Assignment Problem (LBAP) and solved efficiently in polynomial time using a threshold algorithm given in reference [61], as was done in previous work [4]. After the re-assignment is complete, agent trajectories are planned to first intercept their new iso-probability curves in the shortest amount of time. Then, agent trajectory planning continues with the planning of optimal search trajectories as described in Section 3.1.1. Namely, trajectories are planned for agents to remain on their assigned iso-probability curves as the curves propagate.

Following trajectory re-planning is sensor-network deployment re-planning. Namely, determining when and where the remaining (undeployed) sensors will be placed along the re-planned agent trajectories. The new static-sensor network is planned as described in Section 3.1.2, with the additional constraint that the sensor supply of individual agents is limited. Namely, since agents cannot return to a central location to restock or transfer sensors between them, they have a fixed number of (undeployed) sensors on them when re-planning occurs. As such, a capacity constraint must be placed on each agent such that it will not be planned to deploy more sensors than it has available for deployment. This capacity constraint was not present in initial planning since it was assumed that any number of sensors could be loaded onto any agent.

If a chronological deployment time sequence is always used in the sensor-deployment-planning algorithm, the agents with fewer sensors will be unable to deploy sensors later in the search. In order to alleviate this problem resulting from the capacity constraint, the order of deployment times considered for agent selection is randomized in subsequent iterations of the construction algorithm.

Finally, re-planning differs from initial planning in that additional consideration is given to the set of already deployed sensors. A subset of the sensors that were deployed prior to re-planning are considered when computing \( Q \). Namely, the positions of some already deployed sensors are taken into consideration during sensor-network re-planning since ignoring them may cause redundant coverage of the search area. The sensors that could provide redundant coverage are defined to be those within the region where sensors could be redeployed.

4. Simulated Search Examples

The hybrid search-planning method proposed in this paper was validated via multiple simulated WiSAR search scenarios.

4.1. Example 1: Target Search

In this example, the target’s walking speed of 0.22 m/s was sampled from a normal distribution for the pertinent demographic group according to \( (\mu = 0.24 \text{ m/s}, \sigma = 0.08 \text{ m/s}) \). The motion model
also involved the target wandering up to a maximum degree of $\sigma_b = \pi /3$ rad, while maintaining a given heading up to a maximum distance of $d_m = 100$ m.

A total of ten mobile agents and 135 static sensors were made available for the search. Each static sensor had a sensing range of 10 m, while the agents all had a sensing range of 5 m. The agents were capable of moving at a speed of 2.4 m/s.

Following the notification of the missing target, the search started at $t_{\text{start}} = 3,600$ s, with all agents being at the LKP. The last static sensor was deployed at $t_{\text{last}} = t_{s135} = 10,800$ s, with the overall end of search time being $t_{\text{end}} = 12,600$ s.

Figure 11 illustrates the complete initial plan of optimal agent trajectories and the static-sensor network. Figure 12, in turn, shows the end of the search, with the target (green ×) being successfully located by Agent #4 at (−497 m, 1,404 m) at time $t = 10,140$ s. In this figure, the target path traveled is shown by a magenta-colored line, originating from the LKP (black ×). The positions of 118 already deployed sensors (blue dots) and current agent positions (black squares) are also indicated.

Figure 11. Initial plan of agent trajectories and static sensor network for Example 1.

Figure 12. End of search for scenario in Example 1.
4.2. Example 2: Target Search with Re-Planning

In this example, the same target motion model, search environment, and search time parameters that were in Example 1 are utilized. The target walking speed was 0.20 m/s for this experiment.

Search resources provided included ten mobile agents and 90 static sensors. Each static sensor had a sensing radius of 20 m, and each agent had a sensing radius of 10 m. All agents were assumed to travel at a constant speed of 2.4 m/s.

Figure 13 presents the complete initial plan of optimal agent trajectories and the static sensor network. Figure 14, in turn, shows a snapshot of the search, where Agent #2 has found a clue that was dropped by the target at (-178 m, -960 m) (cyan ×) at time $t = 7503$ s. At this point of time, 39 sensors have already been deployed (blue dots).

The discovery of the clue, as shown in Figure 14, triggers re-planning of the search. The resulting re-planned agent trajectories and remaining sensor deployments are shown in Figure 15. Figure 16, in turn, shows the end of the search with the target being successfully located (green ×) at (-333 m, -1280 m) by Sensor #36 at time $t = 9577$ s. A total of 68 static sensors have been deployed by this time.

---

Figure 13. Initial plan of agent trajectories and static sensor network for Example 2.

Figure 14. Discovery of a clue in Experiment 2.
5. Comparative Study

The search-planning approach proposed in this paper was compared to the sensor-centric WiSAR search-planning method outlined in reference [62]. In reference [62], the motion trajectories of a team of multiple agents were planned to carry out the scheduled deployment of an optimal static-sensor network while allowing the agents to be on the look-out for the target as they were moving from one deployment position to another. Namely, in this approach, the (global) unconstrained optimal sensor network is planned first. Agent motions are, then, planned with the primary objective of deploying the sensors according to the set optimal schedule.

As will be shown below through extensive experiments, it is hypothesized here that, although in certain search scenarios, the two hybrid approaches would perform comparably, in cases where the sensors could not be deployed at their (global) optimal times and positions, as dictated by
reference [62], due to few available agents, the agent-centric approach proposed herein would perform significantly better than the sensor-centric approach detailed in reference [62]. Since it would be difficult to predict ahead of time which approach the user should select in a real WiSAR scenario, our recommendation is that prior to the start of a search for a lost person, both approaches be simulated in parallel and the hybrid plan produced by the method with the greater potential to succeed quickly be chosen for implementation.

5.1. Two Comparative Experiments

As an example of how the proposed agent-centric and alternative sensor-centric approach can be compared, the result of using a search plan generated by the sensor-centric method on the two search examples in Section 4 are presented herein. In Example 1, detailed in Section 4.1, the target was found at (−605 m, 1,420 m) at time \( t = 10,798 \) s by Agent #5. This outcome, as expected, although slightly worse, is comparable to the one obtained through the method described in this paper, i.e., \( t = 10,140 \) s.

Similarly, Example 2 detailed in Section 4.2. was also addressed using the sensor-centric method. In this case, the target was found at (−462 m, −1,400 m) at time \( t = 10,641 \) s by Sensor #82. This outcome, as expected, although worse, is still comparable to the one obtained through the method described in this paper, i.e., \( t = 9577 \) s.

5.2. Large Sets of Simulations

In order to compare the proposed agent-centric method with the alternative sensor-centric method, numerous simulated searches were run for each search scenario and performance metrics were computed from the results obtained. Namely, in the experiments examined in this sub-section, 1,000 different target motions were simulated for each scenario and the number of targets found (out of 1,000) by the search planned by each method was examined for making a comparison. Targets were assumed to be found if they passed within the sensing radius of a sensor or an agent. The primary focus of these experiments was to investigate the impact of various agent-to-sensor combinations on the search success of our method versus the one proposed in [62]. The search success rate for a given search scenario was selected as the metric of scrutiny because it most accurately represents the true concern at hand (i.e., the probability of finding the target, in a real-life mobile-target search scenario).

In the search scenarios simulated, demographics information was used to infer normally-distributed target walking speeds \((\mu = 0.24 \text{ m/s}, \sigma = 0.08 \text{ m/s})\). A target motion model, previously described in Section 2.1, with angular heading deviations of \( \sigma_\theta = \pi/3 \text{ rad} \), and \( d_m = 100 \text{ m} \), was assumed. Target-motion simulation, then, consisted generating a path and simulating the target following this path using a walking speed sampled from the aforementioned target walking speed distribution.

Each search began at \( t_{\text{start}} = 3,600 \) s after the target was known to be at the LKP and was planned to continue until \( t_{\text{end}} = 53,000 \) s, with the latest static sensor deployment at \( t_{\text{last}} = 10,800 \) s. A search was considered successful if the target was found by a static sensor or a mobile agent before \( t_{\text{end}} \).

Table 1 shows the results of the experiments where the static sensors had a sensing radius of 15 m and the mobile agents had a sensing radius of 3 m.

As can be noted from Table 1, in cases where the sensors could not be deployed at their (global) optimal times and positions, as dictated by [62], due to few available agents, the proposed agent-centric method performed significantly better (with 98.9% and 99.9% confidence by confidence interval analysis) than the sensor-centric approach—last two rows of the table. Namely, a large gap in detection rate performance is attributable to multiple extremely late sensor deployments, as determined by reference [62]. Moreover, a “snowball effect” was observed where one late sensor deployment led to further and increasingly other late sensor deployments. Unlike the method proposed in reference [62], the approach presented in this paper is robust to low agent-sensor ratios.
due to the trajectory-constraints sensor deployments are subject to. It should be noted that both hybrid methods performed significantly better when static sensors were present than when they were not. Namely, both methods found 216 and 46 targets, with 10 and 2 agents, respectively. One may note that the hybrid methods performed identically when no static-sensors are present as they both reduce to the method presented in references [4,20,21].

Table 1. Target-detection Comparison—1,000 Trials.

<table>
<thead>
<tr>
<th># of Agents</th>
<th># of Sensors</th>
<th># of Targets Found by Proposed Method</th>
<th># of Targets Found by Method in [62]</th>
<th>Improvement over [62] (%)</th>
<th>Significance Confidence (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>45</td>
<td>352</td>
<td>325</td>
<td>8</td>
<td>63.3</td>
</tr>
<tr>
<td>2</td>
<td>45</td>
<td>183</td>
<td>125</td>
<td>46</td>
<td>98.9</td>
</tr>
<tr>
<td>2</td>
<td>90</td>
<td>278</td>
<td>128</td>
<td>117</td>
<td>99.9</td>
</tr>
</tbody>
</table>

6. Conclusions

This paper proposes a novel hybrid-search planning strategy where autonomous mobile search agents are supported by a static-sensor network. The agent trajectories are planned first, to maximize the likelihood of target detection. The planning of static-sensor deployments, constrained to the already planned agent trajectories, then follows.

The strategy is novel in that the mobile agents deploy static sensors without deviating from their optimal search trajectories. The trajectory-constrained sensor network is planned to maximize the likelihood of target detection, while maintaining temporal and directional unbiasedness in target motion over the course of the search. The proposed planning method utilizes an objective function quantifying the error between the considered and ideal static sensor-network deployment plan to optimize sensor deployments. A strong correlation was established between this error metric and actual sensor-network search performance. Planning of the sensor network was done via an iterative heuristic-based algorithmic approach with randomly initialized deployment times to efficiently minimize the error metric. The proposed method was validated via simulated WiSAR experiments.

Simulations were also used to compare the search performance with the proposed hybrid search method and that of a sensor-centric hybrid planning approach (where sensor deployment planning occurs prior to mobile agent trajectory planning). Results of the simulations showed that the proposed hybrid method outperforms the sensor-centric method in reference [62] when the optimal sensor network is not realizable. As such, it is suggested that the proposed agent-centric and the sensor-centric method be run in parallel and their results evaluated through simulation when choosing a search plan in an actual WiSAR scenario.

The search strategy presented in this work is not limited to WiSAR and can be applied to any general mobile-target search problem, assuming target-motion model and target-location likelihood information are provided or can be estimated. While this paper proposes an iterative heuristic algorithmic model to minimize sensor network deployment error, future work could include an investigation of more efficient optimization methods that yield trajectory-constrained sensor networks with better search performance.
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