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Abstract:

Formative assessment is critical in providing students the opportunity to self-assess their content knowledge and providing data to inform instructional decisions. It also provides students with information about course expectations. If, as called for in numerous science instruction reform efforts, we expect students to be able to apply their chemistry knowledge to analyze data and construct coherent explanations, then not only must summative assessments include items that require this of students, but students must also be provided with frequent and ongoing opportunities to individually practice this difficult task and receive feedback. Although online homework systems can be quite effective at providing students with feedback regarding their mastery of basic skills, it is typically less useful in providing meaningful feedback on constructed student explanations. This study examined the impact of providing students with frequent out-of-class formative assessment activities initiated by text messages. Student responses were then used to facilitate in-class instruction. Increased student participation in these formative assessment tasks correlated positively with success on exams even after accounting for student prior knowledge. There was also evidence that students increased their ability to construct complete explanation over the course of the semester. All results were consistent across two different institutions and three instructors.
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Introduction

Promoting and assessing deep, connected understanding of chemistry concepts requires students to meaningfully engage with the content to assess their knowledge. Yet, research indicates that the types of activities that students most frequently engage with outside of class, such as rereading notes or the text or highlighting, are not supportive of such self-assessment and have minimal effect on student outcomes. In general chemistry, homework, often online, is frequently used as a mechanism to get students to engage with the material outside of class. Though homework can certainly provide a means of self-assessment, typical homework problems that require students to do a calculation or predict the product of a reaction are frequently completed by students following their notes or textbook or using a heuristic, which may get them the correct answer without fully understanding the tested concept. Meaningfully assessing their own understanding of core chemistry concepts requires more of students. It requires them to analyze data, support claims with evidence, and provide particle level, causal-mechanistic reasoning for macroscopic phenomena. To learn to think and reason in this way requires students to consistently engage in formative assessments that focus on these process and provide students with constructive feedback from peers and instructors, not just before or on an exam, but throughout their course.

Providing opportunities for students to engage with meaningful formative assessments is difficult, especially in larger enrollment classes. These types of assessments are typically challenging for students and effectively engaging with them requires a substantial amount of time, with some students requiring more time to grapple with them than others. This makes them less than ideal as in-class activities. However, most online homework systems are not structured to grade or provide meaningful feedback for these kinds of questions since they cannot be encapsulated fully in multiple choice or numerical answer questions. We have previously described a method for using a combination of a free text messaging system and Google Forms to engage students in these types of formative assessments out of class. This paper describes a study that examines the abilities of students to answer these types of formative assessment questions as well as the relationship between students’ regular participation in engaging with such formative assessments and their course outcomes.

Student Study Strategies and Self-Assessment

Self-assessment is defined as a process by which learners monitor and evaluate the quality of behavior and thinking when learning and identify strategies that improve their understanding and skills. Self-assessment is a critical component of metacognition and self-regulated learning, both of which are positively associated with greater student persistence and higher grades. Unfortunately, many students do not know how to
effectively assess their own understanding. This is evidenced by the fact that the study strategies most commonly employed by students (rereading notes or text and highlighting) are those that provide minimal opportunities for self-assessment and have been shown to have little or no impact on student outcomes.\(^1\) This is perhaps not surprising given that for most of our students, these are the strategies that worked for them in high school\(^9\) and how easy it is for us as learners to mislead ourselves regarding whether learning has been achieved.\(^10\) Consider, for example, in studying for a test, a student reads something and because it looks familiar decides that they do not need to further study it, only to find out on a test when the information is not directly in front of them, they do not really know that concept. Further, though homework has been consistently shown to have positive correlations with course performance, particularly in the case of online homework that is frequently used in large general chemistry courses, multiple attempts at similar questions, low penalties for incorrect attempts, and immediate feedback have been shown to promote student focus on surface problem features rather than the concepts being addressed and can promote the use of guess and check approaches which reduces student use of metacognitive strategies.\(^11\) Additionally, most online homework systems rely heavily on more traditional homework questions that focus on isolated skills and facts, which are important, but do not encompass the entirety of what we want students to be able to do.

Further, what people tend to believe about activities that are and are not effective for learning are often at odds with the research data.\(^10\) For example, many students believe that rereading is superior to testing, and students often view testing as a means to evaluate their learning rather than as opportunities to enhance it. Students also tend to view massed practice, where they practice a lot of the same thing at one time, as more beneficial than spaced practice. Hence the prevalence of waiting to study until just before an exam. Moreover, though students often view errors and mistakes as something to be avoided, research shows that making errors is often essential for efficient learning. Students frequently believe that being presented with the correct method or answer prior to studying or performing is more beneficial;\(^12\) however, research shows that trying to predict first, even unsuccessfully, can enhance learning.\(^13\)

Finally, there are numerous factors that impact students’ use of study strategies. In examining how and why STEM students choose to use certain study strategies Hora & Oleson found that student use of high-impact study strategies was influenced by a variety of factors including student knowledge of these strategies, time to implement them, and resources required to study in this manner.\(^14\) Further, they found that studying is not just using strategies but also involves cues, largely instructor driven, about when to study, timing of the studying, and identification of which resources to use and what strategies to use. Most important to our work is that students look to instructor driven cues regarding when and
what to study. Accordingly, if we want students to engage in systematic and frequent self-assessment that moves beyond just focusing on skills or isolated facts, we must provide opportunities and incentives within our course structure for them to do so, not just before an exam, but throughout the course. Such opportunities need to move beyond traditional homework questions found at the back of most textbooks or in online homework systems and require students to use and apply their knowledge to do more challenging things such as analyze data, support claims with evidence, and provide particle level, causal-mechanistic reasoning for macroscopic phenomena. There must also be opportunities for obtaining feedback in order to reflect on and identify strategies to improve their learning. One mechanism for this is effective formative assessment.

Formative Assessment

Formative assessment involves the use of learning tasks that can elicit evidence about student learning and the use of such evidence by teachers and learners to make data-driven decisions about the next steps in instruction. Effective formative assessment tasks are thought to improve student learning through five key strategies:

1. Clarifying learning expectations for students
2. Eliciting evidence of student understanding to guide instructor decision making
3. Providing feedback to move the learning forward
4. Activating students as peer resources
5. Activating students’ ownership of learning

Given the focus on eliciting evidence of student understanding, using that evidence to provide feedback to the instructor and learners regarding what steps should be taken next, and empowering students to manage and regulate their own their learning, it is not surprising that the use of effective formative assessment improves learning for students. However, another key factor influencing the impact of formative assessment is gaining student buy-in. Work by Brazeal & Couch showed that higher student buy-in on pre and post class forms of formative assessment predicted better performance on course exams and overall course grades. This makes sense as reaping the benefits of formative assessment methods, students must meaningfully engage with them. More importantly, Brazeal and Couch identified factors that predict higher student buy-in. Specifically, greater student buy-in was associated with the use of relevant and challenging formative assessment questions and the frequent
discussion of such questions. Further, course section was also found to be a predictor of student buy-in towards formative assessment suggesting that implementation affects how students perceive formative assessment.\textsuperscript{18} Based on their findings, Brazeal and Couch suggest the following as means for fostering student buy-in towards formative assessment:

1. Make questions relevant and challenging
2. Encourage student discussion of formative assessment questions
3. Empower student ownership of learning through opportunities both in and outside of class for students to reflect on understanding, confusion, and study habits

\textbf{Theoretical Framework}

The design of the formative assessment system and study described in this paper is underpinned by constructivism, a theory of learning in which the learner constructs understanding from their experiences, either individually or in groups.\textsuperscript{19,20} Studies examining the use of student-centered instructional approaches in the classroom, where students engage in experiences through which they can construct knowledge, have overwhelmingly indicated that such instructional approaches can improve student learning during lecture courses.\textsuperscript{21} However, it is equally important to consider the role of the learner and how they engage with the content outside of the classroom.

As described above, the psychology and education literature has clearly identified more and less effective study strategies employed by students.\textsuperscript{1,22–24} From a constructivist perspective, it makes sense that study strategies that support self-assessment (such as practice testing and distributed practice) have the greatest impacts on student outcomes as self-monitoring of learning and thinking is an important part of knowledge construction.\textsuperscript{25} Knowledge is transferred to and stored in long-term memory through making connections to other knowledge. Retrieving knowledge in different situations, such as though testing or distributed practice, causes it to be reorganized and connected to more pieces of knowledge in long-term memory, making it easier for learners to retrieve and apply to different situations.\textsuperscript{10} Thus, a formative assessment method that prompts students to consistently and regularly apply their chemistry knowledge to construct explanations of phenomena outside of class,
followed by collaboratively reflecting on, correcting, and improving student responses in class, should support student self-assessment and
knowledge construction.

Research also indicates that students do not always use the same study strategies, but rather that the strategies they choose to use are
influenced by a number of factors including the structure and expectations of the course.26,27 This suggests that we should also consider learning
from a situated cognition perspective which views the context in which the knowledge is constructed as an integral part of the learning.28 Thus, if
we want students to employ more effective study strategies outside of the classroom, then we need to structure our courses in such a way to
integrate and value those types of experiences by dedicating time, attention, and priority to them. Accordingly, formative assessment will be most
effective if it is integral to the course and aligned with summative assessments.

Research Questions

The goal of our intervention was to use the technology that students most frequently interact with, their phones, to engage students in the types of
meaningful formative assessment questions that the literature has linked to self-assessment, student buy-in, and greater conceptual
understanding.1,3,18,29 Ultimately the intent is to improve student understanding of core chemistry concepts and performance in our general
chemistry courses. Thus, this research study sought to answer three key research questions:

- How do students perform on these formative assessment questions?
- How does student participation with these types of questions relate to their exam performance?
- How does the quality of student explanations change over the course of a semester?

Methods

Question Development
To develop the relevant and challenging questions that elicit evidence of student understanding and are foundational for student self-assessment and effective formative assessment, we used a framework of three-dimensional (3D) learning. This framework for learning and assessment aims to interweave content with science practices and cross cutting concepts and is described in detail in the *Framework for K-12 Education*[^10] and the *Next Generation Science Standards*.[^31] Several descriptions of how this framework has been applied to the development of college chemistry curricula[^32,33] and the development of assessment items[^34] have been published. Based on this framework, we developed a series of questions for a first semester general chemistry course that provided students with an initial phenomena or context to explain, explore, or evaluate. For calculation-based questions, students were asked to perform a calculation and then interpret or make a prediction based on their calculation. For non-calculation questions, students would make a claim or prediction and identify the evidence upon which they based their claim/prediction. Both styles of question would then require the students to provide an explanation or rationale. These explanatory response prompts frequently contained guidance for student answers (e.g. “Your answer should link energy required to break a bond, the type of radiation, and what sunscreen protects us from.”) designed to promote explanations that included causal mechanistic reasoning.[^35] See figure 1 for an example of each question type.

<table>
<thead>
<tr>
<th>Calculation Based Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>Isomers are molecules that contain the same atoms, but the atoms are connected differently. The reaction shows an isomerization process, ethanol rearranges to form dimethyl ether. Using the bond energies provided, calculate ΔH for this process.</td>
</tr>
<tr>
<td><img src="https://example.com/ethanol_dimethyl_ether.png" alt="Chemical Structures" /></td>
</tr>
<tr>
<td>Ethanol</td>
</tr>
<tr>
<td>Consider the following reaction of N₂O₄ going to 2NO₂. What can you say about the energy change?</td>
</tr>
<tr>
<td><img src="https://example.com/n2o4_no2.png" alt="Chemical Structures" /></td>
</tr>
<tr>
<td>A. Exothermic</td>
</tr>
</tbody>
</table>

[^30]: Framework for K-12 Education
[^31]: Next Generation Science Standards
[^32]: Descriptions of how this framework has been applied to college chemistry curricula
[^33]: Descriptions of how the framework has been applied to college chemistry curricula
[^34]: Descriptions of assessment items developed with this framework
[^35]: Explanatory response prompts to promote causal mechanistic reasoning
<table>
<thead>
<tr>
<th>Bond energies (kJ/mol)</th>
<th>B. Endothermic</th>
</tr>
</thead>
<tbody>
<tr>
<td>C-H 414</td>
<td>What about the reaction supports your decision? In other words, what reasoning did you use to determine your answer?</td>
</tr>
<tr>
<td>C-O 350</td>
<td></td>
</tr>
<tr>
<td>C-C 345</td>
<td></td>
</tr>
<tr>
<td>O-H 464</td>
<td></td>
</tr>
<tr>
<td>Which isomer is more stable?</td>
<td></td>
</tr>
<tr>
<td>A. Ethanol</td>
<td></td>
</tr>
<tr>
<td>B. Dimethyl Ether</td>
<td></td>
</tr>
<tr>
<td>How did you decide on your answer to the question above?</td>
<td></td>
</tr>
</tbody>
</table>

**Figure 1.** Examples of calculation and non-calculation based questions administered using the Remind Assessment System

**Intervention**

To foster student engagement with these questions as a method of self and formative assessment, we used the “Remind Assessment System”, the design of which is outlined in Figure 2. Questions, like the ones shown in Figure 1 were each entered into a Google form. Students received 1-3 text messages per week sent using Remind, each containing a link to a Google form question. Each question related to material that was covered in the previous class period and was due prior to the beginning of the next class period. Therefore, students generally had between 16-48 hours to complete the question. As the purpose of these questions was to be formative, student answers were not graded for correctness, rather students were given credit for meaningfully attempting the question. Prior to class, instructors reviewed student responses, examining both the quantitative results and identifying patterns in the student written responses. This information would then be used to inform instruction for the beginning of the next class. Often this would involve students working in small groups comparing, evaluating, and critiquing sample student explanations to identify incorrect ideas and develop a high-quality explanation. A more detailed explanation of the implementation of this intervention has been published previously. The alignment of this intervention with the key strategies of effective formative assessment and suggested means for promoting student buy-in toward formative assessment are illustrated in Figure 3.
Figure 2. Remind Assessment System Design

Figure 3. Alignment of texting formative assessment intervention characteristics with effective formative assessment practices and methods for fostering student buy-in

Data collection

This study was reviewed and approved as exempt by our Institutional Review Boards (GVSU Ref. No. 18-027-H; MSU x17-1192e). Participants were drawn from four different first semester general chemistry classes at two large, public institutions, taught by three different instructors (Table 1). Consent was requested from all students and responses for students who did not provide consent were not included in this study, though may
have been used for in-class instruction. Students who did not complete the Remind questions included in this study or did not complete the class were removed from the data set.

Table 1. Participants

<table>
<thead>
<tr>
<th>Institution</th>
<th>Instructor / number of classes</th>
<th>Number of consenting students</th>
<th>Lectures per week</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A / 2 classes</td>
<td>179</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>B / 1 class</td>
<td>69</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>C / 1 class</td>
<td>65</td>
<td>3</td>
</tr>
</tbody>
</table>

For one class at each institution we also used two common exam questions as a summative assessment to measure student ability to make a claim and support it with appropriate evidence and reasoning.

Data analysis

The percentage of Remind questions completed by each student (participation rate) were calculated. A set of nine questions that were used at both institutions and required students to provide answers that fit a claim-evidence-reasoning format were identified for more in-depth analysis. Two questions varied between their implementation at the two institutions. For the most part, questions were administered to all four classes at about the same time in the semester. However, one question, focused on the energy associated both breaking bonds (Figure 1), was given at institution 2 early in the semester and institution 1 late in the semester. A second question (bond energy) was given to only two classes (one at each institution).

To evaluate the quality of the student explanations to the nine common questions, a universal scoring rubric was developed. Students’ claim and the evidence/reasoning parts of their answers were scored separately. Claims were scored based on their accuracy (0 or 1). In the case where students used the results of a calculation to formulate a claim, the accuracy of their claim was based on their calculated value. For the evidence and reasoning portion, a three-point scale was employed. Students were given one point each for correctly (based on their claim)
identifying the key evidence used to make their claim and for providing correct reasoning to justify their claim. A third point could then be scored for accurately and explicitly linking their claim, evidence, and reasoning together. To ensure consistent coding for each question, using this general rubric, more specific expectations for evidence and reasoning were identified for each specific question. These criteria were then applied to a subset of responses (approximately 20% of total responses) by a single researcher. This coding was reviewed by at least one other researcher and responses which did not clearly fit into a single scoring category (about 10-20% of responses depending on the question) were then discussed within the research team and coding criteria were refined as needed. The same initial researcher then coded all the remaining responses using the finalized coding scheme. Any responses that did not clearly fall into the previously defined categories (generally fewer than 5% of responses) were then discussed by the research team to identify a final score. The general rubric criteria along with an example of specific question criteria, and sample student responses for each score are shown in Table 2 below. The specific question criteria and sample student responses provided in Table 2 correspond to the calculation-based question shown in Figure 1.

**Table 2. Criteria for Scoring Student Responses**

<table>
<thead>
<tr>
<th>Score</th>
<th>General Criteria</th>
<th>Specific Criteria</th>
<th>Sample Responses</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>No evidence or reasoning or evidence/reasoning that is not consistent with the claim</td>
<td><strong>Evidence:</strong> Energy put in or energy released</td>
<td>More of a stable Lewis structure.</td>
</tr>
<tr>
<td>1</td>
<td>Evidence or reasoning that is consistent with the claim OR the information provided/calculated</td>
<td><strong>Reasoning:</strong> If energy needs to be put in then the product is higher in energy than the reactant and is less stable. OR is more energy is required to break bonds in ethanol than form dimethyl ether then ethanol must have stronger bonds and be more stable.</td>
<td>More energy was released in products than used in reactants. The higher delta H is more stable. (Evidence only)</td>
</tr>
<tr>
<td>2</td>
<td>Evidence and reasoning that are consistent with the claim OR the information provided/calculated</td>
<td></td>
<td>The enthalpy value is positive, meaning you have to put energy in in order to change forms.</td>
</tr>
</tbody>
</table>
Specific criteria and sample student responses for calculation-based question shows in Figure 1

| 3 | All pieces are explicitly tied together | Must explicitly connect overall potential energy of molecules or relative bond strengths to enthalpy and stability. | When changing from ethanol to dimethyl ether the overall enthalpy is a positive value. Since it is a positive value, we know that the bond energies in dimethyl ether must be weaker than those in ethanol, meaning that ethanol is more stable. |

Student scores on mid-term exams were obtained from the instructors. Students were then categorized into one of three roughly equal sized groups based on their exam 2 and 3 average; high scorers (≥80/100), moderate scorers (70-80/100), or low scorers (<70/100). Rather than the final exam, an average of these two exams was deemed to be the best indicator of overall student course performance. At one institution the course shared a common final exam with all sections meaning that the exam did not accurately reflect the instructor’s expectation for students to provide complete explanations. At the other institution, some of the students were able to opt out of the standard final exam if their grade was sufficiently high at the end of the course which would have only provided a partial data set. Because the early portion of all classes focused heavily on what is typically expected as “prior knowledge”, exam 1 scores typically reflect a mix of college and high school experiences.

IBM SPSS Statistics 25 was used for statistical analysis of the data. Pearson correlations were used to test for all correlational relationships. Means were compared using ANOVAs. Linear regressions were used to predict the exam 2 and 3 average for students (course performance) based on a mix of scalar variables and dummy variables (to represent instructor or institution). Typically, variables were added stepwise until no further variance could be explained by the inclusion of more variables.

**Results and Discussion**

*Student Performance on Remind Questions*

In looking at our first research question (How do students perform on these types of formative assessment questions?) we found that student performance on individual questions varied considerably. This is perhaps not surprising as both the difficulty of content and the difficulty of questions vary throughout the semester. Examining just the claim portion of the questions, the percent of correct student answers ranged from 49
to 96% (Figure 4). This suggests that the students are doing quite well at answering questions for having just encountered the material the previous day in class. In all but one question, over half of the submitted claims were correct. The combined evidence and reasoning scores were not quite as impressive, with between 18% (stability) and 80% (Bond PE) of students providing both the evidence and reasoning consistent with their claim (score of 2 or 3) (Figure 4). The average evidence and reasoning score ranged from .71 to 2.10 (out of a possible score of 3). As shown in Figure 4, the percent of students able to provide both evidence and reasoning consistent with their claim is generally substantially lower than the percent of students able to provide a correct claim. This is not surprising given that the providing both evidence and reasoning requires a more in-depth understanding of the concepts. These results reaffirm the importance of incorporating these questions as formative assessment and using the results and student responses to initiate instruction in the subsequent class session to help students recognize and reflect on the gaps in their understanding and underscore expectation for providing causal reasoning.

![Bar chart showing percent of students making a correct claim or providing both evidence and reasoning consistent with their claim (score of 2 or 3) by question. Questions appear in the order they were assigned in class.](chart)

**Figure 4.** Percent of students making a correct claim or providing both evidence and reasoning consistent with their claim (score of 2 or 3) by question. Questions appear in the order they were assigned in class.

Though these patterns in student responses were evident regardless of instructor or institution, at the instructor or institution level some statistical differences for individual questions were noted. At institution 1, where both instructors worked from the same in-class materials and had equivalent rates of student participation, we see very few differences in student results. Only two questions show any statistically significant
difference between the two instructors, the reasoning scores on the electron transition (1.86 vs. 1.46, \( p = 0.037, \eta^2 = .025 \)) and electromagnetic radiation questions (1.64 vs. 1.24, \( p = 0.025, \eta^2 = .028 \)). Looking across institutions more differences arise. Although only one question shows a difference in students’ ability to correctly identifying a claim (Bond PE), half of the questions show statistical differences (Bond Breaking, e-transition, ion size, Bond Energies, and Stability) in the evidence and reasoning scores. However, this could be affected by the differences in timing of the questions relative to instruction or participation rates between the two institutions (see discussion in subsequent section). In general, we do not have enough information about specific student characteristics or differences in instruction prior to each question for the two different institutions to be able to meaningfully explain these differences.

*Calculations in questions*

In many courses, students are asked to complete calculations to demonstrate their understanding of content; however, it is well substantiated that many students are able to follow algorithmic processes to obtain correct answers without having a conceptual understanding of the concepts. Examining how students perform on our formative assessment questions that go beyond more traditional questions and requiring students to support their answer with an explanation (Research Question 1) supports these findings, but also highlights one additional potential concern which is students’ ability to interpret their calculations. For example, on one question students were asked, given the energy of an H-H bond, to calculate the frequency of light needed to break an H-H bond. They then had to use their calculated frequency and a figure of the electromagnetic (EM) spectrum to determine what type of EM radiation this corresponded to. Finally, students were asked to explain why it was important to use sunscreen, being told that their answers should link energy required to break a bond, the type of radiation, and what sunscreen protects us from. Of the submitted answers, 76% of the students provided a correct calculation; 70% of students could correctly identify the type of light that was consistent with their calculation (regardless of the accuracy of their calculation). However, only 44% (about half of those correctly completing the calculation) were able to provide correct evidence and reasoning to then support their claim (Figure 5). For a second question involving a calculation (stability), we observe a much lower level of success on the calculation though a similar ability to correctly interpret their calculation to make a claim. We again see that roughly half of the students able to correctly complete the calculation able to provide valid evidence and reasoning (Figure 5).
Participation

In order to address research question 2, “How does student participation with these types of questions relate to their exam performance?”, we analyzed the participation of the students. Overall, student participation rates across the two institutions and were statistically different via an ANOVA ($F_{1,312} = 5.268$, $p=.022$, $\eta^2 = .017$). Given the different class settings, this is not too surprising. The classes at the institution with the higher participation rate were a part of a residential college. Since the student received the message in the evening, students in the residential college were more likely to consistently be interacting with other students enrolled in the same class who would have received the same message. This close proximity of students likely resulted in the increase in participation. Figure 6 shows a definite relationship between students’ exam score grouping and participation rate across both institutions with higher scoring students completing more of the Remind questions. At institution 1, the Low scoring group participates at a statistically lower rate than the higher two groups, and at institution 2, the High scoring group participates at a statistically higher rate than the other two groups. At institution 1, there is no statistical difference between the two instructors. Across both institutions and all instructors, participation rate positively correlates with exam score ($r =.482$, $p <.001$). This, however, could be the result of better students being the ones who are more likely to complete the expected tasks rather than a causal relationship. Hence, in order to try to control for the academic ability of each students, we can employ a linear regression.

**Figure 5.** Student performance on calculation questions
Figure 6. Relationships between participation on Remind questions (as percent of total Remind questions asked) and exam score (based on low, moderate, or high grouping)

Linear regressions provide the opportunity to understand the influence of student participation in completing Remind questions on course performance after accounting for differences in students’ academic ability. We opted to use the exam 2 and 3 average to represent the students’ overall performance in the course and students’ exam 1 score to account for students’ prior knowledge and baseline academic abilities. A linear regression using just exam 1 score predicts 44% of the variance in exam 2 and 3 averages. Adding in dummy variables to represent the instructors (which would account for differences in exam difficulty or averages) explains another 2% of the variance. If we then add in the total participation, it explains an addition 8% for a total of 54% of the exam 2/3 average explained. This suggests that the participation rate provides information that extends beyond simply the students’ academic abilities and instructor (which should be captured in the first two variables). This likely represents a combination of enhanced learning through the engagement with this version of formative assessment, motivation and effort toward the class, or other personal attributes.
Quality of Student Explanations

Examining how the quality of student explanations change over the course of the semester (research question 3) is challenging given that the difficulty of the content generally increases as the course progresses. However, there are two ways in which we tried to address this question. First, there was one question that focused on the energy associated with breaking bonds (see Figure 1 non-calculation based) that was administered at two different times during the course. At institution 2, this question was asked very early in the course; at institution 1 it was asked toward the end of the course. Given that for questions given at both institutions at approximately the same time during the course resulted in very similar types of student explanations, this question provides the ability to see how student responses change over time. Statistically there was a small improvement in the score of the students completing the question later in the semester (1.90 vs. 1.61, p = .020, $\eta^2 = .022$). Though not statistically significant, we also see an increase (from 7% to 15%) in students earning a maximum score of 3, by noting both that a bond was broken and that no bonds were formed. This suggests that some students are recognizing the need to provide more complete answers to these formative assessment questions.

The second way to address research question 3 is to look at the quality of student responses on exam questions at the end of the course. The exams in each of the courses involved reinforced the need for students to develop their ability to provide explanations of content by including similar questions on the exams. This provided effective alignment between the formative and summative assessment tasks which encouraged student by-in to the formative assessment activities. An independent rater evaluated each of the mid-term course exams using the 3D-LAP to determine the percent of points allocated to these types of tasks which involve science practices (including explanation), core chemistry ideas, and cross-cutting concepts. Though the percentage of points allocated to 3D questions varied by exam and instructor, the average percent of exam points allocated to 3D questions were similar (A: 49%; B: 34%; C: 54%).

On the exams of two sections (one at each institution) we included questions that required students to provide a claim, evidence, and reasoning. One question (Figure 7) focused on intermolecular forces (IMFs) and how they could be used to predict relative boiling points of compounds. This question was selected because students struggle with correctly identifying IMFs as occurring between molecules and struggle with predicting relative boiling points. Further, as students try to accomplish these tasks, they often rely upon heuristics rather than underlying conceptual understanding. On exams at both institutions, 90% of students drew and labeled the IMFs as between two different molecules.
Cooper et al. previously reported that a majority of second semester general chemistry students (60%) at a large research institute who generally score in the 75th percentile on the ACS general chemistry exam identified IMFs as existing within a molecule rather than between molecules. Thus, our students appear to have a strong grasp of the concept of IMFs. More importantly, 85% of students (at both institutions) correctly predicted methanol to have the higher boiling point and identified the presence of H-bonding between the methanol molecules and indicated that this stronger IMF was why it had a higher boiling point. Of those students, 3/4 (65% of total students) provided what we viewed as a fully complete answer which also added that the stronger IMF required more energy to disrupt and thus a higher temperature was needed. A study by Kararo et al. using a very similar question with students at a large research institution using a transformed chemistry curriculum found that while 64% of students could correctly identify ethanol (as compared to dimethyl ether) as having the higher boiling point, only 15% of those students gave complete answers that included H-bonding, relative strength of IMF, and energy. The fact that such a large percentage of our students provided such complete answers we view as evidence that the repeated practice on the formative assessments had a positive impact on the students’ approach to providing more complete explanatory reasoning. Further, at institution 2 (where participation in the Remind questions was more variable) we see a correlation of .63 between students’ total participation on Remind questions and score on this exam question. This is supportive of the idea that engagement with these formative assessment questions helps practice these explanatory skills.

Methanal (CH₂O) and methanol (CH₃OH) are both common substances.

A. Draw the Lewis structure for methanal and methanol
B. Consider a liquid sample of each substance, identify all the types of intermolecular forces that would be present in each sample (given options)
C. Draw two molecules of CH₂O and then CH₃OH showing how the strongest type of intermolecular forces act between the molecules. Be sure to label the IMFs.
D. Identify which substance you would predict to have the higher boiling point.
E. Explain why this compound would have the higher boiling point. Be sure to use concepts of force and energy in your explanation.

Figure 7. Exam question requiring explanation Limitations
Although this study was conducted at two different institutions, both are geographically similar and draw heavily from the same high school student population with both schools having relatively challenging standards for admission. Further, the formative assessment intervention used in this study was implement by instructors who have experience and value the development and use of 3D assessments. This meant that the summative assessments very explicitly included questions with 3D components which helped to align student expectations and build buy-in. Additionally, though students responded to the formative assessment tasks outside of class, student answers were integral to the advancement of the classroom instruction as students regularly discussed and evaluated submitted answers. Thus, careful consideration must be taken in generalizing these results to more diverse student populations or classes where formative assessment is not an integral part of the course design or well aligned with summative assessment measures. It should also be recognized that these results focus on the class averages and the data does not allow us to make conclusions about how individual students or sub-populations of students may be impacted.

Conclusions
The results of this study indicate that students are quite successful at being able to make correct claims to questions that require them to apply their chemistry content knowledge, but that they have lower levels of success when required to provide evidence and reasoning to support their claims. This is especially true when students must first complete a calculation. As we have shown, practice at creating explanations can be achieved through student participation in regular and frequent formative assessment tasks designed around providing such experiences, and such practice correlates positively with student exam scores even after accounting for students’ prior knowledge and academic ability. As today’s students are more apt to respond to text messages than email, using a system such as the one described here provides a means to easily engage students in such regular and frequent formative assessment tasks. Further, using such tasks consistently throughout the course shows evidence of helping students increase the quality of their explanations of phenomena using chemistry concepts. As a result, we see quite high levels of success on summative assessment which include a mixture of questions that require students to provide these types of explanations in addition to more traditional skill or calculation focused questions. These results are consistently observed across three instructors at two different institutions.
Implications for Research, Practice and Learning

If our ultimate goal for instruction is for our students to be able to use their chemistry knowledge to construct coherent explanations, then not only must we assess this explicitly, but it is also incumbent upon instructors to provide students with the requisite practice needed to be successful in this difficult task. As we have shown, this practice can be achieved through student participation in regular and frequent formative assessment tasks designed around providing such experiences, and that such practice correlates positively with student exam scores even after accounting for students’ prior knowledge and academic ability. While we assert that this formative assessment should be ongoing through the course, in this study students completed only 1-3 questions per week through the entire semester. This suggests that such formative assessment does not need to be overly onerous for instructors or students. A further area of study could examine the how the frequency and spacing of such tasks impacts student performance. Additionally, at this point, the results are only reported at the class level, so we have no ability to identify if the impact is even for all students, or if this approach has differential impacts. For example, it may be that students’ confidence in their answer plays a critical role, since errors, particularly those made with high confidence, appear to provide opportunities for learning since feedback regarding errors is much more effective when made following errors made with high confidence vs. those made with low confidence.46–49

We also assert that the integration of these formative assessment tasks was integral to the course structure and alignment with summative assessment expectations was key to their impact on student outcomes. The questions were sent to the students timed to align with the in-course instruction such that students were required to revisit and use newly acquired knowledge. Moving these questions outside of the classroom allowed students to spend as much time as needed to engage with the questions, as opposed to being limited by class time or the patience of the fastest working students. Ideally, this helps to build student ownership of their learning since each student has been able to construct their own answer. Further, to promote student buy-in and fully integrate these tasks into the course, student results and responses were used to drive discussion and instruction in the subsequent class meeting. This process was critical as it integrates the key criteria for effective formative assessment; providing feedback about students’ written answers; clarifying learning expectations; engaging students with the content; and activating peers as learning resources. This was of course in addition to directly providing an opportunity to address any misunderstanding in
student learning that may be evident in the student responses. Removing or changing any of these aspects may have a direct impact on the efficacy of this intervention.
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Figure Captions

**Figure 1.** Examples of calculation and non-calculation based questions administered using the Remind Assessment System

**Figure 2.** Remind Assessment System design

**Figure 3.** Alignment of texting formative assessment intervention characteristics with effective formative assessment practices and methods for fostering student buy-in

**Figure 4** Percent of students making a correct claim or providing both evidence and reasoning consistent with their claim (score of 2 or 3) by question. Questions appear in the order they were assigned in class.

**Figure 5.** Student performance on calculation questions Participation

**Figure 6.** Relationships between participation on Remind questions (as percent of total Remind questions asked) and exam score (based on low, moderate, or high grouping)

**Figure 7.** Exam question requiring explanation