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Abstract - A direct method based on the linear least squares approach is applied for obtaining reduced order approximations of the propagation and characteristic admittance transfer functions of transmission lines for use in calculation of transients. The practical level of the acceptable error is discussed in terms of the precision of the frequency domain input data. The proposed approach provides satisfactory accuracy with a small number of real and/or complex poles. The low order approximation could improve the efficiency of the EMTP by reducing the computation time.
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INTRODUCTION

The standard EMTP (Electro-Magnetic Transients Program) is based on the direct time domain solution of the ordinary differential equations (ODEs) representing the system components, by taking into account the delay time due to the wave propagation on transmission lines [1],[2]. Time domain analysis permits the simulation of various operating conditions in a straightforward way. However, due to the frequency dependent parameters resulting from complex field phenomena in the ground and inside the conductors, transmission lines are first modeled in the frequency domain. The state equation approximation of transmission lines requires an intermediate stage of rational function fitting to the frequency domain data obtained from the line geometry.

The transient analysis of a transmission line is based on two frequency domain complex functions, the propagation transfer function \( H_p \) and the characteristic admittance function \( Y_c \). In conventional EMTP calculations, both \( H_p \) and \( Y_c \) are approximated by rational functions with real poles [3]-[6]. The order of these functions depends on the line geometry, the considered frequency range and the required accuracy. It is possible to obtain a sufficiently accurate fitting with a large number of real poles. The order of the identified rational functions, however, determines the number of the state equations to be solved to obtain the time domain responses. In the case of complex line arrangements such as three phase, multiple circuit lines, high order accurate fitting would result in a very large number of differential equations. In [6] Marti has shown that lower order fitting may be used by a suitable compromise between the accuracy of the simulation and simplicity of the model used.

In this paper the rational functions corresponding to \( H_p \) and \( Y_c \) are estimated by means of a direct method based on the solution of a linear least squares problem using singular value decomposition (SVD) as shown in [7]. An appropriate weighting is applied to increase the accuracy of the fitting at low and middle frequency range data. Since the method is not limited to real poles only, it makes possible to achieve an accurate fitting with a smaller number of real and/or complex conjugate poles. Once the transfer function is obtained as a sum of partial fractions, the state equations with real matrices can be written in a canonical form in terms of the poles and the pole strengths.

The proposed methodology provides high accuracy with low model orders. It results in considerable savings in computation time, thus improving the efficiency of EMTP calculations. This improvement may become particularly significant in the analysis of three phase transients in networks with multiple circuit transmission lines.

APPROXIMATION OF TRANSMISSION LINE TRANSFER FUNCTIONS

The line models currently used in EMTP studies require a rational function approximation of the propagation and characteristic admittance (or impedance) transfer functions, for each mode \( i \),

\[
H_p(i,j)=\exp\left(-\sqrt{Z_p}(j\omega)/Z_c(j\omega)\right) \tag{1}
\]

\[
Y_c(i,j)=\sqrt{Y_p(j\omega)/Z_c(j\omega)} \tag{2}
\]

where \( l \) is the line length and \( Z_p(j\omega), Y_p(j\omega) \) are the line parameters for mode \( i \), determined in terms of line geometry by using basic field relations together with Carson's formulae or with the concept of complex penetration depth [3]-[5].

The Basic Estimation Methodology

The scalar estimation methodology, used for rational function approximation of both \( H_p \) and \( Y_c \), is described in detail in [7] and is reviewed succinctly in the following. In the general case, the transfer function can be written as

\[
H(s)=\frac{a_0+a_1s+a_2s^2+\cdots+a_ls^l}{b_0+b_1s+b_2s^2+\cdots+b_ms^m} \tag{3}
\]

If \( H(s) \) is strictly proper, then \( \mu < \nu \), normally, \( \mu = \nu - 1 \). Assuming that the frequency domain complex output data is known for discrete frequency values \( \omega_m \), we obtain a set of overdetermined linear equations

\[
Ax=b \tag{4}
\]

by equating the real and imaginary parts of (3) for \( s = j\omega_m \). In (4), \( A \) is an \( m \times n \) matrix, where \( n \) is the number of parameters in (3) to be identified, and \( m \) (\( \geq n \)) the number of real observations. The vector of unknown parameters \( x \) can be determined in the least squares sense by using an appropriate solution technique. However, due to the poor numerical condition of the problem, the use of the normal equations is not recommended. As discussed in [7], the condition of \( A \) can be significantly improved by column scaling and then (4) can

be solved by using Singular Value Decomposition (SVD). The
tained least squares solution minimizes the euclidian norm of the residual

\[ \mathbf{e} = \| \mathbf{Ax} - \mathbf{b} \| \]  

(5)

After the coefficients of (3) are identified, the transfer function can be written in terms of partial fractions as

\[ H(s) = \sum_{i=1}^{m} \frac{\alpha_i + j\beta_i}{s - \sigma_i - j\omega_i} + \frac{\alpha_i - j\beta_i}{s - \sigma_i + j\omega_i} \]  

(6)

Here, for simplicity, it is assumed that all the poles are complex. Real poles can be considered as a special case of the complex formulation. The new parameters, \( \alpha, \beta, \sigma, \) and \( \omega \) are then defined by an iterative process with restriction on \( \sigma \) termed Gauss-Newton Improvement, to impede obtaining unstable poles. This restriction has of course no significance in our application where both transfer functions are always intrinsically stable.

Approximation of the Propagation Transfer Function

The effect of propagation of a (current or voltage) wave along a transmission line is described by the equation

\[ W' = -H_p W_{ref} \]  

(7)

where \( W' \) and \( W_{ref} \) represent the incident and reflected waves, respectively. The propagation equation (7) involves inherently the propagation delay

\[ \tau = \frac{l}{c} \]  

(8)

c being the velocity of light. Usually, this delay is taken into account in the time domain formulation. Therefore, its effect in the frequency domain can be compensated by decomposing \( H_p \) into two factors, as shown in [4], resulting in

\[ H'_p = H_p e^{j\omega t} \]  

(9)

\( H'_p \) is then evaluated for \( m \) discrete frequency values \( \omega_i \) to obtain the frequency domain data to be used as input to the estimation process. This procedure has been termed backwinding in [4].

While \( H_p \) depends on the line length and geometry, its general shape is as shown for an example line in Figure 2. The magnitude at the lower frequency range remains near unity. The transmission line behaves as a low-pass filter, since the components beyond a certain cut-off frequency are fully choked off along the line.

Practical examples have shown that the estimation procedure used provides very good accuracy in the high frequency range for \( H_p \). At lower frequencies, the error may be slightly bigger with a reduced order fitting. It is always possible to force the estimated rational function to satisfy the boundary condition at \( \omega = 0 \), by taking \( a_0 = b_0 \) in (3), which means reducing the number of unknowns by 1 in (4), and therefore, deleting the first column of \( A \). This extra condition, however, reduces the degree of freedom of the least squares fitting, resulting in bigger errors at the high frequency range. Moreover, it has been observed that the magnitude of \( H_p \) may become bigger than unity at low frequencies when the zero frequency boundary condition is introduced. While the solution is mathematically acceptable, it may result in large errors in the calculation of transients.

In order to improve the accuracy of the fitting at the low frequency range, an appropriate weighting can be applied to the linear equations (4). This could be particularly important in the case of short lines (of a few kilometers or less) where the dominant frequencies of the transient may be located in the initial flat region. It is practically meaningful to choose the weighting function in terms of the observation values \( \mathbf{b} \) in (4) since the errors on bigger values of \( H_p \) are more important in the computation of transients. Practical examples have shown that weighting by the squares of the observation values reduces significantly the fitting error. Both sides of (4) are therefore left-multiplied by the diagonal matrix

\[ \mathbf{D} = \text{diag} \{ \mathbf{b}^2 \} \]  

(10)

Approximation of the Characteristic Admittance Function

The voltages and currents at the line ends are related by the frequency domain terminal equation:

\[ I_p = Y_c V \]  

(11)

The characteristic admittance \( Y_c \) of a transmission line tends to an asymptotic value \( Y_\infty \) at infinite frequency, i.e. \( Y_c \) is proper. In the basic estimation methodology used, it is assumed that the system is strictly proper. It is, therefore, necessary to preprocess \( Y_c \) by decomposing it as shown below:

\[ I_p = (Y_c^r + Y_\infty) V \]  

(12)

Now \( Y_c^r \) can be approximated by a rational function using the methodology described in [7]. The weighting shown above for the approximation of \( H_p \) is also used to improve the accuracy in fitting of \( Y_c^r \). The asymptotic value, \( Y_\infty \), is taken into account in the time domain formulation of the output variable \( i_p(t) \).

ACCURACY OF THE REALIZATION

The order of the rational functions estimated for \( H_p \) and \( Y_c \) depends on the required accuracy. Since the order is not known in advance, it is convenient to start with order 1, and increase it gradually until the required accuracy is achieved. To apply this strategy, an error criterion and error limits should be appropriately defined.

The frequency domain error of the transfer function approximation is defined here as the RMS of the absolute values of the complex differences between the input data and the estimated rational function. Clearly, this reflects both the errors of magnitude and angle. However, the main purpose of the approximation is to obtain a model for time domain calculations. The final evaluation of the accuracy should therefore be made in the time domain, for example by means of the step response.

The appropriate choice of an acceptable error level is essential for obtaining the optimum model order. The precision of the estimation process depends obviously on the accuracy of the available input data. The geometric dimensions and conductor properties are generally well defined along the line. The resistivity of the earth, however, depends on various factors, and can not be accurately determined. Moreover, its value may also vary due to the external conditions. In practice, the variation of the ground resistivity in a fairly wide range introduces an uncertainty in the calculation of the parameters and consequently in the frequency domain data.

The effects of the ground resistivity on the propagation and characteristic admittance transfer functions are examined for the overhead line configuration shown in Figure 1. The variations of \( H_p \)

Figure 1 Configuration of the overhead line.
computed with ground resistivities of 50 Ωm and 150 Ωm, differing by ±50 Ωm from the base value of 100 Ωm, are shown for different modes in Figure 2. Note that Figure 2 and the following Figure 3 illustrate only the effect of variations of the ground resistivity with "exact" calculations; the effect of errors due to fitting is shown in Figure 4.

Figure 2 shows that the change in the ground resistivity has shifted the frequency response curves and has slightly changed the slope. This has resulted in a time delay in the step responses given in Figure 3. In the line modes the effect of the frequency domain error due to the variation of the ground resistivity is almost invisible in the step response. The ground mode (no. 6 in the figures) is, however, more affected in the time domain although the frequency domain error is small. This apparently is the consequence of the slower increase of the step response corresponding to the ground mode.

![Figure 2 Frequency domain variation of the modal propagation functions $H_p$ for $p = 50$ Ωm (I), and $p = 150$ Ωm (II).](image)

![Figure 3 Step responses of modal propagation functions for $p = 50$ Ωm (I), and $p = 150$ Ωm (II).](image)

It can be concluded that a relatively bigger fitting error may be acceptable on the slope of the frequency responses, since the data corresponding to this portion can not be defined precisely in practice. The low frequency portion of the curve is only relevant for a very long integration time. In the calculation of fast transient phenomena, such as in most cases that arise in the analysis of switching or lightning surges, high accuracy may therefore not be needed in the very low frequency range.

The fitting at the critical frequency range where $H_p$ is very small (viz. at the lower bend of the curve) can be improved by backwinding with an appropriate additional delay, $\Delta t$ [3],[4]. This would mean for example in the case of step responses for modes 5 and 6 of Figure 3 that, due to the shift of origin by $\Delta t$, the initial toe portion of the responses is removed and the frontal slopes of these curves start from the origin. Hence, obviously, fewer exponentials are needed for their fitting. Equivalently, after backwinding, the approximation for modes 5 and 6 of Figure 2 can be obtained by lower order rational polynomials. Since, however, $\Delta t$ is not known in advance, by not implementing any backwinding the fitting errors with low order approximation may produce small fluctuations at the beginning of the step response. Although these fluctuations have no practical significance, they can be completely removed by taking into account the additional delay in the time domain computations. Therefore, implementation of additional backwinding prior to fitting is not essential.

### RESULTS

The described methodology for the approximation of propagation and characteristic admittance transfer functions has been applied to the line shown in Figure 1, of 150 km length. The ground resistivity used for fitting is $p = 100$ Ωm.

The estimated poles and residues for the propagation transfer functions are given in Table 1. The error levels can be further reduced by a higher order fitting, however, for each mode, the minimum order realization with practically acceptable error limit has been preferred. The difference between the frequency domain input data and the values of the estimated transfer function is in general very small. For modes 1-4, this difference is insignificant. The most significant difference is observed for modes 5 and 6, respectively the slowest line mode and the ground mode. The frequency domain fitting of modal propagation transfer functions is given in Figure 4. Figure 5 shows the step response corresponding to mode 6 (the ground mode). The step responses obtained with ground resistivities of 50 Ωm and 150 Ωm are shown in the same figure with

<table>
<thead>
<tr>
<th>Mode</th>
<th>Poles</th>
<th>Residues</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$-0.6140 \times 10^7$</td>
<td>$0.6603 \times 10^7$</td>
<td>1.13</td>
</tr>
<tr>
<td>2</td>
<td>$-0.5026 \times 10^7$</td>
<td>$-0.8962 \times 10^7$</td>
<td>1.01</td>
</tr>
<tr>
<td>3</td>
<td>$-0.2518 \times 10^7$</td>
<td>$-0.7091 \times 10^7$</td>
<td>0.91</td>
</tr>
<tr>
<td>4</td>
<td>$-0.7058 \times 10^7$</td>
<td>$-0.8613 \times 10^7$</td>
<td>0.74</td>
</tr>
<tr>
<td>5</td>
<td>$-0.3004 \times 10^7$</td>
<td>$0.5444 \times 10^7$</td>
<td>1.61</td>
</tr>
<tr>
<td>6</td>
<td>$-0.1564 \times 10^7$</td>
<td>$-0.2486 \times 10^7$</td>
<td>1.47</td>
</tr>
</tbody>
</table>

### Table 1 Estimation results for the modal transfer functions
The step responses in Figures 3 and 5 were obtained from the corresponding state equations using the trapezoidal rule. The calculations were performed with an integration step of 1 μs. The CPU time with a MIPS-RISC 6280 computer is 0.77 s for the reduced order model presented in Table 1. Higher order models where each mode is approximated by 10, 14 and 20 poles respectively have also been realized for comparison. The RMS errors obtained with these models and the corresponding CPU times for the same simulation conditions are given in Table 2. This example shows that the use of the reduced order model has resulted in significant savings in the computation time, while the accuracy is within the practically acceptable limits established formerly. Of course, other time domain simulations may result in smaller relative savings depending on the overhead related to modal/phase transformations and computations pertaining to phenomena at the terminal buses.

The variations of the characteristic admittance for a line mode and the ground mode are shown in Figure 6. The ground resistance has a bigger effect on the ground mode. The characteristic admittance functions are precisely defined for the line modes (if the transversal conductivity is ignored) in spite of the broad variation of the ground resistance. An uncertainty, however, exists in the characteristic admittance computed for the ground mode. We can therefore conclude that a larger error limit is acceptable for the ground mode. This result is consistent with the assumptions of Marti in [6]. The variation of the characteristic admittance functions is in general more significant in the low frequency range, particularly below 10 Hz. Practical examples have shown that the order of the fitting depends on the lower limit of the frequency range. In the cases where a long integration time is not required, the characteristic admittance functions can be approximated with a smaller number of poles. Results obtained for the example line (Figure 1) of 150 km length are given in Table 3. The estimations are performed over the frequency range 1 Hz – 1 MHz. It can be noted that real poles (as in [5] and [6]) have been sufficient to provide acceptable accuracy in this frequency range. In the cases where a lower frequency range is considered, complex poles may arise. This however does not affect negatively the speed of time domain simulations as these are still performed with real variables.

**CONCLUSIONS**

A methodology based on a linear least squares approach is applied for the rational function approximation of the propagation and characteristic admittance transfer functions \( H_p \) and \( Y_c \) required in EMTP calculations. Since the estimation technique is not limited to real poles only, as in the conventional EMTP, lower order approximation can be achieved by introducing complex poles when needed.

In any method, high accuracy approximation requires a high model order. This, however, may not be warranted if the data are not very accurate. The precision of the available frequency domain input
**Table 3** Estimation results for the characteristic admittance functions

<table>
<thead>
<tr>
<th>Mode</th>
<th>Poles</th>
<th>Residues</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.8363x10^4</td>
<td>-0.2693x10^8</td>
<td>0.47</td>
</tr>
<tr>
<td></td>
<td>-0.3683x10^7</td>
<td>-0.4893x10^4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>-0.1264x10^9</td>
<td>-0.1812x10^4</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>-0.8713x10^6</td>
<td>-0.2809x10^2</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td>-0.3787x10^9</td>
<td>-0.4600x10^2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>-0.1331x10^1</td>
<td>-0.1335x10^2</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>-0.1236x10^7</td>
<td>-0.4011x10^2</td>
<td>0.62</td>
</tr>
<tr>
<td></td>
<td>-0.4005x10^7</td>
<td>-0.3072x10^2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>-0.1401x10^1</td>
<td>-0.2246x10^2</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>-0.8246x10^7</td>
<td>-0.3915x10^2</td>
<td>0.60</td>
</tr>
<tr>
<td></td>
<td>-0.2334x10^7</td>
<td>-0.4612x10^2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>-0.3260x10^1</td>
<td>-0.3160x10^2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>-0.1151x10^2</td>
<td>-0.1510x10^2</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>-0.5932x10^7</td>
<td>-0.7061x10^2</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>-0.5107x10^7</td>
<td>-0.1335x10^2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>-0.5120x10^7</td>
<td>0.5225x10^2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>-0.5865x10^7</td>
<td>-0.3668x10^2</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>-0.7005x10^7</td>
<td>-0.1429x10^2</td>
<td>1.13</td>
</tr>
<tr>
<td></td>
<td>-0.7916x10^8</td>
<td>-0.7617x10^1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>-0.2215x10^7</td>
<td>-0.1599x10^1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>-0.4536x10^7</td>
<td>-0.3315x10^1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>-0.1520x10^7</td>
<td>-0.9534x10^1</td>
<td></td>
</tr>
</tbody>
</table>

Data has therefore been examined in terms of the ground resistivity, the single most important factor which may vary in a broad range in practice. The variation of this parameter affects all modes of the propagation function and the ground mode of the characteristic admittance function. The error levels should, therefore, be determined according to the precision of the input data as reflected in the step responses. It is, however, difficult to specify concrete error tolerances especially in view of the fact that high accuracy is of questionable importance in the fitting of modes strongly affected by the variable and poorly known resistance of the ground return path.

The results presented show that the new methodology for fitting can provide satisfactory accuracy with a small number of real and/or complex poles. The use of lower order models may improve the efficiency of EMTP calculations by significantly reducing the computation time.
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